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About this chapter

The increase of publicly available bioactivity data in recent years has fueled and cata-
lyzed research in chemogenomics data mining and modeling approaches. As a direct 
result, over the past few years a multitude of different methods has been reported and 
evaluated, such as target fishing, nearest neighbor similarity-based methods, and QSAR-
based protocols. However, such studies are typically conducted on different datasets, us-
ing different validation strategies, and different metrics. Moreover, multiple algorithms 
have been published leading to slightly different results. Hence we aimed to compare 
different methods, specifically QSAR and PCM methods, using one single standardized 
dataset obtained from ChEMBL. We validated different methods using both a random 
and a temporal validation with the latter being a more realistic benchmark of expected 
prospective execution. The performance of Random Forests (RF), Deep Neural Networks 
(DNN), and Naive Bayes (NB) models using binary class, multiclass, and proteochem-
ometric methods was assessed. Overall, we observed that DNN are the top performing 
algorithm, as it was best in terms of prediction quality and runtime. Further tuning and 
using an ensemble of DNN enhanced the performance by another 27%, highlighting the 
future applicability of DNN in addition to other more conventional methods. By provid-
ing both the data and the protocols we offer a standardized set to test different machine 
learning algorithms in the context of multitask learning.
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Introduction

The amount of chemical and biological data in the public domain has exploded over the 
last decades. With the advent of ChEMBL computational drug discovery in an academic 
setting has been revolutionized;1,2 indeed, the amount of data available in ChEMBL is 
also growing rapidly. Yet data availability and data quality still pose limitations.3 Public 
data is sparse (on average 1 compound is tested on 2 proteins) and prone to error (on 
average 0.5 log units for IC50 data)3,4 To make full use of the potential of this sparse data 
and study ligand-protein interactions on a proteome wide scale, computational methods 
are indispensable as they can be used to predict bioactivity values of compound-target 
combinations that have not been tested experimentally.5–7

Activity threshold and data quality

The modelling in a classification based approach requires setting of activity thresholds 
wherein a preset cutoff decides what is ‘active’ and what ‘inactive’. Data gathered here 
contains pChEMBL values, which represent comparable measures of concentrations to 
reach half-maximal response / effect / potency / affinity transformed to a negative loga-
rithmic scale.  The threshold for ‘actives’ determines the fraction of data points belonging 
to the ‘active’ class.  If the threshold is set at 10 μM (pChEMBL = 5) as is done frequently 
in literature, almost 90% of the extracted ChEMBL data is ‘active’ making it the default 
state.7,9 Such a high fraction of actives is not in accordance with what is observed ex-
perimentally. Moreover, in an experimental context, model output should ideally lead 
to identification of compounds with affinity higher than 10 μM. Based on these consid-
erations we chose to set the activity threshold at 6.5 log units (approximately 300 nM), 
defining interactions with a log affinity value larger than 6.5 as ‘active’. At this threshold 
the distribution between ‘actives’ and ‘inactives’ is roughly 50%, and the modelling aim 
is more in line with experimental goals.

However, as was touched upon above, public data can have relatively large measure-
ment errors, mostly caused by the data being generated in separate laboratories by differ-
ent scientists at different points in time with different assay protocols. To make sure that 
bioactivity models are as reliable as possible, we chose to limit ourselves to the highest 
data quality available in ChEMBL (see methods for details). 

Bioactivity modeling is a multi-label problem	 	

As a consequence of the ‘active’ and ‘inactive’ definition, compounds can be active on 
multiple proteins.10 This can be modeled using (ensembles of) binary class estimators, 
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for instance by combining binary class RF models (Figure 6.1). Another strategy is to 
assemble one model with all targets, which can be done in various ways. With multiclass 
QSAR we can predict if a compound is active based on the probability of belonging to the 
active target class versus the inactive target class; each compound-target combination is 
assigned as active or inactive (Figure 6.1). Another approach is to apply machine learning 
algorithms with added protein descriptors which is commonly known as PCM.11,12 In es-
sence, PCM transforms the multiclass approach into a binary class approach by addition 
of protein descriptors (Figure 6.1). Explicitly quantifying this protein similarity allows 
models to make predictions for targets with no data or very little data but for which a 
sequence is known. Moreover, explicit protein features allow interpretation of both the 
important protein and ligand features from the validated model. The relationships be-
tween structure and biological activity in these large pooled datasets are non-linear and 
best modelled using non-linear methods such as RF or Support Vector Machines (SVM). 
Alternatively, when for instance PLS is used, cross-terms are required that account for the 
non-linearity.13 Another non-linear method, deep neural networks (DNN) have recently 
gained traction, being successfully applied to a variety of artificial intelligence tasks such 
as image recognition, autonomously driving cars and the GO-playing program Alpha-
GO.14,15 Multiclass DNN explicitly model every target by assigning one output node to 
a target (Figure 6.1). Given the relative novelty of DNN we will further introduce the 
method below as opposed to the more established RF and NB methods.

Deep neural nets in bioactivity modeling

DNN have been applied to model bioactivity data previously; in 2012 Merck launched 
a challenge on Kaggle to build QSAR models for 15 different tasks.16 The winning solu-
tion contained an ensemble of single-task deep neural networks (DNN), multi-task DNN, 
and Gaussian process regression models. The multi-task neural networks modeled all 
15 tasks simultaneously, which were later discussed in the corresponding paper.16 Later 
(multi-task) DNN have also been applied on a larger scale to 200 different targets,17 tested 
in virtual screening,18 and was one of the winning algorithms of the Tox21 competition.19 
Hence, DNN have shown to be an algorithm with great potential in bioactivity modeling 
and has been included in the current work as this technique may become the algorithm 
of choice in both PCM and QSAR.  
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Figure 6.1: Differences between the methods in modeling bioactivity data, exemplified by the ligand adenos-
ine which is more active (designated as ‘active’) on the adenosine A2A receptor, than on the A2B receptor 
(‘inactive’, using PChEMBL > 6.5 as a cutoff). With binary class QSAR, individual models are constructed for 
every target. With multiclass QSAR one model is constructed based on the different target labels (A2A_active, 
A2B_inactive). With PCM one model is constructed where the differences between proteins are considered in 
the descriptors (i.e. based on the amino acid sequence). With multiclass DNN one output node are explicitly 
assigned for every target. 
 

Established algorithms in bioactivity modeling

DNN algorithms come within a large variety of existing open-source and closed-source 
packages. A commonly used toolkit in pharma companies is Pipeline Pilot (PP) with R-sta-
tistics.20,21 However, software libraries such as RDKit for cheminformatics and scikit-learn 
for machine learning in Python (PY) are increasingly gaining ground.22,23 Publication of 
these (open source) algorithms have heralded open source drug discovery. In addition 
to this increase in popularity, they have also been included in the myChEMBL virtual 
machine released by the ChEMBL group at EBI, and as such are universally available on 
a standalone, easy-to-use platform, t

hus making their inclusion in our benchmark a requirement.24 Here we choose to apply 
RF and NB as these methods are arguably some of the most commonly used methods, RF 
for its superb accuracy, NB for its simplicity.

Aims

As touched upon above, many computational methods and studies rely on data from 
ChEMBL. Yet very few of these studies have used the highest quality of ChEMBL data, a 
common misconception being that confidence class is interpreted as quality quantification 
rather than classification. Furthermore, most studies evaluate various machine learning 
algorithms but do not test more fundamental differences, such as addition of protein in-
formation. Finally, in some cases validation methods differ between different techniques.
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Here we aim to address these caveats by performing a systematic study on a high quality 
ChEMBL dataset. We compare QSAR and PCM methods, multiple algorithms (including 
DNN), the differences between binary class and multiclass models, and usage of tempo-
ral validation (effectively validating true prospective use) (Table 6.1). For this we used 
both open- and closed-source software and provide the dataset, descriptors and scripts in 
the Supplementary Information and on FTP. We make direct recommendations on which 
technique to use for public data modeling. In this way, the current work contributes to 
the literature by providing not only a standardized dataset, but also a realistic estimate 
of the performance that published methods can currently achieve in preclinical drug dis-
covery. 

Methods

Hardware

Experiments were performed on a Linux server running Centos 6.7. The server was 
equipped with dual Xeon E5-2620v2 processors and 128 GB RAM. GPUs installed are a 
single NVIDIA K40 and 2 NVIDIA K20s.

Software used

In this study, multiple, different software libraries and packages were compared. As 
closed source we used the commonly used software; Pipeline Pilot (version 9.2.0),20 in-
cluding the chemistry collection for calculation of descriptors, and R-statistics (R version 
3.1.2) collection for the machine learning.21

The open-source software Python (version 2.7) was used with the following libraries: RD-
Kit (version 2014.09.2)22 for the calculation of the fingerprints and descriptors, scikit-learn 
version 0.16 for the NB and RF.23 For the neural networks we used Theano,31 and nolearn, 
together with Lasagne which were pulled from GitHub.32–34
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Table 6.1: Overview of the tested methods 

Abbreviation	      	 Software	       Classes	 Machine Learning

PP NB MC-QSAR		 Pipeline Pilot	 Multiclass	 NB

PP RF QSAR		  Pipeline Pilot / R	Binary class	 RF

PP RF MC-QSAR		  Pipeline Pilot / R	Multiclass	 RF

PP RF PCM		  Pipeline Pilot / R	Binary class	 RF

PY NB MC-QSAR		 RDkit / Python	 Multiclass	 NB

PY RF QSAR		  RDkit / Python	 Binary class	 RF

PY RF MC-QSAR		  RDkit / Python	 Multiclass	 RF

PY RF PCM		  RDkit / Python	 Binary class	 RF

PY DNN QSAR		  RDkit / Lasagne	 Binary class	 DNN

PY DNN MC-QSAR	 RDkit / Lasagne	 Multiclass	 DNN

PY DNN PCM		  RDkit / Lasagne	 Binary class	 DNN

Abbreviations: NB - Naive Bayes, RF - Random Forest, DNN - Deep Neural Nets, QSAR - Quantitative Structure 
Activity Relationship, PCM - Proteochemometric modeling, MC- Multiclass

Dataset 

Data was obtained from the ChEMBL database (version 20), 1 containing 13,488,513 data 
points. Activities were selected that met the following criteria: at least 10 compounds test-
ed per protein, assay confidence score of 9, ‘single protein’ target type, assigned pCHEM-
BL value, no flags on potential duplicate or data validity comment, originating from sci-
entific literature.

For multiple ligand-receptor data points the median value was chosen and duplicates 
were removed. This reduced the total amount of data points to 341,517 data points, or 
approximately 2.5% of the total data in ChEMBL 20.

Typically studies have used thresholds for activity between 5 and 6.7,9,25,26 We assigned 
data points to the ‘active’ class if the pCHEMBL value was above 6.5 (corresponding to 
approximately 300 nM) and to the ‘inactive’ class if the pCHEMBL value was equal to 
or below 6.5 for two reasons. First of all this threshold gave a good ratio between actives 
and inactives. Around 90% of the data points is active when a threshold of 10 μM is used, 
while a roughly equal partition occurs at a threshold of 300 nM. Secondly it represents an 
activity threshold that is more relevant for biological activity.
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The final set consisted of 1,227 targets, 204,085 compounds, and 314,767 data points (0.13% 
complete). In total the set contained 70,167 Murcko scaffolds.35 The set was divided in 15 
L1 target classes, 34 L2 target classes, and 91 L3 targets classes.

Compound Descriptors

For every compound the following physicochemical descriptors were calculated: Parti-
tion Coefficient (AlogP),36 Molecular Weight (MW), Hydrogen Bond Acceptors and Do-
nors (HBA/HBD), Fractional Polar Surface Area (Fractional PSA),37,38 Rotatable Bonds 
(RTB). In addition, circular fingerprints were also included, with slight differences be-
tween PP and RDKit (Python) implementation. Previous work showed this descriptor 
selection to be high performing across diverse target classes.39 The latter uses RDKit Mor-
gan fingerprints, with a radius of 3 bonds and a length of 256 bits, while in the former Ex-
tended Circular FingerPrints with the same radius and length (ECFP_6) were chosen.22,40 
According to Landrum the RDkit implementation of circular fingerprints is very similar 
but not identical as was demonstrated in the RDkit user group meeting.41

Protein Descriptors

For the Proteochemometric models, protein descriptors were calculated, which are based 
on physicochemical properties of amino acids as has been described previously.42,43 Lack-
ing the ability to align all proteins, descriptors were made alignment independent and 
were thus generalized to all targets in ChEMBL in the following way. The protein was 
split into 20 equal parts (where part length differed based on protein length). Per part, 
for every amino acid the following descriptors were calculated: Amount of stereo atoms, 
LogD,36 charge, HBA and HBD, rigidity, aromatic bonds, MW. Subsequently per part the 
mean value for each descriptor of the contained amino acids was calculated. The meth-
od was repeated for the whole protein, calculating the mean value for the full sequence 
length. Finally, sequence length was included as separate descriptor.

Machine Learning – Naive Bayes classifier

In PP, a NB categorical model was trained using 10 bins, both the active (pChEMBL >6.5) 
and inactive data points were used by relabeling targets to active and inactive target 
classes. For every target class NB scores were transformed into z-scores (compared to the 
mean score of actives and the mean score of inactives for a given target).44,45 Subsequently 
z-scores of the inactive class were subtracted from the active class yielding one z-score for 
every target. Finally, data points with z-scores higher than 0 were assigned to the active 
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class of a target and lower than 0 to the inactive class. In scikit-learn, the Naive Bayes 
models were trained using the same procedure and MultinomialNB.46

Machine Learning – Random Forest

RF trained in PP used R package randomForest, as has been done before.47 The following 
settings were used: 1000 trees, 30% of the features were randomly selected to compute 
the best split point, with no limit on the maximum depth of the tree. For scikit-learn the 
same settings were used except for the multiclass models where the depth of the tree was 
set to 10 due to memory limitations (>120 GB memory usage). For the multiclass RF, a 
probability of each class (both active/inactive) was calculated for each entry. The highest 
probability was chosen as the predicted label and compared to actual experimental label 
(e.g. for adenosine: A2A_active, A2B_inactive).

Machine Learning – Neural Networks

Given the novelty of DNN, they are elaborately described in this section below. Neural 
networks were accelerated on GPUs using nolearn/Lasagne and Theano packages.31,33,34 
Feedforward neural networks were constructed using techniques similar to previous 
studies.16 Models were trained using batch gradient descent with Nesterov momentum 
using a  batch size of 128.48 For both the learning rate and Nesterov momentum we used 
an adaptive version: the starting Nesterov momentum was set to 0.8 and 0.999 for the last 
epoch. The learning rate for the first epoch was set to 0.005 and 0.0001 for the last epoch. 
The networks consisted of the input layer (e.g. 256 fingerprints) connected to 3 layers of 
4000, 2000, 1000 rectified linear units (ReLu) and a linear output layer. The linear output 
layer consisted of the number of targets modelled (e.g. 1227 for the multi-task network). 
Because a linear output was used, pChEMBL values were predicted, which were subse-
quently converted to classes (pChEMBL > 6.5 = active, pChEMBL ≤ 6.5 = inactive). The 
target protein features were scaled to zero mean and unit variance. To prevent overfitting 
of the networks, we used 25% dropout on the hidden layers together with early stop-
ping.49 The early stopping validates the loss on an evaluation set (20% of the data) and 
stops training if the network does not improve on the evaluation set after 200 epochs. The 
maximum number of iterations was set to 2000 epochs. For the multi-task QSAR models 
the output layer consists of one output node for each target. The output for a particular 
compound is going to be sparse, i.e. for most targets there will be no known activity. 
During training, only targets for which we have data were taken into account when com-
puting the error function to update the weights. We chose to weigh each target, for which 
we had data, in the error function equally. 
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For the DNN optimization, we used 500 epochs of training to speed up the training. In 
total, 63 individual models were trained to validate the influence of different descriptors, 
architecture and type of neural network. Due to problems with the stochastic gradient 
descent, for the PCM models with 4096 fingerprints plus physicochemical chemical prop-
erties, architectures 2, 4, 6; a batch size of 256 instead of 128 was used. In all cases where 
physicochemical chemical properties were used, they were scaled to zero mean and unit 
variance. 

Data formatting – Binary and Multiclass

For binary class implementations simple ‘active’ and ‘inactive’ classes were used as de-
scribed above. The multiclass implementation consisted of a concatenation of the binary 
class and protein modeled as described by Uniprot accession (e.g. ‘active_P29274’ and 
‘inactive_P29274’). In the MC DNN the active and inactive data points were modeled by 
one output node for every target simultaneously.

Validation Metrics

We used the Mathews Correlation coefficient (MCC) as a primary validation metric, be-
cause this metric is considered to be a good metric for unbalanced classes.39,50 Two sepa-
rate MCCs were calculated. One value for the pooled predictions (pooling true positives, 
false positives, true negatives, and false negatives) was calculated, and secondly an av-
erage MCC was calculated per protein. Of these two values the mean is visualized in 
figures 6.1 and 6.2.When no predictions were made for a given target-compound combi-
nation a random number was generated for this pair between 0 and 1 . The reason for this 
is that we aimed to simulate a true use case and not cherry pick good or bad predictions. 
To be able to compare prediction quality across the different methods used random val-
ues were used, leading to MCC scores close to 0 for these cases. For values > 0.5 this score 
was deemed ‘active’ and anything below 0.5 was deemed ‘inactive’.Finally, for a selected 
number of methods (DNN PCM, NB MC-QSAR, and RF MC-QSAR) we also plotted an 
ROC curve and calculated the AUC for a proper comparison with other published work.  

Validation Partitioning

Two different methods were applied to partition the data in training/validation sets. 
The first method that was used was a ‘random split’, where data was partitioned using 
semi-stratified random partitioning with a fixed seed as implemented in PP.20 For the 
second method was a separate set was constructed wherein the year of the publication 



Deep Neural Networks Outperform Established Methods Using A ChEMBL 
Bioactivity Benchmark Set.

141

was the split criterion. All data points originating from publications that appeared prior 
to 2013 were used in the training set, while newer data points went into the validation set.

To further explore the differences between random split validation and year split valida-
tion we explored the amount of compounds, scaffolds, and targets shared in the training 
and test set. In the random split validation 29,368 compounds (22,945 scaffolds) were 
shared in training and test set; 44,048 compounds (11,166 scaffolds) were unique in the 
test set; and 117,790 compounds (33,005 scaffolds) unique in the training set. In the year 
split, 1,216 compounds (2,157 scaffolds) were shared in training and test set; 36,693 com-
pounds (12,646 scaffolds) were unique in the test set; and 165,037 compounds (55,364 
scaffolds) unique in the training set. Likewise in the random split validation set 1,223 
targets were shared in both, 3 targets were unique to the training set, and there were no 
unique targets in the test set. In the year split 902 targets were shared in training and test 
set, 22 were unique to the test set, and 303 were unique to the training set. 

Results and discussion

Figure 6.2: Performance of the different methods in the random split validation, grouped by method and 
colored by software used. Shown are the mean and standard error of the mean of the Matthews Correlation 
Coefficient (MCC) calculated over all external validation predictions and combined with the MCC calculated per 
protein. The black line represents the average MCC of all methods used here (0.44). PCM stands for Proteoche-
mometric modeling, MC-QSAR for multiclass QSAR, and QSAR for Quantitative Structure Activity Relationship.
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Random split partition
Firstly we tested all algorithms using random split partitioning given that it is one of the 
most common methods to perform validation of machine learning (Figure 6.2). We trained 
the models on 70% of the data and validated them on the remaining 30%. This validation 
of the classifier predictions on a multi-target data set such as this one can be done in sev-
eral ways, the most common methods being based on all predictions in a single confusion 
matrix or by calculating a confusion matrix per target and subsequently using the mean 
value. Both methods provide relevant information, thus we followed both and show the 
mean and standard error of the mean obtained from these two calculations (with original 
data for both in The average Matthews Correlation Coefficient (MCC) of all algorithms 
is 0.44, underlining the predictive power of most methods. Although in theory results 
between the same algorithms should be the same, small differences in PY and PP imple-
mentations of RF and NB exist, explaining the observed differences in MCC. Focusing on 
our reference method RF, which we applied in previous work, we observe that the regular 
QSAR (binary class, BC) models outperform the MC-QSAR (multiclass, MC) RF models. 
The most predictive model is the PCM model in Python with an MCC of 0.60. Conversely, 
both RF MC-QSAR models show poor performance with the worst case being the MC-
QSAR model in Python (MCC of 0.00). Hence, based on the MCC this method actually 
performs on par with random guessing, yet the Area under curve (AUC) for the Receiver 
Operator Curve (ROC) is still 0.60. Poor performance of the RF MC-QSAR models is likely 
caused by the very small class sizes resulting from both the sparseness of the data and the 
multiclass setup combined with active/inactive distinction. This hypothesis is confirmed 
by the much better performance of the PCM models that combine the benefits of a binary 
class setup with the use of multiple proteins in the form of descriptors. Indeed, due to the 
sparseness only a minority of predictions is made by the RF MC-QSAR models (7-21% of 
total), demonstrating that these models only retrieved the minority of measured targets. 
For these predictions it might very well be that a target for which the activity is predicted 
(either active or inactive), is a correctly predicted target. However typically if this predic-
tion is not present in ChEMBL we cannot validate if this compound-target combination 
is an active or inactive from our data. We wanted to compare predictions across all tech-
niques and not suffer from large differences in total number of predictions and resulting 
statistical bias. For instance, it could be that only the ‘easy extrapolations’ (e.g. nearest 
neighbors) are retrieved by the different methods, leading to an overly optimistic score. 
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Figure 6.3: Performance of the different methods in the temporal split validation, grouped by method and colored 
by software used. Overall performance is worse than the random splits with an average MCC of 0.16 (black line). 
In this validation DNN outperform the RF, with the PCM model being the best.
 

Hence, for missing predictions we have chosen to use a randomly generated value be-
tween 0 and 1, as in our use case failure to predict activity on the relevant target is not 
usable either. These random predictions would correspond to a mean MCC of 0, with 
negligible variance, as can be observed in the results.The performance of all DNN are 
well above the average performance, the best methods being both the MC-QSAR and 
QSAR DNN with a MCC of 0.56 (AUC 0.85). PCM is performing marginally worse than 
the QSAR based methods (MCC of 0.54). Finally, for the NB methods, performance is just 
above average. The PP method with a MCC of 0.44 (AUC 0.83) slightly outperformed the 
method in Python (MCC 0.41). In the random splitting used here all data points (mea-
sured activities of protein-compound combinations) are considered as separate entities. 
Hence, members of a compound series from a given publication can be part of the test set 
while the remaining are part of the training set (see methods - validation partitioning). 
Therefore this method is expected to give an unrealistic estimate of model performance; 
for a more representative performance estimate, a more challenging validation is exem-
plified below.

Temporal split partition

In the temporal split, training data was grouped by publication year rather than random 
partitioning (Figure 6.3). Again the mean MCC and standard error of the mean are shown. 
All methods performed worse than on the random split benchmark (average MCC 0.16 
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versus 0.44), confirming that this is indeed a more challenging form of validation.

Methods performing better than average include all three DNN methods, PP RF PCM, 
and PP/PY RF QSAR. Interestingly the DNN PCM were now the best performing meth-
od (MCC 0.26, AUC 0.73) together with the DNN MC-QSAR (MCC 0.26). Moreover, we 
found that for targets with few data points in the training set, the PCM models were able 
to extrapolate predictions, underlining the superior performance of DNN PCM.The RF 
models in Python performed slightly worse than the ones implemented in PP (MCC ap-
proximately 0.16 versus approximately 0.20). Likewise, as observed in the random split 
validation, all RF MC-QSAR models were not predictive with MCCs close to 0 (MCC for 
the PP RF MC-QSAR is 0.03, AUC 0.52). Indeed, significant differences were observed 
between the multiclass RF and DNN. For the NB models, performance was close to the 
average performance of all methods (MCC for the PP MC NB QSAR is 0.15, AUC 0.70). 

The lower performance observed here is more in line with the performance that can be 
expected from a true prospective application of these types of models. However, in addi-
tion to raw performance, training time is also of great importance. Quick training models 
allow for easy retraining when new data becomes available, models that require a long 
time are not readily updated, making their maintenance a trade off. 

Run time

To compare the performance of the different methods, we measured total run time (wall 
clock hours, Figure 6.4). Much larger differences were observed between the methods 
than we noticed in the performance plots. Hence a logarithmic scale was used in figure 
6.4. The fastest is the NB classifier in Python with a training time of only 20 minutes. Sub-
sequently eight methods follow within one order of magnitude (time between 2 hours 
and 10 hours) including the different RFs with the exception of PP PCM (14 hours) and 
PP MC-QSAR (142 hours).The DNN models were also trained within 10 hours, with the 
DNN QSAR being the fastest (5 hours), followed by both the DNN MC-QSAR and DNN 
PCM  (around 9 hours). The NB in PP was considerable slower than the NB trained in 
Python (20 minutes compared with 31 hours). Perhaps the bottleneck of the PP NB is the 
calculation of the background scores for the z-score calculation (see methods for details). 
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Figure 6.4. Comparison of the run times of the different methods. The Python implementation of NB classifica-
tion is by far the fastest and the bulk of the methods took between 2 and 10 hours. The MC implementations of 
RF in Pipeline Pilot are trailing at over 140 hours. 

 

Comparing these results with the random and year split validation, we observed that 
longer training times do not necessarily imply better model performance (MC models). 
Likewise, shorter training times do not always provide worse models (BC RF models). 
Finally, it should be noted that the GPU-implementation of the DNN speeds up the cal-
culation about ~150 times when compared with the CPU-implementation (observed in 
the MC and benchmarked on a single core); this makes GPUs a definite requirement for 
the training of DNN. 

Ranking the various methods

From the above sections we learned that there is a trade-off between model performance 
and training times. We calculated a z-score for each method within the experiments (ran-
dom splits, year splits, and training time, Table 6.2). Herein DNN models are the best 
algorithm, and have the most consistent performance. For instance, for DNN the best 
model (PY MC-QSAR) has an average z-score of 0.70, compared to -0.10 for the best NB 
model and 0.51 for the best RF. Moreover, the three best methods based on the average 
z-score are all DNN, which are subsequently followed by RFs. Indeed this is because the 
performance of DNN in training time and in both of the validations is well above average.
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When comparing QSAR with PCM there is no clear winner; for RF the performance of 
QSAR seems to be slightly higher especially when comparing both methods trained in PP 
(i.e. 0.51 versus 0.17). For DNN on the other hand PCM outperforms regular QSAR (bi-
nary class) but not MC-QSAR. NB methods perform just below the average performance, 
with the one implemented in PY being faster but worse in both the random and temporal 
validation. 

The worst results are observed in the RF MC-QSAR models, both the one implemented 
in PY and in PP are the worst two methods tested here.Given the observed differences 
in performance, we wanted to investigate whether certain target classes (e.g. GPCRs) or 
scaffolds (e.g. xanthine) are modeled better using a certain method. This will be explored 
below.

Table 6.2: Overview of the performance of the benchmarked methods. 

Algorithm Method
Z-score

random 
split

Z-score 

temporal 
split

Z-score 
training 

time

Average

Z-score

PY PCM 0.90 -0.23 0.44 0.37

PY QSAR 0.68 0.15 0.40 0.41

PP QSAR 0.44 0.66 0.44 0.51

RF PP PCM -0.09 0.46 0.16 0.17

PP MC-QSAR -1.15 -1.41 -2.95 -1.84

PY MC-QSAR -2.46 -1.91 0.35 -1.34

PY MC-QSAR 0.71 1.14 0.27 0.70

DNN PY PCM 0.60 1.19 0.28 0.69

PY QSAR 0.52 0.71 0.37 0.53

NB
PP MC-QSAR 0.02 -0.11 -0.26 -0.12

PY MC-QSAR -0.15 -0.64 0.49 -0.10

Z-scores were calculated, Z-scores in bold indicate the best performance for a given machine learning algorithm 
column wise. 
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Per target class performance

The data in ChEMBL is organized in many ways, one of which is the target class hi-
erarchy. Herein protein targets are grouped on different levels (e.g. level 1 (L1) being 
‘membrane receptor’ or ‘enzyme’ and level 2 (L2) being ‘family A GPCR’ or ‘kinase’). 
We explored the differences between the DNN based, RF based, and NB methods from 
a protein class point of view. Hence, we selected the best performing implementation for 
each on the temporal split (i.e. three methods with the highest Z-score of the temporal 
split, in bold, table 2). This led to the selection of the PCM implementation of the DNN 
models, the PP RF QSAR, and the PP NB MC-QSAR method. Performance estimates were 
assessed by recalculating the MCC grouped by L1 or L2 target class and using the tem-
poral split. We limited the grouping to protein target classes with more than 100 proteins 
and the L1 and L2 proteins classes.

For the L1 target class-based groups DNN show the best performance which is most ap-
parent in the ‘membrane receptors’ and ‘transporter’ classes (Figure 6.5A). Other points 
of interest are the poor performance of the NB model on the ‘transporter’ class, the MCC 
is worse than a random guess for this class. The cause for this is not immediately clear, 
but could possibly be explained by either the data sparseness or statistical dependence of 
the descriptors on each other. The ligands do not appear to be more diverse, to contain 
fewer actives, nor are different in any other way when compared with the other protein 
target classes. Finally, a performance slightly below average of the DNN in the ‘ion chan-
nel’ class was observed, yet still having an MCC of approximately 0.3.

For the L2-based grouping we see a similar trend (Figure 6.5B). The higher resolution 
afforded by the finer grained groups taught us that the ligand-gated ion channels are the 
causative factor for the performance drop of the DNN in the ion channels class. As this 
effect is also present in the QSAR based DNN models, the relatively simple protein de-
scriptors used here cannot be the cause.  Interestingly, performance in the voltage gated 
ion-channels is roughly equal. Similarly, we observed that the NB poor performance in 
L1 ‘transporters’ is caused by the ‘electrochemical transporters’ L2 class.In conclusion, 
the performance gains of the DNN appear to be relatively consistent, however the ‘li-
gand-gated ion channels’ performance warrants caution. Perhaps these proteins are bet-
ter modeled with target dedicated QSAR based methods.
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Figure 6.5: Performance of the different methods for the individual target classes in ChEMBL 20.  In the L1 target 
classes (A) DNN outperform the other methods in all but one case, which is also true for the L2 target classes in 
(B). Only the ‘ligand-gated ion channels’ seem to be challenging for the DNN. Noteworthy is the poor perfor-
mance of the NB models for the ‘transporter’ class. This is caused by the poor performance on the electrochem-
ical transporters (a relatively large target class) as observed on the L2 level.  Finally, the RF have a reasonable 
performance on all classes (but never the absolute best). 

 

Exploring the potential of DNN

Given the same data set and descriptors we have shown that DNN methods generally 
outperform other algorithms. Therefore, we further explored the potential of this tech-
nique through a grid search based exploration of model parameter space (defined here 
by width and depth of the network) to obtain the best prediction quality. In addition, we 
explored the usage of more extensive compound descriptors (up to 4096 bits with addi-
tional physicochemical descriptors) which was not possible with the RF and NB models. 
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Moreover, we investigated the differences between PCM, MC-QSAR, and QSAR. To test 
all these different combinations we decreased the maximum number of epochs from 2000 
to 500 (see methods - machine learning methods - neural networks). These settings were 
validated on the temporal split because it represents a more realistic validation. More-
over, out of the models trained with 256 bits descriptors for ligands, the PCM DNN con-
sistently outperformed the others, likely due to the fact that PCM profits from the added 
protein features containing information. This is consistent with the observation that more 
features in general perform better.Of the three different DNN, PCM slightly outperforms 
the other methods (average improvement 8%), although examples of both single and 
multi-task models are also found in the top performing methods (average increase 2% 
and 3% respectively).

With regard to the architecture, deep and wide networks seem to perform best (e.g. ar-
chitecture 3 with an average increase of 12%) , although some of the shallow, multiclass 
and binary class networks (architecture 7) are also found in the top performing methods. 
Overall it seems that increasing dropout leads to a poorer performance. Dropout is a 
technique to prevent overfitting, by randomly discarding neural network units (and their 
connections). Hence if the dropout is too high the DNN is underfitted.  This is confirmed 
by our results as higher dropout rates and dropout on the visible layer (the fingerprint/
feature layer) result in a drop in performance (1 versus 2, and 3 versus 4). Therefore an 
option to be considered is a less aggressive dropout. Alternatively lowering the dropout 
percentage adaptively (during the training), just like with the learning rate would be an 
option too.Finally, the best performance is observed by pooling the predictions from all 
models in an average prediction or majority vote (improvement 25-26%, black bars Fig-
ure 6.6). This indicates that there is still room for improvement, indeed ensembles of dif-
ferent machine learning methods, including neural networks have been used to achieve 
competitive results on bioactivity prediction tasks. More context will be discussed below. 

Putting this work  into context

As touched upon, ChEMBL has fueled a diverse array of publications, here we lim-
it ourselves to the most relevant and recent ones in the context of this paper. For in-
stance Mervin et al.25 constructed a (Bernoulli) Bayesian model on both ChEMBL and 
PubChem data. To balance the class sizes, a sphere exclusion algorithm was used to 
extract putative inactive data. A different threshold was used (10 μM, pChEMBL = 
5) than in our study, and PubChem data in addition to the ChEMBL data was used. 
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Figure 6.6: Average performance of the individual DNN grouped per method, architecture and descriptors. 
The black bars represent the ensemble methods (average value and majority vote). The grey bars on the right 
indicate the previous best performing DNN and NB model. We observed PCM to be the best way to model the 
data (blue bars), architecture 3 to be the best performing (green bars), and usage of 4096 bit descriptors with 
additional physicochemical property descriptors to perform the best (red bars). Using ensemble methods fur-
ther improves performance.

 

In our hands inclusion of inactive molecules also enhanced the performance for the Na-
ive Bayes models. A later study that was performed on ChEMBL data benchmarked the 
performance of a number of different algorithms.26 Similar to our study the authors per-
formed a temporal validation (on a later ChEMBL version) as a more realistic estimate 
of model performance. They also found that their method, potency-sensitive influence 
relevance voter (PS-IRV) outperformed other methods such as RF and SVM. However, 
we argue that our work in data curation, having data with only the highest confidence 
level from ChEMBL, leads to better performance (as can be seen in the AUC values ob-
tained by them on their full set). IRV has been benchmarked before, 27 and can be seen as 
an extension of K-nearest neighbors in a shallow neural network. In that study random 
molecules were added (presumedly inactive), in addition to the experimentally inactive 
molecules to boost results. Inclusion of more data, and more specifically inactive mole-
cules or molecules that have only low quality activity measurements is a line of future 
investigation we also aim to pursue.

Regarding the DNN, the influence of network architecture has been studied before,16 
where it was noted that the number of neurons especially impacts the performance of 
deeper structured networks. This corresponds to our observations where the deepest 
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and widest network performed the best. Further finetuning of the architecture might be 
worthwhile; in multi-task networks trained for the Tox21 challenge up to 4 layers with 
16,384 units were used.19 Additionally it was found that multiclass outperformed binary 
class networks, and similar gains in performance were observed on the joint (multi-task) 
DNN published by Ma et al.16 

Finally, work by Unterthiner et al. demonstrated similar DNN performance (AUC 0.83 
versus 0.85 here) but worse NB performance (AUC 0.76 versus 0.83 here) compared to 
our work.18 This divergence is potentially caused by the fact that their dataset was extract-
ed with less curation of high quality ChEMBL data, which was the main reason for as-
sembling this benchmark dataset. Moreover, Unterthiner et al. used much larger feature 
input vectors, requiring ample compute power to use the non-DNN based algorithms. 
We have shown that we can achieve similar performance on a smaller dataset with less 
fingerprint features, suggesting that there is much room for improvement by hyperpa-
rameter optimization. Furthermore Unterthiner et al. used a cost function weighted based 
on the dataset size. In our hands, experimentation choosing different weights inversely 
proportional to the target dataset size did not improve the performance of the models; 
however this is an avenue which can further be explored. Finally we have shown that 
usage of (simple) ensemble methods outperformed a single DNN alone, hence more so-
phisticated ensemble methods and inclusion of different models is a worthy follow up. 

DNN have also been applied with promising results to the prediction of Drug-Induced 
Liver Injury,28 although a different descriptor was used than the conventional finger-
prints, i.e. directed acyclic graph recursive neural networks.29 Similarly, convolutional 
networks were recently applied to the graphs of molecules. This outperformed standard 
extended connectivity fingerprints (ECFP).30 Interestingly, contrary to extended connec-
tivity fingerprints, such graphs are directly interpretable. 
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Conclusions

We have created and benchmarked a standardized set based on high quality ChEMBL 
data (version 20). We have tested and compared a diverse group of established and novel 
bioactivity modeling methods (descriptors, algorithms, and data formatting methods). 
Finally we have explored the potential of DNN by tuning their parameters and suggest-
ed ways for further improvement.From our results we draw a number of conclusions. 
Most of the methods and algorithms can create predictive models. Training time versus 
accuracy is a less relevant issue as the best performing methods required less than 10 
hours. Commonly used ‘random split’ partitioning might sketch an overly optimistic per-
formance estimate. We propose to split training and tests sets based on time-based dif-
ferences or compound/publication clustering), providing a more challenging and more 
realistic performance estimate.

Usage of DNN based models increases model prediction quality over existing methods 
such as RF and NB models. As an added benefit, this improved performance is not ob-
tained at the expense of highly increased training times due to GPU speedup.    	

We have shown that the widest and deepest DNN architectures produced the best re-
sults in combination with the most features. There is certainly still room for improve-
ment as we have not reached hardware (memory) limitations or extreme training times. 
Moreover, the model ensembles of the 63 individual models further enhanced the results 
yielding performance that was almost 27% better than the best performing model prior 
to tuning, indicating that indeed better results are possible.

Taken together we anticipate that methods discussed in this paper can be applied on a 
routine basis and can be fine-tuned to the problem (e.g. target) of interest. Moreover, due 
to low training time and high performance we anticipate that DNN will become a useful 
addition in the field of bioactivity modeling.
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