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A B S T R A C T 

We perform the first measurement of the thermal and ionization state of the intergalactic medium (IGM) across 0 . 9 < z < 1 . 5 

using 301 Ly α absorption lines fitted from 12 archi v al Hubble Space Telescope Space Telescope Imaging Spectrograph quasar 
spectra. We employ the machine-learning-based inference method that uses joint Doppler parameter–column density ( b −N H I ) 
distributions obtained from Ly α forest decomposition. Our results show that the H I photoionization rates, � H I , agree with recent 
ultraviolet background synthesis models, with log ( � H I / s 

−1 ) = −11 . 79 

+ 0 . 18 
−0 . 15 , −11 . 98 

+ 0 . 09 
−0 . 09 , and −12 . 32 

+ 0 . 10 
−0 . 12 at z = 1 . 4, 1.2, and 

1, respectively. We obtain the IGM temperature at the mean density, T 0 , and the adiabatic index, γ , as [ log ( T 0 / K ) , γ ] = [ 4 . 13 

+ 0 . 12 
−0 . 10 , 

1 . 34 

+ 0 . 10 
−0 . 15 ], [ 3 . 79 

+ 0 . 11 
−0 . 11 , 1 . 70 

+ 0 . 09 
−0 . 09 ], and [ 4 . 12 

+ 0 . 15 
−0 . 25 , 1 . 34 

+ 0 . 21 
−0 . 26 ] at z = 1 . 4, 1.2, and 1. Our measurements of T 0 at z = 1 . 4 and 1.2 

are consistent with the trend predicted from previous z < 3 temperature measurements and theoretical expectations, where the 
IGM cools down after He II reionization in the absence of any non-standard heating. Ho we ver, our T 0 measurement at z = 1 

shows unexpectedly high IGM temperature. Given the relatively large uncertainty in these measurements, where σT 0 ∼ 5000 K, 
mostly emanating from the limited size of our data set, we cannot conclude whether the IGM cools down as expected. Lastly, 
we generate mock data sets to test the constraining power of future measurement with larger data sets. The results demonstrate 
that, with redshift path-length �z ∼ 2 for each redshift bin, three times the current data set, we can constrain the T 0 of IGM 

within 1500 K, which would be sufficient to constrain the IGM thermal history at z < 1 . 5 conclusively. 

Key words: intergalactic medium – quasars: absorption lines. 
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 I N T RO D U C T I O N  

fter hydrogen reionization ( z < 6) (Madau, Pozzetti & Dickinson 
998 ; Fan et al. 2006 ; Faucher-Gigu ̀ere et al. 2008 ; McGreer,
esinger & D’Odorico 2015 ; Robertson et al. 2015 ), the thermal

tate of the intergalactic medium (IGM) is determined by the balance 
etween heating from photoionization by the extragalactic ultraviolet 
ackground (UVB) and cooling mechanisms, including adiabatic 
ooling because of the Hubble e xpansion, radiativ e recombination 
ooling, and inverse Compton scattering where electrons interact 
ith the cosmic microwave background. As a result of these 
rocesses, after the epoch of reionization, the IGM subsequently 
 E-mail: teng.hu@lam.fr 
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dheres to the power-law temperature–density ( T –� ) relation: 

 ( � ) = T 0 � 

γ−1 , (1) 

here � = ρ/ ̄ρ is the o v erdensity, T 0 is the temperature at mean
ensity ρ̄, and γ is the power-law index (Hui & Gnedin 1997 ;
cQuinn & Upton Sanderbeck 2016 ). These two parameters [ T 0 , γ ]

hus characterize the thermal state of the IGM, and enable us to
mpose constraints on its thermal history at various epochs (Dav ́e &
ripp 2001 ; Becker et al. 2011 ; Rorai et al. 2017 ; Hiss et al. 2018 ;
aikwad et al. 2021 ), which enhance our understanding of the IGM

hermal evolution and illustrate the intrinsic heating and cooling 
echanisms of the Universe. 
Based on current theoretical models, by the later stages of the

niverse ( z � 1 . 7), i.e. long after the end of helium reionization at
 ∼ 3 (McQuinn et al. 2009 ; Worseck et al. 2011 ; Khaire 2017 ), the
hermal state of the IGM is dominated by the adiabatic cooling driven
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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y Hubble expansion. Consequently, it is predicted that the IGM
ools to temperatures around T 0 ∼ 5000 K and γ ∼ 1 . 6 by z ∼ 0
McQuinn & Upton Sanderbeck 2016 ). Interestingly, the specifics of
e II reionization hardly influence this outcome (O ̃ norbe, Hennawi &
uki ́c 2017a ; O ̃ norbe et al. 2017b ). This is because, after roughly
00 Myr, the IGM essentially ‘forgets’ its past thermal history due
o the aforementioned adiabatic cooling. Standard hydrodynamical
imulations routinely forecast this cooling pattern of the IGM to
emperatures of T 0 ∼ 5000 K by z ∼ 0, ho we ver, there is not enough
bserv ational e vidence to confirm this claim. This is mainly because
f the large scatter in the T 0 measurements performed using various
echniques o v er the last two decades at 1 . 7 < z < 3, although most
ecent measurement (Hiss et al. 2018 ; Walther et al. 2019 ; Gaikwad
t al. 2021 ) hint towards cooling down of the IGM at z < 3. The most
onclusi ve e vidence of the cooling of the IGM should come from
he T 0 measurements at z < 1 . 5, ho we ver, these measurements are
hallenging. Part of the challenge lies in the fact that for z � 1 . 7, the
y α transition is obstructed by the atmospheric cutoff ( λ ∼ 3300 Å),
ecessitating UV space observations via Hubble Space Telescope
 HST ), the only space-based telescope that has far-UV and near-UV
pectrographs capable of providing data for these measurements.
urrently, the only measurements of the IGM thermal state for
 < 1 . 7 come from Ricotti, Gnedin & Shull ( 2000 ) and Dav ́e &
ripp ( 2001 ), both utilizing data sets with very limited size ( ∼ 50
y α absorption lines). Due to the limited scale of this data set, the
ssociated error margins are substantial, with σT 0 � 5000 K. This
imitation implies that our understanding of the IGM therm state at
ow- z remains imprecise. 

Recent analyses of HST Cosmic Origins Spectrograph (COS) Ly α
bsorption spectra at z < 0 . 5 suggest that the IGM temperature at
ow- z may exceed theoretical predictions (Gaikwad et al. 2017b;
asir et al. 2017 ; Viel et al. 2017 ). This claim stems from the
ecomposition of Ly α lines, where each line is characterized by its
oppler parameter b and the neutral hydrogen column density N H I .
hese studies show that the low- z Ly α lines appear notably broader

han anticipated, indicated by larger b-parameters compared with
hose obtained from hydro simulations with and without feedback
Bolton et al. 2022b ; Hu et al. 2023 ; Khaire et al. 2023a ). Since
hese hydro simulations model the low-density gas traced by the
y α forest, from the first principles, the most straightforward

nterpretation for these enlarged b values is thermal broadening,
uggesting an unexpectedly high IGM temperature (Viel et al. 2017 )
r non-standard missing turbulence in the simulations (Gaikwad
t al. 2017b ; Bolton et al. 2022b ). If the IGM temperature is indeed
igher than current models predict, it necessitates a reconsideration
f heating sources. Potential mechanisms might include feedback
ffects from galaxy formation processes (ho we ver, see Hu et al. 2023 ;
haire et al. 2023a , b ) or more no v el phenomena such as heating
ue to dark matter annihilation (Bolton et al. 2022a ). Additionally,
urbulent broadening from non-gravitational forces, which are not
et integrated into simulations, could also play a role (Gaikwad et al.
017b ; Bolton et al. 2022b ). It is noteworthy that this discrepancy in
 parameter distributions is found only in low- z. In contrast, at z � 2,
he distribution of b parameters aligns well with the predictions made
y hydro simulations regarding thermal and turbulent broadening
e.g. Bolton et al. 2014 ; Hiss et al. 2019 ). 

In addition to the discrepancy in b parameters, the low- z IGM
resents another puzzle: the nature of the UV background (UVB),
haracterized by the H I photoionization rate, � H I , which directly
ffects the abundance of Ly α absorbers in the low- z IGM as well
s crucial for studying the circumgalactic medium (e.g. Lehner et al.
013 ; Chen et al. 2017 ; Hussain et al. 2017 ; Wotta et al. 2019 ;
NRAS 536, 1–26 (2025) 
charya & Khaire 2022 ). A notable deviation between the � H I 
educed from the Ly α forest at z ∼ 0 . 1 and the forecasts from
revious UVB synthesis models (e.g. Faucher-Gigu ̀ere et al. 2009 ;
aardt & Madau 2012 ) lead Kollmeier et al. ( 2014 ) to introduce the
roblem of a ‘photon under-production crisis’, which has, ho we ver,
ot been confirmed by other studies (Shull et al. 2015 ; Fumagalli
t al. 2017 ; Gaikwad et al. 2017a ; Khaire et al. 2019 ) and recent
VB models (Khaire & Srianand 2015 , 2019 ; Puchwein et al. 2019 ;
aucher-Gigu ̀ere 2020 ). The recent UVB models agree to the extent

hat the low- z � H I measurements fa v our UVB dominated by H I

onizing photons from quasars alone and the fraction of ionizing pho-
ons from galaxies at z < 2 is negligibly small (Khaire & Srianand
019 ; Puchwein et al. 2019 ; Faucher-Gigu ̀ere 2020 ). Ho we ver, at
igher redshifts, z > 3, a substantial increase in the ionizing escape
raction from galaxies from less than 1 to 15–20 per cent is needed
Khaire et al. 2016 ) even in the presence of a high fraction of low-
uminosity quasars claimed to be present at high- z (Khaire 2017 ;
inkelstein et al. 2019 ). This transition of escape fraction hinges
nly on the � H I measurements at z > 2 and z < 0 . 5 whereas there
re no measurement of � H I at 0 . 5 < z < 1 . 8, with a substantial
oid of almost 5 billion years of cosmic time. A part of this lack of
easurement, besides the limited data from HST at these redshifts,

s caused by the potential de generac y between the IGM thermal and
onization states. To o v ercome this for z < 0 . 5 � H I measurements
revious studies (Gaikwad et al. 2017a ; Khaire et al. 2019 ) leveraged
ither post-processing simulations to generate the thermal histories
Gaikwad et al. 2018 ) or a huge grid of Nyx simulations (Walther
t al. 2017 ) performed with different thermal histories of the IGM.
t is important to recognize, a full description of the Ly α forest
epends on three parameters T 0 , γ , and � H I . Degeneracies among
hese variables require that any reliable data–model comparison must
dopt a careful statistical inference procedure. 

To o v ercome the aforementioned difficulties, Hu et al. ( 2022 ,
ereafter Hu22 ) adopts an inference method which jointly measures
he thermal and ionization state of the low- z IGM based on the
ecomposition of the Ly α forest into Doppler broadening parameter
 and column density N H I . In this framework, Bayesian inference
f the model parameters [ log T 0 , γ , log � H I ] is conducted based on
he 2D joint b–N H I distribution and the line density d N /d z, with the
elp of neural density estimators (Alsing et al. 2019 ) and Gaussian
mulators (Ambikasaran et al. 2016 ), both trained on a suite of Nyx
imulations consisting of 51 simulation models with different thermal
istories (Walther et al. 2017 ; Hiss et al. 2018 ). Such an inference
ethod enables us to measure the thermal and ionization state of the

GM to high precision using limited-sized data. 
In this work, we employ the aforementioned method to measure

oth the thermal and ionization state of the IGM using quasar spectra
btained from Space Telescope Imaging Spectrograph (STIS) on
oard HST . We opt for STIS due to its superior resolution compared
ith COS and av ailable archi v al data. We utilize 12 HST STIS quasar

pectra co v ering 0 . 9 < z < 1 . 5, which are selected from the STIS
rchive based on their redshift co v erage, signal-to-noise ratio (SNR),
nd the availability of metal identification. For the identification
f metal lines, we import the metal identification from the COS
bsorption Surv e y of Baryon Harbors (CASBaH) project (Tripp
014 ; Burchett et al. 2019 ; Prochaska et al. 2019 ; Haislmaier et al.
021 ) for five of our spectra, and make use of the metal identification
rom Milutinovi ́c et al. ( 2007 ) for the remaining seven spectra. We
t these spectra to obtain our 

{
b, N H I 

}
sample using VPFIT (see

ection 2.1 ) and apply the Hu22 method to measure the thermal and
onization state of the IGM in three redshift bins centring on z = 1,
.2, and 1.4. 



The IGM thermal and ionization state at z ∼ 1 3 

Table 1. Summary of HST STIS observations used in the study. 

ID z qso STIS wavelength range Observation date Exposure time Av erage SNR pix el –1 Av erage SNR pix el –1 

( Å) (ksec) (full spectra) (Ly α regions) 

TON153 1.014 2275–3110 2001 Jan. 5.3 5.0 4.8 
2002 Jun. 8.2 

PG1248 + 401 1.033 2275–3110 2002 Jul. 25.2 5.9 5.0 
2001 Oct. 28.8 

PG1718 + 481 1.083 1841–2673 1999 Nov. 14.1 7.9 9.8 

PG1206 + 459 a 1.162 2273–3110 2001 Jan. 17.3 7.3 6.4 

LBQS1435–0134 a 1.309 1985–2781 2015 Jun. 20.9 10.6 5.5 

PG1241 + 176 1.283 2275–3110 2002 Jun. 19.2 4.7 4.4 

PG1522 + 101 a 1.328 1985–2781 2015 Mar. 7.7 9.5 7.1 
2015 May. 13.2 

PG1634 + 706 1.337 1858–2673 1999 May. 14.5 12.9 18.7 
2275–3110 1999 Jun. 14.5 
1858–2673 1999 Jun. 26.4 

PHL1377 a 1.440 2275–3110 2002 Jan. 14.0 7.2 5.3 
2002 Feb. 28.0 

PG1630 + 377 a 1.476 2275–3110 2001 Feb. 5.3 10.6 7.5 
2001 Oct. 28.8 

PG0117 + 213 1.493 2275–3110 2000 Dec. 42.0 7.2 7.5 

HE0515–4414 1.713 2275–3110 2000 Jan. 31.5 7.9 7.6 

a The quasar sightlines on which we use the metal identification from the CASBaH. 
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This paper is structured as follows. We introduce our observa- 
ional data in Section 2 together with the data-processing proce- 
ure, including continuum fitting, Voigt profiles fitting, and metal 
asking. In Section 3, we describe our hydrodynamic simulations, 

arameter grid, and mock data-processing procedures, including 
enerating Ly α forest from simulation, creating mock sightlines, 
nd forward-modelling. In Section 4 , we present our inference 
lgorithm, including emulators and likelihood function. Afterwards, 
e discuss our results in Section 6 . In the end, we summarize

he highlights of this study in Section 7 . Throughout this paper,
e write log in place of log 10 . Cosmology parameters used in 

his study ( 
m 

= 0 . 319181 , 
b h 

2 = 0 . 022312 , h = 0 . 670386 , n s =
 . 96 , and σ8 = 0 . 8288) are taken from Planck Collaboration XVI
 2014 ). 

 OBSERVA  T I O NA L  DA  TA  

o measure the thermal state of the IGM around z ∼ 1, we make
se of the quasar spectra observed with the HST STIS (Woodgate 
t al. 1998 ) using the E230M echelle mode, which provide spectro-
copic co v erage from ∼ 1600 to 3100 Å. We select such echelle
ode for two reasons. First, as discussed in Section 1 , its high

pectral resolution is beneficial for our analysis, with R ∼ 30 000, 
orresponding to ∼ 10 km s −1 (Kimble et al. 1998 ; Medallon & 

elty 2023 ), and its line spread function (LSF) is close to Gaussian
nd has a weak dependence on the wavelength, which makes both 
he Voigt profile fitting (see Section 2.1 ) and the generation of
orward models easier (see Section 3.3 ). Secondly, the echelle modes 
ave higher wavelength coverage compared with first-order grating 
odes, enabling us to measure the 

{
b, N H I 

}
of the Ly α absorption 

ines across a wider redshift range with constant instrumental effects 
uch as LSF, which makes our analysis across different redshift bins
ore robust. We search the archi v al HST STIS E230M data observed
n the 0 . 2 × 0 . 2 arcsec 2 slit, and retrieve 12 spectra with average SNR
 5. The details of the observation, from which our quasar samples

re obtained, are summarized in Table 1 , and Fig. 1 depicts the
edshift co v erage of the spectra used in this study. The quasars are
hown as black dots, and the spectra are shown as line segments
ith their colour indicating the SNR. The redshift bins considered 

or the measurements are shown by the vertical dashed lines in 
ig. 1 . 
To reduce and combine the STIS spectra, we used the procedure

f Tripp et al. ( 2001 ) with CALSTIS v3.4.2. In brief, starting with
he CALSTIS x1d files, for each quasar we combined all exposures,
ncluding the coaddition of o v erlapping re gions of adjacent Echelle
rders, all with appropriate weighting and using the STIS flags to
ask out bad pixels (see Tripp et al. 2001 , for details). We then fit the

ontinuum of these spectra using the interactive continuum-fitting 
rogram imported from LINETOOLS . 1 Since we focus on the Ly α
orest in this study, we make use of only the Ly α re gions, e xcluding
y β and higher Lyman series absorption lines at λrest < 1050 Å,
hile also masking the quasar proximity zones at λrest > 11804 Å

see Fig. 1 ). As a result, we only use the spectral segment with rest-
rame wavelength 1050 Å< λrest < 1180 Å. The quasar sightlines 
re chopped and padded by white noise based on the noise vector of
he spectrum before passing into the VP-fitting program to a v oid any
omplications arising from the edges of the spectra, and the padded
egions are later masked in post-processing. Such a treatment to the
dges is also applied to the mock forward models to ensure our
nalysis is consistent. 
MNRAS 536, 1–26 (2025) 
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M

Figure 1. The HST STIS E230 spectra used in this study. The quasar are shown as black dots, and the Ly α spectra, with proximity zones remo v ed, are shown 
as line segments with their colour indicating the mean SNR (per pixel). The three redshift bins used in this study are shown by the vertical dashed lines. 
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.1 Voigt-profile fitting 

n this work, we use the line-fitting program VPFIT , which fits a
ollection of Voigt profiles convolved with the instrument LSF to
pectroscopic data (Carswell & Webb 2014 ). 2 We employ a fully
utomated VPFIT python wrapper adapted from Hiss et al. ( 2018 ),
hich is built on the VPFIT version 11.1. The wrapper routine controls
PFIT with the help of the VPFIT front-end/back-end programs RDGEN

nd AUTOVPIN and fit our simulated spectra automatically. We set up
PFIT to explore the range of parameters 1 ≤ b ≤ 300 km s −1 and
1 . 5 ≤ log ( N H I / cm 

−2 ) ≤ 18 for every single Ly α absorption lines.
PFIT automatically varies these parameters and fits for additional
omponent lines until the χ2 with respect to the whole spectral
egment is minimized. Such a VP-fitting procedure is applied to the
hole spectral segment, fitting both the Ly α lines and metal lines,

ncluding both intervening metal lines and those from interstellar
edium of Milky Way (MW); for simplicity, hereafter we refer to

hese collectively as metal lines. The removal of these metal lines is
ater discussed in Section 2.2 . 

During our VP-fitting procedure, we noticed the presence of
rtefacts in the spectra, which are absent in our simulated and
orward-modelled mock data sets. A visual assessment of these
inor features in the data suggested they were not genuine, but

ather artefacts from factors like flat-fielding, continuum placement,
r data-reduction artefacts. This is especially true for top-quality
pectra, where the exceptionally high SNR technically requires the
nclusion of such faint components. To this end, we incorporate a
xed ’floor’ of 0.02 in quadrature to the normalized flux error vector
or all spectra. We do this without introducing extra noise to the
ormalized flux. This value was determined through a process of trial
nd error. It was informed by the detection of a considerable number
f absorption lines with notably low Doppler parameters and column
ensities, as reported by VPFIT in the spectra with the highest SNR.
hese faint, narrow lines were not observed in our simulated and

orward-modelled sightlines. Nevertheless, implementing this noise
oor primarily affects lines with log N H I / cm 

−2 < 12 . 5 from our
ata set, which will not be used for inference. This same noise floor
NRAS 536, 1–26 (2025) 

 VPFIT: http:// www.ast.cam.ac.uk/ ∼rfc/ vpfit.html . 

l  

t  

m  

d  
s also applied to the simulated data sets to keep our data-processing
rocedure consistent (see Section 3.3 ). 
Our VPFIT wrapper is designed to fit spectra using a custom

SF. Ho we ver, it is important to note that it accommodates only
 single LSF, without accounting for an y wav elength dependenc y.
o address this, we extract the STIS E230M LSF from LINETOOLS

nd interpolate it to match the central wavelength of the spectrum
e aim to fit. As previously detailed in Section 2 , the STIS 230M

xhibits a Gaussian-like LSF, which shows minimal variation across
ifferent wavelengths. Consequently, our approach of employing a
ingular LSF in the VP-fitting process does not introduce significant
rrors. To ensure consistency and a v oid statistical biases, we apply
he same fitting methodology to both our observational data and
orward-modelled mock. 

Furthermore, we follow the convention used in previous studies
Schaye et al. 2000 ; Rudie, Steidel & Pettini 2012 ; Hiss et al.
018 ) and apply another filter for both b and N H I in this study,
sing only b–N H I pairs in region 12 . 5 ≤ log ( N H I / cm 

−2 ) ≤ 14 . 5
nd 0 . 5 ≤ log ( b/ km s −1 ) ≤ 2 . 5 in our analysis. Such a limitation is
hosen to include the b–N H I distributions for all our Nyx simulation
odels (see Section 3.1 ) while guaranteeing that the absorption lines

re not strongly saturated, which maximizes the sensitivity to IGM
hermal state and minimizes the impact of poorly understood strong
bsorption lines arising mainly from the circumgalactic medium of
ntervening galaxies. 

One of our STIS spectra, PG1206 is shown as an example of the
P-fitting procedure in Fig. 2 . The original spectrum is shown in grey,

nd the model based on VP-fitting is shown in blue. The noise vector
f the original spectrum is shown in red, and the masked regions due
o metal line detection are shown as green-shaded regions. The Ly α
ines used for our 

{
b, N H I 

}
data set (after all filters) are labelled by

ed vertical lines. 

.2 Metal identification 

s previously mentioned, our VP-fitting procedure fits all absorption
ines including Ly α lines and metal lines. For our analysis based on
he 

{
b, N H I 

}
of the Ly α forest, it is critical to filter out these

etal lines. To this end, we make use of archi v al metal identification
ata presented in Milutinovi ́c et al. ( 2007 ) for seven of our quasar

http://www.ast.cam.ac.uk/~rfc/vpfit.html
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Figure 2. Illustration of the processed STIS spectrum of PG1206 + 459. The original spectrum is shown in grey, while a model spectrum based on VP-fitting is 
shown in blue. The noise vector is shown in red, and the masked regions are shown as green-shaded regions. The Ly α lines used for our 

{
b, N H I 

}
data set are 

labelled by red vertical lines. 
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Table 2. Summary of the observational data set. 

z bins �z Number b m 

/ km s −1 log ( N H I , m 

/ cm 

−2 ) 

0 . 9 ≤ z ≤ 1 . 1 0.762 102 31.74 13.48 
1 . 1 < z ≤ 1 . 3 0.972 160 28.83 13.37 
1 . 3 < z ≤ 1 . 5 0.363 39 29.69 13.48 

Note. The numbers of identified Ly α lines in each redshift, the total path- 
length �z, and the median value b m 

and log N H I , m 
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ightlines and use metal identification from the CASBaH surv e y 
Tripp 2014 ; Burchett et al. 2019 ; Prochaska et al. 2019 ; Haislmaier
t al. 2021 ) for the rest five spectra (see notes of Table 1 ). For
ach spectrum, we create a mask to co v er the vicinity of each
etal line based on the aforementioned metal identification. These 
asked regions are initially aligned with the central wavelength of 

he metal lines reported in the literature, while their initial widths 
re set to be �v = 30 km s –1 in velocity space. Such a value is
hosen based on the resolution of STIS E230M, which corresponds 
o ∼ 10 km s –1 . We then apply the masks to our VP-fit results to filter
ut potential metal lines. To do so, we first locate the absorption-
ine region characterized by F line,fit ≤ 0.99, where the F line,fit stands 
or the normalized flux given by the VP-fit model (the blue line
n Fig. 2 ). If any absorption-line region overlaps with the initial

ask, we increase the width of the mask to co v er the detected line,
hile the increment is given by the full width at half-maximum 

FWHM) of the detected line, approximated by FWHM = b/0.6, 
here the b is given by VPFIT . Lastly, we adjust the masks manually

o fill the small gaps (with �v = 30 km s –1 ) between the masked
egions and make sure all absorption lines close to (the original) 
etal masks reported by our VP-fitting procedure are masked. The 

forementioned masking procedure is needed based on the fact 
hat our VP-fitting procedure does not match the line identified in 
he literature exactly, due to the different spectra. 3 used for metal 
dentification and different post-processing procedures, including 
oaddition, continuum fitting, and data smoothing used in our data. 
he aforementioned masking procedure makes sure that all potential 
etal contamination is remo v ed. Afterw ards, we manually mask ed
 HST COS spectra are used in CASBaH project to identify the metal lines. 
n  

N

 few gap regions in our quasar spectra resulting in the failure of
he VPFIT caused by Damped Ly α absorption systems. These masks 
re generated in post-processing, which means that we first apply 
PFIT to the spectra assuming all lines are H I Ly α and remo v e the
bsorption lines that fall within the masked regions, same as done for
nding o v erlapped lines with metal masks. In the end, we subtract

he metal mask from our total path-length and obtain �z = 2.097.
ur full sample of quasar segments and their corresponding masks 

re presented in Appendix A . 
With our imposed cuts on the 

{
b, N H I 

}
, we find that 40 out of

41 lines are masked for our whole sample, and that leaves us with
 

{
b, N H I 

}
data set consisting of 301 Ly α absorption lines. We 

ivide the 301 Ly α absorbers into three redshift bins: 0 . 9 < z <

 . 1, 1 . 1 < z < 1 . 3 and 1 . 3 < z < 1 . 5 centred at z = 1, 1.2, and 1.4,
espectively, according to their central wavelength as determined by 
PFIT . This provides us with the number of Ly α lines to be 102, 160,
nd 39 and redshift path of 0.762, 0.972, and 0.363 in the bins centred
t z = 1, 1.2, and 1.4, respectively. In Table 2 , we summarize our
b, N H I 

}
data set for each redshift bin, with redshift path-length, 

umber of final Ly α lines as well as median values for the b and
 in each bin. 
MNRAS 536, 1–26 (2025) 
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 SIMULATION S  

e utilize a set of Nyx cosmological hydrodynamic simulations
see Almgren et al. 2013 ; Luki ́c et al. 2015 ) to model the low-
edshift IGM. Developed primarily for simulating the IGM, Nyx
s a massively parallel cosmological simulation code. Within Nyx,
ark matter evolution is captured by treating it as self-gravitating
agrangian particles. In contrast, baryons are represented as an

deal gas on a uniform Cartesian grid, modelled using an Eulerian
pproach. The Eulerian gas dynamics equations are addressed using a
econd-order piece-wise parabolic method, ensuring accurate shock
ave representation. 
Nyx includes the main physical processes rele v ant for mod-

lling the Ly α forest. Nyx assumes the gas to have a primordial
omposition: a hydrogen mass fraction of 0.76, a helium mass
raction of 0.24, and zero metallicity. The various processes, such as
ecombination, collisional ionization, dielectric recombination, and
ooling, are implemented according to the methodologies described
n Luki ́c et al. ( 2015 ). Nyx also models the process of inverse
ompton cooling against the cosmic microwave background, and

racks the total thermal energy loss resulting from atomic collisional
rocesses. The default model of Nyx uses spatially uniform UVB
orm Haardt & Madau ( 2012 ). In subsequent stages, while generating
he Ly α forest in post-processing (see Section 3.2 ), the UVB is
reated as a variable parameter. Notably, since the Nyx simulations
re tailored to study the IGM, they do not incorporate feedback
r galaxy formation processes. This omission considerably reduces
omputational demands, enabling us to e x ecute a vast ensemble of
imulations with varied thermal parameters (as detailed in Section
.1 ). 
In this study, each Nyx simulation starts at z = 159 and runs

ntil z = 0 . 03. It spans a simulation domain of L box = 20 cMpc h 

−1 

aving N cell = 1024 3 Eulerian cells for baryon and equal count of
ark matter particles. The chosen box size strikes a balance between
anaging computational resources and ensuring convergence to
ithin a margin of < 10 per cent on small scales (reflected in large
 values). A more detailed discussion on resolution and box size
onsiderations can be found in Luki ́c et al. ( 2015 ). 

Due to the inherent de generac y between the thermal and ionization
tates of the IGM, it is essential to employ a substantial collection
f Nyx simulations, each representing varied thermal histories. We
rovide a detailed description of the simulation grid utilized in this
tudy in the following section. 

.1 Thermal parameters and simulation grid 

.1.1 The THERMAL suite 

o represent the IGM with varied thermal state spanning 0 . 9 < z <

 . 5, we utilize a subset of the Thermal History and Evolution in
eionization Models of Absorption Lines ( THERMAL ) 4 suite of Nyx

imulations (also see Hiss et al. 2018 ; Walther et al. 2019 ). From
his suite, we use 51 models, each showcasing different thermal
istories. F or ev ery model, we produce three simulation snapshots
t z = 1 . 0 , 1 . 2, and 1.4. From these, we determine the thermal state,
haracterized by [ log T 0 , γ ]. Varied thermal histories are realized by
anually adjusting the photoheating rates ( ε), in accordance with

he methodology set forth in Becker et al. ( 2011 ). In this method, ε
NRAS 536, 1–26 (2025) 

 Details of the THERMAL suite are given in http://thermal.joseonorbe.com . 

(  

w  

d  

(  
s treated as a function of o v erdensity, i.e. 

= AεHM12 � 

B , (2) 

here εHM12 represents the photoheating rate per H II ion, tabulated
n Haardt & Madau ( 2012 ), and A and B are parameters used to
enerate models with different thermal histories. 
As the uni verse e volves to wards lo wer redshifts, the thermal state

f the IGM tends to stabilize, making it a challenge to produce
odels with uniformly distributed T 0 and γ values. For an in-depth

iscussion on this, refer to Walther et al. ( 2019 ). Specifically, crafting
odels with a low T 0 ( < 10 3 . 5 K ) paired with a high γ value ( > 1 . 9)

t lower redshifts pro v es particularly daunting. When lowering the
 0 by decreasing the photoheating rates, the cooling resulting from

he Hubble expansion starts to play a dominant role, causing γ to
ravitate towards a value close to 1.6 (as discussed in McQuinn &
pton Sanderbeck 2016 ). Consequently, the grid representing the

nterplay between T 0 and γ assumes an irregular shape, lea ving v oids
n regions characterized by high γ and low T 0 . This irregularity also
tems from the inherent design of the parameter grid in the THERMAL

uite, which can be traced back to the thermal state analysis of higher
edshifts (Walther et al. 2019 ). 

.1.2 T 0 -rescaling models 

s will be discussed later in Section 5 , our data fa v our models with
igh T 0 at z = 1 . 0 and 1.4, which is hard to generate based on the
forementioned procedure. This is because, as suggested by equation
 2 ), our method alters the IGM thermal history of the simulation
odel by varying the heat released by the H I photoionization.
o we ver, the results of such a heating procedure fade away in low

, where the IGM is dominated by the adiabatic cooling caused by
ubble expansion (McQuinn 2016 ). As a result, the T 0 of the IGM

t z < 1 . 5 becomes insensitive to the heat input in our method for
odels with high T 0 . To this end, we rescale the IGM temperature

o model the IGM with high temperature. For z = 1 . 0, we select
ix simulation snapshots with 3.75 ≤ log T 0 ≤ 3.9, which has T 0 
lose to the Nyx model 00 with A = 1 , B = 0 (see equation 2 )
t z = 1 . 0, and multiply their temperature T (at each simulation
ell) by 2.5 and 3, respectively, to generate 12 new models. The
ther properties of the simulation remain unchanged, and since we
escaled the temperature of all simulation cells uniformly the whole
 –T distribution of the simulation model still follows the power-law
 –T relationship equation ( 1 ) with the T 0 rescaled. The [ T 0 , γ ] of

riginal models and models with rescaled T 0 are illustrated in Fig. 7 ,
here the original models are shown as green dots, the model rescaled

o 2 . 5 × T 0 and 3 . 0 × T 0 are sho wn in orange and red, respecti vely.
uch temperature rescaling procedures are also applied to z = 1 . 4
odels, where our preliminary results also fa v our hot models, and

he corresponding models are shown in Fig. 5 . 

.1.3 Measuring the IGM thermal state [ T 0 , γ ] 

o measure the thermal state for each of the 51 models, we fit
emperature–density ( T –� ) relation (see equation 1 ) to the tem-
eratures and densities in the simulation domain. While fitting the
 –� relationship, we noticed broader distributions of the IGM

emperatures in low redshift ( z � 1 . 0) compared to high redshift
 z > 3). To accommodate the dispersion in the IGM T - � distribution
hile fitting the power-law relationship, we adopt the fitting approach
etailed in Hu22 . This method first se gre gates the diffuse Ly α gas
 T < 10 5 K and � < 120, see Dav ́e et al. 2010 ) into 20 bins based

http://thermal.joseonorbe.com
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Figure 3. Volume weighted T –� distribution for three simulations models at z = 1 . 0. The left panel is the Nyx model 00 with T 0 = 6971 K, γ = 1 . 60, and 
the middle panel is the Nyx model 02 with T 0 = 13630 K, γ = 1 . 58. The right panel shows the model generated by multiplying the temperature in model 
00 by two, resulting in a T 0 = 13871 K and γ = 1.59 according to our � −T fitting procedure. This panel is added to demonstrate that the rescaling of the 
temperatures in post-processing gives a similar T –� distribution as a real simulation run with similar parameters. The best-fitting power-law relationship is 
shown as grey-dashed lines. The log T for each bin are plotted as black dots, with the 1 σT error bars shown as black bars. The volume-weighted gas phase 
fractions are shown in the annotations. The fraction of diffuse Ly αgas and the values of T 0 and γ in the rescaled model (the right panel) agree within a per cent 
level to the actual model shown in the middle panel. 
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5 At z ∼ 1, the density of typical Ly α absorbers in the IGM ( n H ∼ 10 −6 / cm 

3 ) 
is much lower than the self-shielding limit ( n H ∼ 10 −3 / cm 

3 ), so such the 
detailed treatment of the self-shielding effects does not affect the result of 
this paper. 
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n log � . A linear least-squares fit is then applied to the average
emperatures within each bin. For this study, we have adjusted 
he fitting range to −0 . 5 < log � < 1 . 5. Examples of the � −T 

istribution and the corresponding power-law fitting are shown in 
ig. 3 . For each panel, the best-fitting power-law relationship is
hown as grey-dashed lines, and the log T for each bin are plotted as
lack dots, and the 1 σT error bars are shown as black bars. The left
anel shows the Nyx model 00 with T 0 = 6971 K, γ = 1 . 60, and the
iddle panel shows the Nyx model 02 with T 0 = 13630 K, γ = 1 . 58

enerated by varying the parameter A and B in equation ( 2 ). The
ight panel shows the rescaled model 00 generated by multiplying 
he temperature in model 00 by two. It exhibit a T 0 = 13871 K and
= 1.59 according to our � −T fitting procedure. This panel is

dded to demonstrate that the rescaling of the temperatures in post-
rocessing gives a similar T –� distribution as a real simulation run
ith similar parameters. 
It is also noteworthy that while the T 0 at mean density characterizes

he thermal properties of the IGM, the Ly α forest at z ∼ 1 exhibits
 typical temperature of T ∼ 50 000 K and a typical o v erdensity
f � ∼ 20. These v alues are deri ved from matching mock Ly α
bsorption lines to the corresponding simulated Ly α absorbers in 
he simulation, using the method presented in Hu et al. ( 2023 ). As
ur approach is grounded in Ly α line features, it is expected to be
ost sensitive at T ∼ 50 000 K and � ∼ 20. Ho we ver, we chose to

se T 0 at mean density to monitor the o v erall evolution of the IGM,
hich also enables comparisons across different redshifts. 

.1.4 Varying the UVB � H I 

ince we want to measure the ionization state of the IGM, we let the
 I photoionization rate � H I be a free parameter when generating 
y α forest skewers from our simulations. As such, we add an 
dditional parameter log � H I to our thermal grid, extending it to 
 log T 0 , γ , log � H I ]. Such procedure is done in the post-processing
f the simulation, at the time when the simulated slightlines are 
enerated (see Section 3.2 ). The value of � H I we used in this study
pans from log ( � H I / s 

−1 ) = –11.2 to –12.8 in logarithmic steps of
.2 de x, which giv es nine v alues in total. These v alues are fixed for
ll redshift bins. 

.2 Skewers 

n this study, we produce mock Ly α spectra by calculating the
y α optical depth ( τ ) along lines of sight, referred to as skewers
or simplicity. Within each simulation model, we create a set of
5 000 skewers, aligned with the x -, y -, and z-axes of the simulation
ox, distributing 5000 skewers per axis. Properties necessary for 
he optical depth calculation are then extracted from each cell 
long these skewers. These properties include the temperature ( T ),
 v erdensity ( � ), and the line-of-sight velocity ( v z ). Additionally,
he hydrogen neutral fraction ( x H I ), crucial for synthesizing Ly α
orest skewers, is determined by assuming ionization equilibrium. 
his calculation incorporates both collisional ionization, dictated 
y the gas temperature ( T ), and photoionization. In our approach,
 H I is treated as a free parameter during the post-processing. 
onsidering that Nyx does not simulate radiative transfer, we employ 
n approximation to model the self-shielding effect of the UV 

ackground in optically thick gas. Following the method outlined 
y Rahmati et al. ( 2013 ), this involves attenuating � H I in cells with
ense gas to mimic the effects of self-shielding. 5 

Utilizing the gi ven v alues of x H I , T , � , v z , and � H I , we
ompute the optical depth τ in redshift space. This is achieved 
y summing the contributions from all cells in real space along
he line of sight, employing the full Voigt profile approximation 
MNRAS 536, 1–26 (2025) 
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M

Figure 4. An example of the mock spectrum (grey) forward-modelled from one of the STIS quasar spectra (segments), with the corresponding noise vector 
(red). The model fitted by VPFIT is shown in the blue. 
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6 Generating 1000 spectra requires about 10 000 raw skewers, which are 
randomly selected from the total 15 000 skewers for each model. 
7 See https:// github.com/ justinalsing/ pydelfi. 
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s outlined by Tepper-Garc ́ıa ( 2006 ). The continuum normalized
ux of the Ly α forest along these skewers is then determined by
 = e −τ . For each specified � H I , this entire procedure is repeated to

ecalculate the skewers. Here, in our approach, we a v oid the common
ractice of rescaling τ when generating skewers for different � H I 
alues, a method typically used at higher redshifts. This is due to
he differing nature of the IGM at low z. Unlike the high- z IGM,
hich is predominantly influenced by photoionization, the low- z

GM contains a substantial proportion of shock-heated warm–hot
nterg alactic medium (WHIM) g as. It is thus necessary to recalculate
he skewers so as to take the contribution from collisional ionized
as into account. 

.3 Forward modelling of noise and resolution 

n this paper, we aim to measure the thermal and ionization state
f the IGM at z ∼ 1. To this end, we generate mock data sets with
roperties consistent with our STIS E230M quasar spectra, which
omprise 12 unique quasar spectra. 

For low- z IGM with temperatures at mean density T 0 ∼ 5000 K ,
he b-values for pure thermal broadening (i.e. the narrowest lines
n the Ly α forest) are b ∼ 9 km s –1 , corresponding to an FWHM

b/ 0 . 6 ∼ 15 km s –1 . Such absorption features cannot be fully re-
olved by STIS which has a resolution of roughly 10 km s –1 . Thus,
t is crucial to treat the instrumental effect carefully. Therefore, we
orward model noise and resolution to make our simulation results
tatistically comparable with the observation data. In practice, we
ake use of tabulated STIS E230M LSF obtained from LINETOOLS

nd noise vectors from our quasar sample. For any individual quasar
pectrum from the observation data set, we first stitch randomly
elected simulated skewers without repetition to co v er the same
avelength of the quasar and then rebin the skewers on to the
avelength grid of the observed spectra. Then, we convolve the

imulated spectra with the HST STIS LSF while taking into account
he grating and slits used for that specific data spectrum. The STIS
SF is tabulated for up to 160 pixels in each direction. We interpolate

he LSF on to the wavelengths of the mock spectrum (segment)
o obtain a wavelength-dependent LSF. Each output pixel is then
odelled as a convolution between the input stitched skewers and

he interpolated LSF for the corresponding w avelength. Afterw ards,
he newly generated spectrum is interpolated to the wavelength of
he selected STIS spectra. The noise vector of the quasar spectrum
s propagated to our simulated spectrum pix el-by-pix el by sampling
rom a Gaussian with σ = ψ i , with ψ i being the data noise vector
NRAS 536, 1–26 (2025) 
alue at the i th pixel. In the end, a fixed floor of 0.02 in quadrature is
dded to the error vector for all simulated spectra to a v oid artificial
ffects in post-processing, as discussed in Section 2.1 . 

For each model, including both Nyx model from the THERMAL

uite and those generated by rescaling the temperature, we generated
000 mock spectra, from the 15 000 raw skewers. 6 The total path-
ength of the data set for each model is roughly �z tot ∼ 100. We then
t Voigt profiles to each line in the spectra to obtain the 

{
b, N H I 

}
ata set used for the training of the b–N H I distribution emulator,
hich will be discussed in Section 4.1 . For the purpose of illustration,

n example of a forward-modelled spectrum is shown in Fig. 4 where
he simulated spectrum is shown in grey, the model spectrum based
n VPFIT line fitting is in blue, and the noise vector in red. 

 I NFERENCE  M E T H O D  

.1 Emulating the 
{

b, N H I 
}

distribution 

n this work, we make use of the inference framework following
u22 , which measures the thermal state and the photoionization

ate � H I of the low redshift IGM using its b–N H I distribution
nd absorber line density d N /d z. The b–N H I distribution emulator
s built on density–estimation likelihood-free inference (DELFI),
hich turns inference into a density estimation task by learning the
istribution of a data set as a function of the labels or parameters
Papamakarios & Murray 2016 ; Alsing, Wandelt & Feeney 2018 ;
ueckmann et al. 2019 ; Papamakarios, Sterratt & Murray 2019 ; Als-

ng et al. 2019 ). Following Hu22 , we make use of pydelfi , the pub-
icly available PYTHON implementation of DELFI, 7 which makes use
f neural density estimation to learn the sampling conditional proba-
ility distribution P ( d | θ ) of the data summaries d , as a function of
abels/parameters θ , from a training set of simulated data. Here, the
ata summaries d are [ log N H I , log b], and our set of label parame-
ers θ are the IGM thermal and ionization state [ log T 0 , γ , log � H I ].

We generate training data sets by labelling the 
{
b, N H I 

}
pairs

btained from our mock spectra with the aforementioned labels.
e then train the neural network on the summary–parameter

airs { [ log T 0 , γ, log � H I ] , [ b, log N H I ] } . Our b–N H I distribu-
ion emulator learns the conditional probability distribution P ( b ,
 H I | T 0 , γ, log � H I ). These conditional b–N H I distributions are

https://github.com/justinalsing/pydelfi
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Figure 5. The MCMC posterior obtained by our inference method using our 
{
b, N H I 

}
data set at z = 1 . 4. Projections of the thermal grid used for generating 

models are shown as blue dots. The Nyx models used for temperature rescaling are shown as green dots, and the models with 2.5 and 3.0 times T 0 are shown as 
orange and red dots, respectively. The inner (outer) black contour represents the projected 2D 1(2) σ interval. The dashed black lines indicate the 16, 50, and 84 
percentile values of the marginalized 1D posterior. 
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hen used in our inference algorithm, where we try to find the
est-fitting model given the observational/mock data set, which is 
escribed in the following section. It is worth mentioning that we 
rain our b–N H I distribution emulator for each redshift bin separately 
ased on the corresponding training data sets. 

.1.1 Likelihood function 

n Bayesian inference, a likelihood L = P ( data | model ) is used to
escribe the probability of observing the data for an y giv en model.
e adopt the likelihood formalism introduced in Hu22 , which is

ummarized as follows: 

ln L = 

n ∑ 

i= 1 

ln ( μi ) −
(

d N 

d z 

)
model 

�z data , (3) 

here μi is the Poisson rate of an absorber occupying a cell in the
–N H I plane with area � N H I ,i × �b i , i.e. 

i = 

(
d N 

d z 

)
P ( b i , N H I ,i | θ ) � N H I �b �z data . (4) 
model 
he P ( b i , N H I ,i | θ ) in the equation is the probability distribution
unction at the point ( b i , N H I ,i ) for any given model parameters θ
 v aluated by the DELFI b–N H I distribution emulator. The �z data 

s the total redshift path-length co v ered by the quasar spectra
rom which we obtain our 

{
b, N H I 

}
data set, and ( d N / d z ) model 

s the absorber density which is e v aluated for any given set of
arameters using a Gaussian process emulator (based on George, 
ee Ambikasaran et al. 2016 ), which is also trained on our training
ata sets obtained from the Nyx simulation suite. More information 
n the likelihood function and the DELFI emulator can be found in
u22 . 

 RESULTS  

e applied the aforementioned inference method to our data set 
t three redshift bins to measure the IGM thermal and ionization
tate at z = 1.4, 1.2, and 1.0. The resulting Markov chain Monte
arlo (MCMC) posteriors are presented in Figs 5 –7 , respectively.
rojections of the thermal grid used for generating models are shown
s blue dots. The inner (outer) black contour represents the projected
MNRAS 536, 1–26 (2025) 



10 T. Hu et al. 

M

Figure 6. The MCMC posterior obtained by our inference method using our 
{
b, N H I 

}
data set at z = 1 . 2. Projections of the thermal grid used for generating 

models are shown as blue dots, while the true model is shown as red dots. The inner (outer) black contour represents the projected 2D 1(2) σ interval. Red lines 
in the marginal distributions indicate the parameters of true models, while the dashed black lines indicate the 16, 50, and 84 percentile values of the marginalized 
1D posterior. 

2  

8  

a  

f  

t  

i  

m  

W  

m  

a  

a  

p  

F  

u  

m  

d  

v
T

 

e  

l  

p  

a
N  

h  

t
s  

i  

e  

n  

f
 

r  

b
a  

o
d  

a  

s  

m  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/536/1/1/7875256 by guest on 25 January 2026
D 1(2) σ interval. The dashed black lines indicate the 16, 50, and
4 percentile values of the marginalized 1D posterior. For z = 1 . 0
nd 1.4, our preliminary results indicate that the observational data
a v our models with high temperature, and the MCMC posterior is
runcated at the boundary of the parameter space. As described
n Section 3.1.2 , these models with high temperatures are hard to
odel due to the heating mechanism used in the Nyx simulation.
e thus manually rescale the temperature of some of the Nyx
odels and extend the parameter grid for our inference procedure

s described in Section 3.1 . With these rescaled models, we are
ble to measure the thermal and ionization state of the IGM. The
arameter grids that contains the rescaled models are shown in
igs 5 and 7 for z = 1.4 and 1.0, respectively. The Nyx models
sed for temperature rescaling are shown as green dots, and the
odels with 2.5 and 3.0 times T 0 are shown as orange and red

ots, respectively. We summarize the inference results (median
alues of the marginalized 1D posteriors for each parameter) in 
able 3 . 
The 

{
b, N H I 

}
data and the corresponding b–N H I distributions

mulated by our DELFI emulator are shown in Fig. 8 , and the
NRAS 536, 1–26 (2025) 
ikelihood contours corresponding to 80, 60, 40, and 20 cumulative
ercentiles are plotted as grey-dashed lines. These plots show good
greement between the observational data and the emulated b–
 H I distributions. We notice the inference result at z = 1 . 4 has

uge uncertainty due to the lack of observational data. However,
he precision is still satisfactory, given the fact that our 

{
b, N H I 

}
ample at this redshift bin contains only 39 data points. Such a size
s comparable with the one used in Ricotti et al. ( 2000 ), whereas the
rror bar is much smaller (see Fig. 12 ), which mainly because of our
o v el method using full b–N H I distribution (see Hiss et al. 2019 ,
or the rele v ant discussion). 

Based on the marginalized 2D posteriors, we observe that our
esults across all redshift bins exhibit the anticipated degeneracies
etween parameters. Specifically, T 0 is degenerate with both γ

nd � H I , as indicated in Hu22 . To further assess the goodness
f our inference results, we plot the marginalized 1D b and N H I 
istributions of our sample in Figs 9 –11 for each redshift bin,
nd compare them with 5000 mock data sets with the same size,
ampled from the b–N H I distributions emulated based on the
edian values of the MCMC posteriors. The blue bars indicate
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Figure 7. The MCMC posterior obtained by our inference method using our 
{
b, N H I 

}
data set at z = 1 . 0. Projections of the thermal grid used for generating 

models are shown as blue dots. The Nyx models used for temperature rescaling are shown as green dots, and the models with 2.5 and 3.0 times T 0 are shown as 
orange and red dots, respectively. The inner (outer) black contour represents the projected 2D 1(2) σ interval. The dashed black lines indicate the 16, 50, and 84 
percentile values of the marginalized 1D posterior. 

Table 3. Summary of the inference results. 

z bins log ( T 0 / K ) γ log ( � H I / s 
−1 ) 

1 . 3 < z ≤ 1 . 5 4 . 119 + 0 . 152 
−0 . 253 1 . 341 + 0 . 208 

−0 . 258 −11 . 789 + 0 . 181 
−0 . 147 

1 . 1 < z ≤ 1 . 3 3 . 791 + 0 . 106 
−0 . 107 1 . 704 + 0 . 092 

−0 . 094 −11 . 984 + 0 . 089 
−0 . 088 

0 . 9 ≤ z ≤ 1 . 1 4 . 132 + 0 . 115 
−0 . 103 1 . 357 + 0 . 102 

−0 . 151 −12 . 320 + 0 . 103 
−0 . 115 

Notes. The inference results, i.e. median values of the marginalized 1D 

posteriors for each parameter, for all three redshift bins. The errors are given 
by the 1 σ error (16–84 per cent) of the marginalized 1D posteriors. 
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he mean value of the number of lines that fall in each bin for
he 5000 data sets, whereas the blue-shaded regions represent the 
 σ uncertainty calculated from the 5000 data sets. From the results,
t is evident that our inference method adeptly reco v ers both the
D and marginalized 1D distributions of 

{
b, N H I 

}
, even though 

he limited data size, particularly at z = 1 . 4, leads to noticeable
uctuations, which are underscored by the substantial 1 σ error 
ar in the marginalized 1D distributions in both b and N H I 
istributions. 
As illustrated in Figs 9 –11 , our 1D b-parameter distributions emu-

ated for best fit [ T 0 , γ , � H I ] are in good match with the observations,
ighlighting the robustness of our inference and suggesting that there 
s no severe discrepancy in b distribution as opposed to the what is
een at z < 0 . 5 (Gaikwad et al. 2017b ; Viel et al. 2017 ). Note that this
 < 0 . 5 b-parameter discrepancy arises from studies based on COS
ow- z Ly α spectra (Danforth et al. 2016 ), however, in reality, the
pectral resolution and LSF of COS may not be very good for accurate
-parameter measurements, especially for small b values. In contrast, 
ld studies on higher resolution STIS spectra, although with high 
ncertainty, found observed b-parameter in good agreement with 
redictions from cosmological simulations (see fig. 3 in Dav ́e & Tripp
001 ). This consistency implies that the b-parameter discrepancy 
ound in the literature may be an artefact of the limited spectral
esolution provided by COS, which will be further investigated in 
ur future work. It also suggests that it might be beneficial to study
he Ly α forest with the higher resolution spectra obtained with 
MNRAS 536, 1–26 (2025) 
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Figure 8. Joint b–N H I distributions emulated by our DELFI emulator based on the median values of the marginalized MCMC posterior at z = 1.0, 1.2, and 
1.4. Black dots are the 

{
b, N H I 

}
data. The likelihood contours corresponding to 80, 60, 40, and 20 cumulative percentiles CDF are plotted as grey solid lines. 

For illustration purposes, the values of the PDF are multiplied by 100 in the colour bar. 

Figure 9. The marginalized 1D b and N H I distributions of our are compared with 5000 mock data sets with the same size, sampled from the b–N H I distributions 
emulated based on the median values of the MCMC posteriors. The black dots represent our 

{
b, N H I 

}
data at z = 1.4. The blue bars indicate the mean value of 

the number of lines that fall in each bin for the 5000 data sets, whereas the blue-shaded regions represent the 1 σ uncertainty calculated from the 5000 data sets. 

 

m  

a  

w  

t  

d  

G  

s  

b  

w

5

I  

b  

z  

e  

fi  

t  

p  

a  

r  

r  

c  

s  

1  

l  

(  

2  

l  

m  

H  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/536/1/1/7875256 by guest on 25 January 2026
In addition, as suggested by Fig. 10 , there exist a mismatch in the
arginalized 1D log ( N H I ) distributions between the observation

nd emulation at z = 1.2. While the observational data generally fall
ithin the 1 σ ranges, the emulated log ( N H I ) distribution is consis-

ently shifted towards smaller values compared to the observational
ata, with a shift of approximately 0.2 dex in � log ( N H I / cm 

−2 ).
iven the fact that such a shift only occur at z = 1 . 2, and it could be

olved if the data point at log ( N H I / cm 

−2 ) ∼ 13 . 5 mo v es downward
y ∼ 1 σ , we therefore consider it to be a reasonable fluctuation
ithin 2 σ range. 

.1 Evolution of the thermal state of the IGM 

n Fig. 12 , we summarize the T 0 , γ evolution across three redshift
ins, and compare them with archi v al from pre vious studies at higher
 (Ricotti et al. 2000 ; Hiss et al. 2018 ; Walther et al. 2019 ; Gaikwad
NRAS 536, 1–26 (2025) 
t al. 2021 ). Our results and their 1 σ uncertainties are shown as
lled red data points and error bars. As a benchmark for current

heoretical models, we plot the IGM thermal history spanned by all
otential Helium reionization models (O ̃ norbe et al. 2017a , 2017b )
s the cyan-shaded region. To further assess how well do our low- z
esults agree with previous results, in Fig. 13 , we fit a power-law
elationship between T 0 and z (blue dashed line), i.e. log T 0 ( z) =
 1 z + c 2 , where c 1 , c 2 are fitting coefficients obtained from a least-
quares linear fit based on all previous T 0 measurements in between
 . 5 ≤ z ≤ 3 . 0 (i.e. not including our measurements). Such a power-
aw fit is a reasonable approximation in between 1 . 0 ≤ z ≤ 3 . 0
see the prediction of low- z T 0 in McQuinn & Upton Sanderbeck
016 ; Upton Sanderbeck, D’Aloisio & McQuinn 2016 ). The power-
aw relationship (blue-dashed line in Fig. 13 ) suggests that our
easurements at z = 1 . 2 and 1.4 are consistent with previous results.
o we v er, a noticeable discrepanc y in T 0 emerges at z = 1 . 0, where
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Figure 10. The marginalized 1D b and N H I distributions of our are compared with 5000 mock data sets with the same size, sampled from the b–N H I 
distributions emulated based on the median values of the MCMC posteriors. The black dots represent our 

{
b, N H I 

}
data at z = 1.2. The blue bars indicate the 

mean value of the number of lines that fall in each bin for the 5000 data sets, whereas the blue-shaded regions represent the 1 σ uncertainty calculated from the 
5000 data sets. 

Figure 11. The marginalized 1D b and N H I distributions of our are compared with 5000 mock data sets with the same size, sampled from the b–N H I 
distributions emulated based on the median values of the MCMC posteriors. The black dots represent our 

{
b, N H I 

}
data at z = 1.0. The blue bars indicate the 

mean value of the number of lines that fall in each bin for the 5000 data sets, whereas the blue-shaded regions represent the 1 σ uncertainty calculated from the 
5000 data sets. 
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ur measurement of T 0 13 500 K is significantly higher than best-
tting power-law relationship predicted by previous measurements. 
uch a discrepancy suggests that the IGM may be far hotter than
xpected at z ∼ 1 . 0, implying the e xistence of e xtra heating sources
hat are not included in our current IGM model, which becomes 
rucial at z ∼ 1 . 0. Summarizing the T 0 measurements across all
hree redshift bins, two potential thermal histories for the IGM 

merge: (1) The IGM might undergo a cooling phase around z ∼ 1 . 2
efore heating up to 13 500 K at z ∼ 1 . 0, which is not unfeasible
iven the significantly large time span of ∼ 700 Myr between 
hese two redshifts. (2) Alternatively, the IGM could consistently 
aintain a high temperature since z ∼ 1 . 5. Ho we ver, due to the

ubstantial error bars in T 0 in all three redshift bins, no definitive
onclusion can be made until further investigation with larger 

ata sets. w  
To further investigate the possible change of the IGM thermal state
rom z = 1 . 2 to 1.0, in Fig. 14 , we o v erplot the likelihood contours
f the b–N H I distribution at z = 1 . 2 on top of the 

{
b, N H I 

}
data

et and the corresponding b–N H I distribution at z = 1 . 0. It can
e seen that the 

{
b, N H I 

}
data set and the corresponding b–N H I 

istribution at z = 1 . 0 lies abo v e the likelihood contours of the b–
 H I distribution at z = 1 . 2, suggesting that our observational data

ndeed fa v our a rapid change in the IGM thermal state between
 . 0 < z < 1 . 2. More discussion on this unexpected high T 0 is present
n Section 6.1 . 

As for γ , our results for z = 1 . 4 and 1.2 align with this trend as
utlined in McQuinn ( 2016 ), in which the value of γ tends to decrease
o wards lo wer redshifts. Ho we ver, the result at z = 1 . 0 indicates a
educed γ . The cause of this discrepancy remains unclear, but it is
orth noting that such a trend of T 0 and γ , i.e. high T 0 , low γ , is
MNRAS 536, 1–26 (2025) 
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Figure 12. Evolution history of T 0 (top panel) and log � H I (bottom panel) based on our inference results using the STIS data. Our results are shown as red 
dots, while measurements from other studies are displayed in different colours. The error bars stand for the 1 σ error. The blue-shaded region in the top panel 
represents the range spanned by T 0 from hydrodynamical simulations of a large family of different He II reionization models. The mock measurements based on 
Nyx simulation are shown in blue. 
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onsistent with the T 0 –γ de generac y shown in the inference posterior
see the 2D marginalized posterior contours in T 0 –γ plane in Fig. 7 ).
s a result, it is likely that the inference results at z = 1 . 0, which
ields high T 0 and low γ are caused by inference uncertainty and
e generac y. On the other hand, it is also possible that the IGM starts
o heat up at z ∼ 1 . 0, leading to both increasing T 0 and decreasing
. In this case, the inconsistencies observed in both γ and T 0 have a
ommon root cause. 

To illustrate the evolution of the IGM thermal and ionization
tate, we o v erplot the three MCMC posterior on top of each other
n Fig. 15 , where the 2D marginalized posterior for z = 1 . 4 is
hown in green, the one for z = 1 . 2 is plotted in blue, and the
ne for z = 1 . 0 is shown in black. From the T 0 –γ plane, we
bserve a clear turnover for both T 0 and γ at z = 1 . 0, suggesting
 reverse evolution trend at z ∼ 1 . 0. Such synchronization between
he evolution of T 0 and γ is important for us to understand the
NRAS 536, 1–26 (2025) 
rigin of the discrepancy, and rele v ant discussion is presented in
ection 6.1 . 

.2 Evolution of the H I photoionization rate and UVB 

ur measurements fill in the � H I evolution history between
 . 0 < z < 1 . 7. In the bottom panel of Fig. 12 , we show our � H I
easurements across our three redshift bins, compared with previous

tudies (Dav ́e & Tripp 2001 ; Bolton 2007 ; Becker & Bolton 2013 ;
ollmeier et al. 2014 ; Gaikwad et al. 2017b ; Khaire et al. 2019 ). Our

nference results indicate that the � H I is in good agreement with
he UVB model presented in Khaire & Srianand ( 2019 ) in all three
edshift bins. 

It is worth noting that for z < 3, the UVB model of Khaire &
rianand ( 2019 ) is dominated by photons emitted by quasars alone

.e. the escape fraction on ionizing photons from galaxies is negligible
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Figure 13. The evolution of T 0 in the IGM across 0 . 9 < z < 3 . 5, with results 
from previous studies shown in comparison. The power-law fit of log ( T 0 / K ) 
obtained by fitting all previous results in between 0 . 9 < z < 3 . 0 are plotted 
as dark cyan-dashed line. 

Figure 14. The likelihood contours of the b–N H I distribution at z = 1 . 2 
on top of the 

{
b, N H I 

}
data set and the corresponding b–N H I distribution 

at z = 1 . 0. The likelihood contours corresponding to 80, 60, 40, and 20 
cumulative percentiles are plotted as grey-dashed lines. 
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t z < 3. Our � H I measurements support the same conclusion that
alaxies are not the main source of ionizing photons at z < 3. The
ame conclusion can be drawn from the new UVB models of Puch-
ein et al. ( 2019 ) and Faucher-Gigu ̀ere ( 2020 ) because their � H I 
alues align very well with the UVB model of (Khaire & Srianand
019 ) at z < 2. This is mainly because all three UVB models use
pdated quasar luminosity functions at z < 3 (as presented in Croom
t al. 2009 ; Palanque-Delabrouille et al. 2013 ; Ross et al. 2013 ) after
haire & Srianand ( 2015 ) pointed out that previous UVB models

Faucher-Gigu ̀ere et al. 2009 ; Haardt & Madau 2012 ) used old
uasar luminosity functions that predict f actor tw o smaller ionizing 
missivity. The consistency of our new � H I measurements in the 
reviously unexplored redshift range with recent UVB models attests 
o the robustness of these UVB synthesis models, especially in the 
spect of hydrogen ionizing part of the UVB. 
 DI SCUSSI ON  

.1 The discrepancy in T 0 

n this section, we delve into the observed discrepancy in IGM
hermal state at z ∼ 1 . 0. First of all, we notice a coherence between
he high T 0 measured at z ∼ 1 and the high b-values observed at
 ∼ 0 . 1, based on the COS Ly α forest data set (Danforth et al. 2016 ),
here the observed b-parameter significantly surpass the predicted 
alue based on various simulations (Gaikwad et al. 2017b ; Nasir
t al. 2017 ; Viel et al. 2017 ; Bolton et al. 2022a , b ). Quantitatively,
iel et al. ( 2017 ) compare the marginalized b distribution with
 arious simulations, sho wing that the b distribution at z ∼ 0.1 can be
est reco v ered by the hydrodynamic simulations ( P-GADGET- 3, see
pringel et al. 2005 ) with T 0 � 10 000 K, while the theoretical model
ictates that the T 0 ∼ 5000 at z = 0 . 1. The similarity of required IGM
emperature at both z = 0 . 1 and 1.0 suggests that the discrepancy at
 ∼ 0 . 1 may be related the one at z ∼ 1, indicating a persistent trend
rom z ∼ 1 . 0 to 0.1. Additionally, it also suggests that the discrepancy
bserved at z = 0 . 1 may not be attributable to the limited resolution
f the COS. 
The simplest explanation for these discrepancies is the thermal 

roadening caused by a higher than expected IGM temperature, 
hich requires the existence of extra heating sources. If this is

rue, our understanding of IGM physics will be changed drastically, 
ighlighting a severe need to investigate processes that are possibly 
esponsible for it, such as dark matter annihilation (Araya & Padilla
014 ; Bolton et al. 2022a ), gamma-ray sources (Puchwein et al.
012 ), or feedback from galaxy formation, whose effects are not
ully understood in low z (see Springel et al. 2005 ; Croton et al. 2006 ;
ijacki et al. 2007 ; Hopkins et al. 2008 ; Hu et al. 2023 ; Tillman et al.
023a , b ). 
Another possible explanation instead of extra heating is the pres- 

nce of unexpected non-thermal broadening mechanisms affecting 
he b-parameter of the Ly α forest, such as micro-turbulence motion 
n the IGM induced by jet or feedback (Gaikwad et al. 2017b ; Nasir
t al. 2017 ; Viel et al. 2017 ; Bolton et al. 2022b ). Ho we ver, these
on-thermal broadening models fail to account for the unexpected 
rend in γ observed in our results, where the γ are lower than
xpected at z = 1 . 0. To further investigate this, we plan to apply
ur inference method to the COS Ly α forest data set at z ≤ 0 . 5,
hich should help to break the de generac y between T 0 and γ ,

hereby providing deeper insight into the b discrepancy observed at 
 ∼ 0 . 1. 

.2 Forecast based on mock obser v ations 

n this section, we make realistic forecasts for our future measure-
ents with more abundant observational data. Given the amount of 

he newfound bright objects expected in upcoming surveys including 
aia DR3 (Gaia Collaboration 2016 , 2023 ). With a realistic amount
f the observation from HST STIS, i.e. ∼ 50 orbits, we expect
he path-length co v erage for each redshift bin to be significantly
xtended. Here, we assess the constraining power based on total path-
ength �z = 2 for each redshift bin, corresponding to three times the
urrent data size or roughly 15 spectra for each redshift bin, while
ssuming the characteristic SNRs of the data do not change. We
ick forward-modelled mock spectra from our mock data set at each
edshift bin and generate mock observational data with total path- 
ength �z = 2. The Nyx model used here is the one with the thermal
tate that is closest to the inference results presented in Section 5 .
he inference results obtained from these mock observations and 
MNRAS 536, 1–26 (2025) 
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Figure 15. The MCMC posteriors obtained by our inference method for all three redshift bins. The z = 1 . 0 posterior is shown in black, the z = 1 . 2 posterior 
is shown in blue, and the z = 1 . 4 posterior is shown in green. 
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heir 1 σ error bars are shown in Fig. 12 as blue dots. It can be seen
hat with �z = 2, the 1 σ errors for T 0 become roughly 1500 K, and
he 1 σ errors for γ become roughly 0 . 08. These results will help us
o confirm whether the IGM cools down as predicted. 

.3 The effect of potential contamination 

n spite of the careful masking procedure, our 
{
b, N H I 

}
data set

till encounters potential contaminants, including blended lines and
nidentified metal lines, especially for the metal masks obtained from
ilutinovi ́c et al. ( 2007 ), since their metal identification might not

e complete. Here, we briefly discuss the potential effects of these
NRAS 536, 1–26 (2025) 
ontaminants. It is well known that ionic metal line transitions mainly
ontribute to narrow absorption lines with b ≤ 10 km s –1 (Schaye
t al. 1999 ; Rudie et al. 2012 ; Hiss et al. 2018 ). As a result, the metal
ine contaminants tend to bias our inference toward lower T 0 . To this
nd, these contaminants shall not affect the main and most important
esult of this paper, i.e. the IGM seems to be hotter than expected at
ow z, especially at z = 1 . 0. For these blended lines, in this paper, we
dopt a more conserv ati ve metal masking, where we manually filter
ut all suspicious lines close to the masked regions (see the masks
n Appendix A ). As for a more detailed quantitative analysis, we
lan to identify all Ly α lines using the Ly β (or higher transitions)
orest (see e.g. Rudie et al. 2012 ). We plan to do this in future
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y combining our data set with other archi v al and upcoming data
orm HST . 

.4 The effect of SNRs of the spectra 

e notice that a few quasar sightlines in our sample have relatively
ow SNRs (see Table 1 ), and it is unknown whether our results are
iased by these spectra. Hence, in this section, we test the effect of
hese low-SNR sightlines on our inference results. To do that, we 
xclude three quasar spectra from our sample which have relatively 
ower SNR ( ≤ 5), while the remaining spectra all have SNR > 5.

e exclude TON153, PG1248 + 401, and PG1241 + 176 from the
bservational data and obtain a new 

{
b, N H I 

}
data set, which 

rovides 25 fewer Ly α lines compared with the old one and reduces
he total path-length �z by 0.24. We generate new mock data sets
ased on the nine spectra with SNR > 7, and train our emulators
ased on the new data set. The outcomes indicate that even after
xcluding low SNR spectra from our data (and correspondingly in 
ur mock data), the results remain consistent across each redshift bin. 
uch a result is important for our future work, suggesting that it is
ossible to make use of relatively low SNR data to obtain higher total
ath-length and analyse the evolution of the thermal and ionization 
tate on finer redshift bins, such that we could pinpoint the onset of
he discrepancy in T 0 (or b-parameter) between the observation and 
imulation more precisely. 

 SU M M A RY  A N D  C O N C L U S I O N  

n this paper, we make use of 12 archi v al STIS E230M quasar spectra,
rom which we obtain the b–N H I distribution distribution and line 
ensity d N /d z o v er the redshift range 0 . 9 < z < 1 . 5 in three redshift
ins. We then measure the thermal and ionization state of the IGM
ollowing a machine-learning-based inference method presented in 
u22 for this redshift range for the first time. Below we summarize
ur results: 

(i) We Voigt-profile fit the Ly α in all 12 quasar spectra using
 fully automated VPFIT wrapper and obtain 

{
b, N H I 

}
for 341 

ines. We use the metal identifications from the CASBaH project and 
ombine them with the metal identification from Milutinovi ́c et al. 
 2007 ) to generate our metal masks, filtering out 40 contaminants
esides Ly α absorption lines, and obtain a final sample of 301 Ly α
ines across a total path-length of �z = 2.097. 

(ii) We employ the Hu22 inference method, which simultaneously 
easures [ T 0 , γ, � H I ] from the b–N H I distribution and d N /d z, with

he help of neural density estimators and Gaussian process emulators 
rained on a suite of 51 Nyx simulations each having a different
GM thermal history. It enables us to measure the IGM thermal and
onization state with high precision even with limited data. 

(iii) We obtain [ log T 0 , γ ] = [ 4 . 119 + 0 . 152 
−0 . 253 , 1 . 341 + 0 . 208 

−0 . 258 ] at z = 1 . 4
nd [ log T 0 , γ ] = [ 3 . 791 + 0 . 106 

−0 . 107 , 1 . 704 + 0 . 092 
−0 . 094 ] at z = 1 . 2. These two

easurements agree with the theoretical model (Figs 12 and 13 ), 
uggesting that the thermal state of the IGM evolves as expected 
rom z = 1 . 4 to 1.2. 

(iv) Nevertheless, our results yield [ log T 0 , γ ] = [ 4 . 132 + 0 . 115 
−0 . 103 , 

 . 357 + 0 . 102 
−0 . 151 ] at z = 1, suggesting an unexpectedly high IGM temper- 

ture and low γ , which is against the trend predicted by the current
heoretical models of the IGM. Such high T 0 potentially suggests the 
 xistence of e xtra heating or une xpected non-thermal broadening at
 ∼ 1 . 0. 

(v) Based on our measurements, it is possible that the IGM 

xperiences a cooling phase until z ∼ 1 . 2 from z ∼ 3, and then it
ets heated up to 13 500 K at z = 1 in approximately 700 Myr.
lternatively, the IGM temperature might have remained consistently 
igh since z ∼ 2. Ho we ver, due to significant uncertainties in T 0 for
ll three redshift bins, a definitive conclusion cannot be reached 
ithout further investigation. 
(vi) The inference results of γ suggest that it also goes through 

nexpected evolution at z ∼ 1. However, while it is likely that such a
rend is caused by extra heating that causes the discrepancy in T 0 , it is
lso possible that it is due to inference de generac y between T 0 and γ .

(vii) We compare our findings with previous work, which reports 
nanticipated high b-parameters compared with various simulations 
ased on observational data at z ∼ 0 . 1. These high b values, if caused
y thermal broadening, correspond to an IGM temperature with T 0 ∼
0 000 K. This convergence towards a higher IGM temperature aligns 
ith our findings and suggests that the discrepancy in b-parameter 
bserved at z ∼ 0 . 1 (Gaikwad et al. 2017b; Viel et al. 2017 ) could be
elated to the one we have identified in this study. It further implies
hat the observed discrepancy may emerge around z ∼ 1 . 0 and persist
own to z ∼ 0. 
(viii) We successfully measure the � H I at three redshift bins, 

eporting � H I = −11 . 789 + 0 . 181 
−0 . 147 , −11 . 984 + 0 . 089 

−0 . 088 , and −12 . 320 + 0 . 103 
−0 . 115 

t z = 1 . 4 , 1 . 2, and 1.0, respectively. These measurements align well
ith the predictions of recent UVB synthesis models (Khaire & 

rianand 2019 ; Puchwein et al. 2019 ; Faucher-Gigu ̀ere 2020 ),
einstating the fact that low- z UV background (at z < 3) is dominated
y radiation from quasars alone. 
(ix) By excluding three spectra with relatively low SNRs from 

ur quasar sample, we confirm that our results are not sensitive to
he SNR of the data set, suggesting that it is feasible to conduct
ur analysis on larger quasar samples with lower SNR to make
ner measurements of the IGM thermal and ionization state, so as

o pinpoint the onset of the discrepancy in the IGM thermal state
etween the observation and simulation more precisely. 

(x) We perform mock measurements using realistic data sets based 
n Nyx simulation to forecast the constraining power for our future
ork. The results demonstrate that with redshift path-length �z ∼
 . 0 for each redshift bin, three times the current data size, we will
e able to constrain the T 0 within ± 1500 K. This precision will help
s to constrain the thermal history of the IGM in 0 . 9 < z < 1 . 5, and
onfirm whether the IGM cools down as expected at z ∼ 1 . 0. 

Alongside our quasar sample, we have acquired approximately 
5 additional archi v al STIS spectra across 0 . 5 < z < 2, which is
oughly half the size needed to draw a comprehensive picture of
he lo w- z IGM thermal e volution. After metal identification, these
pectra can be incorporated into our analysis easily. We are also
n the process of obtaining more observational data from the HST .
urthermore, we also planned to apply our inference methodology 

o simulations that utilize more sophisticated and diverse feedback 
echanisms, such as those featured in EAGLE (Schaye et al. 2015 )

nd the CAMELS suite (Villaescusa-Navarro et al. 2021 ). These 
fforts will deepen our understanding of how different feedback pro- 
esses affect the low- z IGM, and help investigate the causes behind
he discrepancies observed between simulations and observations in 
he thermal state of the low- z IGM. 
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PPENDI X  A :  OBSERVATI ONA L  DATA  A N D  

ETA L  MASKS  

e present our observational spectra and the corresponding masks. 
he original spectrum is shown in grey, and the model based on VP-
tting is shown in blue. The noise vector of the original spectrum

s shown in red, and the masked regions due to metal line detection
re shown as green-shaded regions. The Ly α lines used for our
b, N H I 

}
data set (after all filters) are labelled by red vertical lines.
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Figure A1. ( Continued. ) Spectrum of PG1248 + 401. 

Figure A1. ( Continued. ) Spectrum of PG1522 + 101. 
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Figure A1. ( Continued. ) Spectrum of PG1634 + 706. 

Figure A1. ( Continued. ) Spectrum of PG1718 + 481. 
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Figure A1. ( Continued. ) Spectrum for PHL1377. 
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Figure A1. ( Continued. ) Spectrum of HE0515–4414. 
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Figure A1. ( Continued. ) Spectrum of LBQS1435–0134. 
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Figure A1. ( Continued. ) Spectrum of PG1241 + 176. 

Figure A1. ( Continued. ) Spectrum of TON153. 
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Figure A1. ( Continued. ) Spectrum of PG1630 + 377. 
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