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Chapter 1

Introduction

Motivated by the necessity to perform calculations, humankind has developed algo-
rithms: sequences of simple computation steps designed to perform (more) complex
computations. Maybe the most basic calculation is the sum of two natural numbers,
and the best-known example of an algorithm is the set of instructions we learn in
primary school to perform this task. A slightly more involved algorithm is the one
to multiply two natural numbers, but it is still taught at primary school. Consider-
ably more difficult is the inverse process of factoring, consisting of writing a natural
number as a product of prime numbers, which are the natural numbers that cannot
be written as the product of two other natural numbers (apart from the product of
1 and themselves). The definition of factoring involves abstract concepts, and thus,
understanding the algorithms for that problem requires elaborate mathematical theo-
ries. Despite what its description might suggest, factoring is a problem with practical
relevance, as cybersecurity is based on the inability of current computers to factor
big natural numbers efficiently. The capacities of these computers are determined by
the behavior of the physical units they are composed of, which are governed by clas-
sical physics, and thus we refer to them as classical computers. By contrast, in the
80’s Yuri Manin and Paul Benioff proposed an idea later popularized by Feynman: to
build computers with quantum particles, described by the richer theory of quantum
mechanics [Ben80, Man80]. This gave birth to the idea of quantum computers, whose
capabilities would exceed those of classical computers. Notably, Peter Shor discovered
a fast algorithm for factoring large numbers in a quantum computer [Sho97]. As of

today, we are on the path towards realizing a fully functional quantum computer.

Factoring is not an isolated case, but rather one of many computational problems



1.1.

with practical relevance whose analysis benefits from the use of mathematical struc-
tures. In this thesis, we will approach several of such problems, all related to quantum
computing, from the perspective of theoretical computer science, i.e., establishing rig-
orous guarantees. The questions we will consider fall into two categories. The first is
query complexity, a model of computation where the power and limitations of quan-
tum and classical computers can be rigorously studied. In particular, the foundational
quantum algorithms by Peter Shor, to factor large numbers, and by Lov Grover, to
find a marked element in a list, belong to this model [Gro96, Sho97]. The second cat-
egory is learning theory, where the meta-question is how to characterize an unknown
object to which we have limited access. In contrast with recent breakthroughs in ma-
chine learning, such as ChatGPT, our findings do not focus on immediate applicability
but instead provide rigorous performance guarantees. In other words, our results fit
into the subfield of computational learning theory initiated by Leslie Valiant in 1984
[Val84].

To address these questions, we will borrow and develop tools of non-applied mathe-
matical branches, especially from functional analysis. Functional analysis is the branch
of mathematics that studies functions in a very general way, even when they depend on
an unbounded number of variables. Relevant examples of functions are polynomials,
which can be written as sums of monomials, that are products of numbers and vari-
ables. Thanks to their elementary definition, polynomials are ubiquitous and motivate
deep mathematical questions. Some of these questions are related to the comparison
of norms of polynomials, which are measures of the size of the polynomial. How these
norms relate has motivated many celebrated advances of mathematics during the last
century, such as the works of Alexander Grothendieck, Frederic Bohnenblust and Carl
Einar Hille [Gro53, BH31].

Polynomials have found applications in theoretical computer science, like the poly-
nomial method of query complexity, a tool to prove limitations of quantum computers
[NS94, BBCT01]. Maybe more implicitly, polynomials have also played a role in quan-
tum mechanics, as, for instance, Hamiltonians, which model the interactions between
quantum particles, can be regarded as polynomials [MOO08S].

In this thesis, as explained in more detail in Section 1.1, we make progress in
the understanding of the polynomial method and propose new algorithms to learn
quantum objects. In parallel, we will prove functional-analytic statements relating
different norms of polynomials.

This thesis is a product of a four-year PhD program developed at the Centrum
Wiskunde & Informatica (CWI) in Amsterdam.



Chapter 1. Introduction

1.1 Overview

This thesis is divided into three parts, preceded by a preliminary chapter (Chapter 2)
where we introduce notation, definitions, and basic results.

In Part I, we study several questions related to quantum query complexity and
polynomials. Query complexity is a model of computing where the aim is to approxi-
mate a known function f on a hidden input x. The algorithm can access x via queries
that reveal units of information about . The goal is to determine how many queries
an algorithm needs to solve such a task. Depending on the nature of these queries,
one can speak about classical or quantum query complexity.

In Chapter 3, we show that the polynomial method is complete. This method
was introduced and successfully applied to show lower bounds on quantum query
complexity [BBCT01, AS04]. Recently, it was refined as a tool to prove upper bounds
[ABP19], which also led to a classical optimization algorithm to determine quantum
query complexity [GL19]. In this chapter, we review these advancements and complete
this picture by proposing a constructive method to design quantum algorithms via
polynomials.

In Chapter 4, we show two technical results. The first is that the Grothendieck
constant, which appears in the celebrated Grothendieck inequality that relates two
norms of polynomials of degree 2, can be characterized in terms of quantum algorithms
that make 1 query. The second result shows that quantum algorithms that make 2
queries are not equivalent to a certain class of polynomials because of the failure
of Grothendieck’s inequality for polynomials of degree greater than 2, answering a
question by Aaronson, Ambainis, Iraids, Kokainis, and Smotrovs [AAIT16].

In Chapter 5, we make progress on the Aaronson and Ambainis (AA) conjecture.
The AA conjecture asserts that certain low-degree polynomials have a very influential
variable [AA09]. Although this is a functional-analytic conjecture, it implies that
quantum query complexity can only be much lower than classical query complexity
for functions where some structure about the hidden input is promised beforehand.
Our contributions in this chapter are formulating a weaker conjecture that retains the
implications for query complexity, and proving it in a particular case.

In Part II, we explore several questions related to learning quantum objects that
can be understood as polynomials. This analogy was pointed out by Montanaro and
Osborne, who showed that polynomials can be embedded into quantum operators
while preserving relevant properties such as the degree [MO0S].

In Chapter 6, we prove two new versions of the Bohnenblust-Hille inequality, which
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compares two norms of polynomials. We apply the first of them to learn quantum
query algorithms. Then, we use the second to learn quantum channels, which are the
operations allowed in a quantum computer.

In Chapter 7, we prove some of the first results about learning quantum Hamiltoni-
ans. Due to the Schrodinger equation, Hamiltonians model the evolution of quantum
systems. In this chapter, we design algorithms to infer properties of and, in some
cases, fully characterize an unknown Hamiltonian by accessing the corresponding time
evolution.

Part IIT is a bonus that just consists of Chapter 8, where we gather three new
proofs, that we find elegant and concise, of known results related to the analysis of

Boolean functions.

1.2 Relation to literature

The content of this thesis is based on the following papers.

e Section 3.4 is a quantum-oriented exposition of the following work, originally

written for a non-applied mathematical audience:

[Esc25] Francisco Escudero Gutiérrez. Christensen-Sinclair factorization via

semidefinite programming. Linear Algebra and its Applications, 714:28-44, 2025.

e Chapter 4 is based on:

[BE22] Jop Briét and Francisco Escudero Gutiérrez. On Converses to the Poly-
nomial Method. In 17th Conference on the Theory of Quantum Computation,
Commaunication and Cryptography (TQC 2022), volume 232 of Leibniz Interna-
tional Proceedings in Informatics (LIPIcs), pages 6:1-6:10. Schloss Dagstuhl —

Leibniz-Zentrum fiir Informatik, 2022.

[BEG24] Jop Briét, Francisco Escudero Gutiérrez, and Sander Gribling. Grothendieck
inequalities characterize converses to the polynomial method. Quantum, 8:1526,
2024.

e Chapter 5 is based on:

[Esc24a] Francisco Escudero Gutiérrez. Influences of Fourier completely bounded
polynomials and classical simulation of quantum algorithms. Chicago Journal

of Theoretical Computer Science, 2024.

Also presented at the 18th Conference on the Theory of Quantum Computation,
Commaunication and Cryptography (TQC 2023).
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Chapter 6 is based on:

[ADEP25] Srinivasan Arunachalam, Arkopal Dutt, Francisco Escudero Gutiérrez,
and Carlos Palazuelos. A cb-Bohnenblust—Hille inequality with constant one and

its applications in learning theory. Mathematische Annalen, pages 1-30, 2025.

A complementary version of [ADEP25] also appeared in the proceedings of
ICALP’24:

[ADEP24] Srinivasan Arunachalam, Arkopal Dutt, Francisco Escudero Gutiérrez,
and Carlos Palazuelos. Learning low-degree quantum objects. In 51st Interna-
tional Colloquium on Automata, Languages, and Programming (ICALP 2024),
pages 13-1. Schloss Dagstuhl-Leibniz-Zentrum fiir Informatik, 2024.

Also presented at the 19th Conference on the Theory of Quantum Computation,
Commaunication and Cryptography (TQC 2024).

Chapter 7 is based on:

[ADE25] Srinivasan Arunachalam, Arkopal Dutt, and Francisco Escudero Gutiérrez.
Testing and learning structured quantum Hamiltonians. In Proceedings of the
57th Annual ACM Symposium on Theory of Computing, STOC ’25, page 12631270,
New York, NY, USA, 2025. Association for Computing Machinery.

Also presented at the 20th Conference on the Theory of Quantum Computation,
Commaunication and Cryptography (TQC 2025). A journal version has already

been accepted in Communications in Mathematical Physics.

Additionally, this thesis contains previously unpublished work. More precisely:

Chapter 3 contains a new exposition of the (completely bounded) polynomial
method. In particular, we prove that the refinement of polynomial degree pro-
posed in [ABP19] upper bounds quantum query complexity in an almost self-
contained way. For this, we avoid the functional analytic black-boxes of the

original proof, and only use tools from theoretical computer science.

Chapter 8 contains new proofs of known results, with marginal improvements,
that we find elegant and concise. All of these results are related to the analysis
of Boolean functions f: {-1,1}" — {—1,1}.

Finally, the following papers were also completed during my PhD.

[EFFJ*23] Francisco Escudero Gutiérrez, David Ferndndez-Ferndndez, Gabriel

Jauma, Guillermo F. Penas, and Luciano Pereira. Hardware-efficient entangled
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measurements for variational quantum algorithms. Physical Review Applied,
20(3), 2023.

[EM24] Francisco Escudero Gutiérrez and Garazi Muguruza. All S, notions of

quantum expansion are equivalent. arXiv preprint arXiv:2405.03517, 2024.

[BE24] Jinge Bao and Francisco Escudero Gutiérrez. Learning junta distribu-
tions, quantum junta states, and QACC circuits. arXiv preprint arXiv:2410.15822,
2024.

Presented at the 25th Asian Quantum Information Science Conference (AQIS’25).

[ACE™25] Amira Abbas, Nunzia Cerrato, Francisco Escudero Gutiérrez, Dmitry
Grinko, Francesco Anna Mele, and Pulkit Sinha. Nearly optimal algorithms to
learn sparse quantum Hamiltonians in physically motivated distances. arXiv
preprint arXiv:2509.09813, 2025.

[BCE*25] Andreas Bluhm, Matthias C. Caro, Francisco Escudero Gutiérrez,
Aadil Oufkir, and Cambyse Rouzé. Certifying and learning quantum Ising
Hamiltonians. arXiv preprint arXiv:2509.10239, 2025.



Chapter 2

Preliminaries

2.1 Notation

Vectors. Given z € C, we use z* to refer to its complex conjugation. We will
use {e1,...,en} to refer to the canonical basis of K”. We will see K™ as a linear
space equipped with the usual inner product (z,2") = ;[ 27 #i, where (z;) are the
coordinates of z in the canonical basis. We use S™~! to refer to the set of unit vectors

of K". For p € [1,00), the ¢, norms of such vectors are

lzllp = llzlle, = | Y lail”

i€[n]

The ¢ norm is the norm induced by the mentioned inner product, and we will often

simply call it ||z||. The L, norms are

P

1
lells, = (= 3 Jaap

1€[n]

For p = 00, ||2||c = max; |2;|. Given a normed vector space (V|| ||) with V C K¢, the

dual norm of an element v € V' is given by

[l = sup{[(v, w)| [ w €V, Jwlly <1}



2.1. Notation

Matrices. Givenn € Nand K € {R,C}, we use M,,(K) to denote the space of nxn
matrices with entries in K. When K is clear from the context, we will simply write
M,,. Given Z € M, (C), Z' to denote the adjoint matrix of Z. Given X € M,(R),
XT to denote the transpose of X We will use E;; to refer to the matrix of M, whose
(i,4)-entry is 1 and the rest are 0. We will see M,, as a linear space equipped with the
inner product (A, B) = Tr[ATB]. Given n € N, we will use Id,, to refer to the identity
matrix of M,,. For p € [1,00) the Schatten-p norms of a matrix A € M, denoted as
|Alls,, are the £, norms of their singular values (the singular values are the square
roots of the eigengvalues of ATA). The Schatten infinity norm, ||A||s_, is the largest
singular value of A. We will often refer to | A||s., as ||Allop or simply [|A]|, because it
coincides with the operator norm of A when regarding it as a linear map from #5 to {5,
meaning that || Al|s,, = [|Allop = sup, o [[Az|e,/||2]le,- We will refer to the S; norm as
the trace norm, and denote it as || - [|t;. We will refer to the Sp norm as the Frobenius
norm, and denote it as || - ||r. We will say that a matrix A € M, is a contraction if
|Allop < 1. A matrix U € M,,(C) is unitary if UTU = Id,,. A matrix O € M,(R) is
orthogonal if OTO = Id,,.

Indices. We write i for a t-tuple i = (it,...,i;) € [n]' of indices. Given variables
x1,...,%, and a t-tuple i € [n]*, we use z(i) to denote the monomial z;, z;, - - - z;,. Sim-

ilarly, given a matrix-valued map A: [n] — R¥¥4 we write A(i) := A(i1)A(iz2) . . . A(y).

Quantum. We write I, X, Y, Z, H to refer to the following 2 x 2 matrices.

10 0 1 0 —i 1 0 1 {1 1
I:<O 1>’X:<1 0>’Y:<z’ o)’Z:<o —1>’H:\/§<1 —1>'

We will also use o to refer to I, o1 to X, 09 to Y and o3 to Z. Given a matrix A € M,

its controlled version cA is the matrix of M, given by

cA = I, 0.
0 A

A qubit is a 2-dimensional vector space. We will often use n to refer to the number of
qubits, and N to refer to 2™, which is the total dimension of the space of (the tensor

product of) n qubits.
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Miscellanea. Given n € N, [n] stands for the set {1,2,...,n}. S, is the symmetric
group, which is the group of permutations of [n] elements. Given z € K" and 7 € S,,,
we define z om € K" as (z 0 m); = zr(;). Throughout this thesis we will consider
different constants, all of which will be denoted by C and their value will be clear
from context. We will use Cy to refer to quantities that only depend on d and are
constant with respect to other parameters. We will use d; ; to denote the indicator of
the event ¢ = j. Given a vector z € K", Diag(z) is the diagonal matrix of M, whose

diagonal entries are given by z.

2.2 Quantum mechanics

A n-qubit state p is an element of M that is positive semidefinite and has trace one. A
state p is pure if it has rank 1, in which case p = |9) (¥ for some unit vector of My and
we will also call |[¢) a state. A n-qubit channel ® : My — My is a completely positive
trace preserving linear map. A measurement is a set {M,}, of positive semidefinite
matrices that sum to the identity. A projector operator valued measurement (POVM)
is a measurement where M, are projectors. By the postulates of quantum mechanics,
measuring a quantum state p with {M,}, outputs = with probability Tr[pM,].

We will often use the Choi-Jamiolkowski isomorphism to encode a quantum channel
as a quantum state. We call the resulting state as the Choi-Jamiolkowski state (or CJ

state for short). The CJ representation is given by

J@)= Y e(duhenyl=(@en | Y mulebE ]|, (21

i,5E[N] i,5€[N]
which is an element in My ® My = My=2. The CJ state v(®) is defined to be

o(®) = Tr‘{ (?@)1 _J g\‘f). (2.2)

According to (2.1), the CJ state v(®) can be prepared by first preparing n EPR pairs
(over 2n qubits) and then applying ® to the n qubits coming from the first half of
each of the n EPR pairs.

Given an d dimensional quantum system, the dynamics of the system are de-
scribed by a Hamiltonian H, which is an self-adjoint matrix of My(C). For every time
t € [0,00), a Hamiltonian H defines a time evolution operator U(t) = e~ "It that

determines the time evolution of the quantum system in the following way. If the
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system at time ¢t = 0 is described by state p, then at time ¢’ > 0 it will be described
by UT(t")pU ().

2.3 Quantum query complexity

We will mainly focus on the query complexity of decision problems, those whose answer
is binary: YES or NO,-1or 1, 0o0r 1... These problems can be represented by Boolean
functions f : D C {—1,1}" — {—1, 1}. In the setting of query complexity, we are given
a known f and the goal is to compute f on an unknown input z € {—1,1}" owned by
an oracle. However, we can access this « by making queries/questions to the oracle.
The goal of a good query algorithm is to make as few queries as possible and compute
f(x). We will briefly introduce two models of query complexity, the classical and the
quantum. The interest of quantum query complexity relies on the fact that in it
the strengths and weaknesses of quantum computers can be rigorously studied with
currently-available techniques (see e.g., [Amb18, Aar21, Ham25] for recent surveys).
On the one hand, many of quantum computing’s best-known algorithms, such as for
unstructured search [Gro96], period finding (the core of Shor’s algorithm for integer
factoring) [Sho97] and element distinctness [Amb07], are most naturally described
in the query model. On the other hand, the model admits powerful lower-bound
techniques such as the polynomial method [BBC01], to which we will devote the first

part of this thesis, and the adversary method, which we will revisit in Section 8.2.

Classical query algorithms

In the classical query model, the queries consist on the most basic questions one could
imagine asking about x, which are asking for entries of x. Formally, a classical query

is an evaluation of the function
0y [n] = {-1,1} 1 i — x;.

A classical query algorithm is allowed to do any computation in between queries.
When finished, the algorithm should output —1 or 1. Thus, (deterministic) classical
query algorithms can be represented as decision trees (see Fig. 2.1). On top of this, a
classical query algorithm is also allowed to use randomness, i.e., choosing a decision
tree at random.

Given that for every = the outcome of the algorithm is a binary random variable,

it is characterized by its bias (the difference between the probability of outputting 1

10
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—_
|
—
—_
|
—_
—
|
—_
—
|
—

1 -1 1 -1 -1 1 -1 1

Figure 2.1: Decision tree representing a 3-query classical algorithm that computes the
function f(x1,x2,x3,24) = (X1 + x2)x3/2 + (x1 — T2)x4/2.

and the probability of outputting -1). We will thus identify an algorithm A with the
function A : {—1,1}" — [—1, 1] that maps = to the bias of A on z. Now, we are ready

to define classical query complexity.

Definition 2.1. Given f : D C {-1,1}" — {—1,1} and ¢ > 0, the randomized
classical query complexity of f with error € is the minimum number of queries made
by a classical algorithm A such that |A(z) — f(x)| < € for every x € D. We use R.(f)
to refer to this quantity. We also use R(f) to refer to Ry/3(f) and D(f) to refer to

Ro(f).

Remark 2.2. The number 2/3 appearing in the definition of Ry/3 is somehow arbitrary,
as for any constant 0 < ¢ < 1 we have that R. = ©(Ry/3(d)). Indeed, say that c < 2/3.
By definition, we have that Ry/3(f) < R.(f). On the other hand, R.(f) = O(Rz/3(f))
because one can take an algorithm that 2/3-approximates f, run it O(log(1/c)) times
and take the majority outcome, resulting in an algorithm that c-approximates f and
makes O(log(1/c))Rz/3(f) queries.

Quantum query algorithms

In a quantum world, the queries to € {—1,1}" are evaluations of the controlled

version of the unitary map
C" = C" : |i) — ;]9).

11
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| 7?90 > — UU O’L Ul Oa‘ Ut —

Figure 2.2: Quantum query algorithm.

Thus, it maps |b)|i) — (1 + dp,124)|b)|¢) for b € {0,1} and i € [n], and it can be
represented as the matrix
O, = Diag(1", ).

A quantum query algorithm is allowed to use extra quantum memory and to perform
z-independent unitary operations in between queries. Finally, it should perform a
binary measure and output —1 or 1. Thus, before the measurement the state of a

t-query quantum algorithm on input x looks like
1) = Up(Op @ 1da)Up—1 ... U1(Or @ Ida) Ugltho), (2.3)

where Uy, ..., Uy are (2nd)-dimensional unitaries and [¢p) is a fixed (2nd)-dimensional
pure state. Fig. 2.2 Again, we identify a quantum algorithm with its bias. Now, we

can define quantum query complexity.

Definition 2.3. Given f: D C {-1,1}" — {-1,1} and € > 0, the quantum query
complezity of f with error € is the minimum number of queries made by a quantum
algorithm A such that |A(x) — f(x)| < e for every x € D. We use Q.(f) to refer to
this quantity. We also use Q(f) to refer to Q/3(f).

Remark 2.4. Because of the same reasons as in the classical case, we have that Q(f) =
O(Q.(f)) for any constant 0 < ¢ < 1.

Remark 2.5. Although complex numbers are necessary to describe quantum physics
[RTW*21], the quantum query complexity of a function does not change if we assume
that the underlying Hilbert space is real, thanks to the construction in [MMGO09].
Furthermore, every real square matrix with operator norm at most 1 (largest singular
value at most 1) is a convex combination of orthogonal matrices. Putting both things
together, we have that for the purpose of quantum query complexity we may assume
that |io) is a unit vector of a real Hilbert space and that Uy, ...,U; are real square

matrices with operator norm at most 1.

12



Chapter 2. Preliminaries

We will also analyze the smallest additive error that a t-query quantum algorithm

can achieve when computing a function f: D C {—1,1}" — R, which is given by

E(f,t) :==inf {e >0 | 3 t-query quantum algorithm A with (2.4)
|f(z) — A(z)| <e Vaz e D}.

Note that £(f,t) and Q.(f) are similar quantities conceptually, as they both encapsu-
late a notion of optimal quantum algorithm, but they do it in different ways. On the
one hand, Q.(f) refers to optimal quantum algorithms to approximate up to a given

error €. On the other hand, £(f,t) refers to the best t-query quantum algorithm.

2.4 Learning theory

The meta question of learning theory is the following. Given an unknown object from
which we can access expensive units of information, how many of these units do we
need in order to obtain an approximation of the object? This is a broad question, that
has many variants depending on: i) the object to learn; i) the access model; iii) the

distance with respect to which we can measure what is a good approximation.

In addition, we will also consider the second-most important meta-question of
learning theory, which is the problem of testing. In some cases, the number of units of
information required to learn is prohibitive, but we may only be interested on whether
the unknown object satisfies a certain property or it is far from it, i.e., to test whether

the object satisfies the property.

In the second part of this thesis, we will mainly focus on learning quantum objects:
quantum query algorithms, quantum channels and Hamiltonians. We will also consider

the problem of testing properties of Hamiltonians.

We will need the following well-known result about distribution learning theory.

See [Can20, Theorem 9] for a proof.

Lemma 2.6. Let p = {p(z)}. be a probability distribution over some set X. Let
p' = (p/(x))s be the empirical probability distribution obtained after sampling T times
from p. Then, for T = O((1/€)*1og(1/4)), with probability at least 1 — &, we have that
Ip(z) — p'(x)] < e for every x € X.

13



2.5. Fourier and Pauli analysis

2.5 Fourier and Pauli analysis

In this section, we describe Fourier expansion of Boolean functions and of different
quantum objects (states, unitaries, channels) that we consider throughout this work.
Note that the terms Pauli expansion and Fourier expansion will often be used inter-

changeably in the context of quantum objects .

Fourier expansion. In this section we will talk about the space of functions defined
on the Boolean hypercube f:{—1,1}" — R endowed with the inner product (f,g) =
E.[f(z)g(x)], where the expectation is taken with respect to the uniform measure of
probability. For s € {0,1}", the Fourier characters, defined by xs(z) = [L;cqupp(s) Zi>
constitute an orthonormal basis of this space. Hence, every f can be identified with a
multilinear polynomial (a polynomial that is affine on every variable) via the Fourier
expansion

f= Y Foe (25)

s€{0,1}n

~

where f(s) are the Fourier coefficients given by

~

f(s) = (X, ) = Ba[f (2) x5 (2)]. (2.6)

~

The degree of f is the minimum d such that f(s) = 0 if |s| > d. We will often use

Parseval’s identity:

IF13 = (f. ) = D F(s)% (2.7)
s€[n]

We will also consider the ¢,-norms of the Fourier spectrum, which are defined as

1/p

1Al =1 > 1Fs)

se{0,1}»

The supremum, infinity or £, norm of such an f is || f||cc = max, |f(z)|. The variance
of f is given by
Varlf] = > F(S),

|S[>1

and the influence of the i-th variable by

Inf;[f] = F*(S) = E.

S3i

14
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where given z € {—1,1}" and i € [n], 2®" is the element of {—1,1}" obtained by flip-
ping the ith entry of 2. The maximum influence of f is MaxInf[f] := max;¢,) Inf;[f].
One may interpret Var[f] as the deviation of f from its expectation and Inf;[f] as the

deviation of f from its expectation that is due to varying the i-th variable.

Remark 2.7. We will also use different notation for the indexing of the characters.
Namely, given s € {0, 1}"™ we will identify it with its support S, so, for example, xs(x)
will be given by [];cg .

Pauli expansion of operators. Here, we introduce the Pauli analysis for opera-
tors, which was first explored by Montanaro and Osborne [MOO08]. We consider My
endowed with the usual inner product (4, B) = + Tr[ATB]. The tensor product of
Pauli operators form an orthonormal basis for this space. The Pauli expansion of a

matrix M of My is given by

M= Y M@)o, (2.8)
z€{0,1,2,3}"

where M (x) = (04, M)are Pauli coefficients of M. We will refer to the collection
of non-zero Pauli coeflicients {M\ (z)}: as the Pauli spectrum of M with the set of
corresponding strings denoted by spec(M). As {o,}, is an orthonormal basis, we

have a version of Parseval’s identity for operators.

M3 = (M, M)= > [M(x)]* (2.9)
z€{0,1,2,3}"

In particular, for U € Uy, this implies that (|(7(33)\2)m is a probability distribution.
We will also consider the p-norms of the Pauli spectrum, which are defined as
1/p
M|, = Y. IM@)P

z€{0,1,2,3}"

We now define a notion of degree for states and unitaries that generalizes the classical

notion of Fourier degree (see [MOO08, Section 5]).

Definition 2.8 (Degree of a matrix). Given M € My its degree is the minimum d
such that ]\//T(x) =0 for any = € {0,1,2,3}" with |z| > d. Here, |z| is the cardinality
of the set {i € [n] : z; # 0}.

15
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Pauli expansion of superoperators. Here, we introduce the Pauli analysis for
superoperators, which was first explored by Bao and Yao [BY23]. We consider the
space of superoprators (linear maps from My to My ) endowed with the inner product
(®, V) = (J(®),J(¥))/N2. An orthonormal basis for superoperators is defined using
characters

Do y(p) = 0wpoy, (2.10)

for any x,y € {0,1,2,3}". The Pauli expansion of superoperators and hence quantum

channels is then defined as

o= Y O(z,y)0a,, (2.11)
z,y€{0,1,2,3}n

where ®(z,y) = (®,,, ®) are the Pauli coefficients of the superoperator. As {®, ,}.

is an orthonormal basis, we have a version of Parseval’s identity for superoperators

o3 = (@,®) = Y [¥xy)

z,y€{0,1,2,3}n

We will also consider the p-norms of the Pauli spectrum of superopertors, which are

defined as
1/p

12, = Yo Byl

z,y€{0,1,2,3}"

If @ is a channel, then P = (@(w,y))my has a couple of important properties [BY23,

Lemma 8§].

Fact 2.9. If ® is a channel, then d is a state unitarily equivalent to v(®). In particular,

(®(z,x)), is a probability distribution.

The degree of a superoperator is defined in the analogue way to operators.

Definition 2.10 (Degree of a superoperator). Given a superoperator ® its degree is
the minimum d such that $(x,y) =0 for any z,y € {0, 1,2,3}™ with |z| + |y| > d.

16
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2.6 Polynomials

For p € R[zy,...,z,] we define the following quantities, which are seminorms and

norms when restricted to the space of multilinear polynomials,

[Plloc == sup |p(z)], (212)
ze{—1,1}"
1
Ipllg == (Egeq—1,13n[p(2)[*)7, for ¢ € [1,00), (2.13)

We will say that a a polynomial p is bounded if its restriction to the Boolean hypercube

takes values in the interval [—1, 1].

Univariate polynomials

We list a few well-known results about univariate polynomials. For K € {R, C}, we will
use K[z1,...,2,] to denote the space of polynomials with coefficients in K depending
on variables x1,...,x, € K. We will use K[x1,...,x,|=: to refer to the space of forms
of degree ¢ (or homogeneous polynomials of degree t), which are those whose only
non-zero coefficients correspond to monomials of degree t. We will use K[x1, ...,z ]<;
to refer to the space of polynomials of degree at most ¢. A polynomial is multilinear
if it is affine on every variable. Given f : {-1,1}" — R, we will identify f with
the unique multilinear polynomial p € R[xy,...,x,] such that f(z) = p(z) for every
x € {—1,1}". The latter polynomial is given by the Fourier expansion of f.

Proposition 2.11 (Markov brothers’ inequality). Let p € R[z]| have degree at most
d. Then, sup,e(_y 1) [/ (2)] < d® sup,ep 1y [p(2)].

Definition 2.12. Let p € R[z1,...,2,]. Then, p is symmetric if for every = € S,, and
every € R™ we have that p(z) = p(7 o z).

Proposition 2.13 (Minsky-Papert symmetrization principle [MS69]). Consider a
symmetric multilinear polynomial p € Rlxq, ..., x,] of degree d. Then, there is a uni-
variate polynomial q : R — R of degree d such that sup,¢(_1 11q(y)| = supgeq_1 13 [P(2)]
and q(>,; xi/n) = p(x) for every x € {—1,1}".

2.7 Completely bounded norms

We will introduce the completely bounded norm of a multilinear form. Informally, it is
a variation of the infinity norm where the supremum is not only evaluated on scalar

inputs, but also on matrix inputs.

17
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Definition 2.14 (Multilinear forms). Let K € {R,C}. Amap T : K" x---xK" - K
is a t-linear form if it is linear with respect to every copy of K". We will also use
multilinear forms to refer to these functions. We will also identify every t-linear form
with a tensor 7' € (K™)! such that

T(x1,...,0) = Z Tizy (i1) - - - e (ie)

ie[n]t

for every x1,...,z; € K™ This tensor is uniquely determined by
/Ti = T(6i17...,€it)

for every i € [n]".

Throughout this thesis, we will use the notions of multilinear form and tensor

interchangeably.
Definition 2.15. Let K € {R,C}. Let m € Nand 7 : K" x --- x K" = (K")! - K
be a t-linear form. We define the t-linear form T,,, : M)} x --- x M — M,, by

Tm(Xla"'aXt) = Z 711‘)(1(11))(}(“)

ie[n]t

for every Xy,..., X, € M. We define its norm as
[Tl == sup |T'(X1, ..., X¢)llop,

where the supremum runs over all X, ..., X, € M7 with || X1(i1)|op, - - - » [| X (%) [Jlop <
1.

Remark 2.16. The supremum of ||T;,,|| does not change if X, (i) are not only contrac-
tions but also orthogonal matrices in the real case, or unitary matrices in the complex
case. This follows from the Krein-Milman theorem and the fact that orthogonal (uni-

tary) matrices are the extreme points of the set of real (complex) contractions.

Definition 2.17 (Completely bounded norm of multilinear form). Let 7" : K™ x - - - x
K" = (K")! — K be a t-linear form. Its completely bounded norm is given by

”T”Cb ‘= sup HT7YL||'
meN

Notably, for the supremum in the completely bounded norm, one can take X; =

18
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-+« = Xy. Thus, one could say that polarization constant for the completely bounded

norm is 1.1

Proposition 2.18. Let T' € R"*"*" pe a t-tensor. Then,
1Tty = sup {[IT(X,..., X)[lop, d €N},

where the supremum runs over all contractions X(1),...,X(n) € M,, and all m € N.

Proof. Let ||T||| be the expression in the right-hand side of the statement. Note that it
is the same as the expression of ||T'||ch, but now the contraction-valued maps X,..., X;
are all equal. This shows that [|T]| < ||T|lcb- To prove the other inequality, let
X1,...,X¢: [n] = By, and u,v € S471. Now, define the contraction-valued map X
by X (i) = > epy eser 1 @ X4(i) for i € [n], and define the unit vectors v’ :=e; ® u
and v’ := e;11 ® v. They satisfy

(u, X1(i1) .. X (ig)v) = (', X (1)0') for all i € [n],
so in particular

> Tilu, X1 (in) . X (i)v) = .Z Ty, X (I)v').

i€[n]t i€[n]t

Taking the supremum over all maps X, and wu,v shows that ||T||e, < [|T|, which

concludes the proof. O

2.7.1 Grothendieck inequality

Let K € {R,C}. Given a bilinear form A : K® x K* — K, we can write its infinity

norm as

s | =]y |<1

Ao = sup | > Ay
]

i,jE[n

In Banach space theory a t-linear map 7' : X X --- x X — Y determines a homogeneous degree-t
polynomial P: X — Y : A — T(A,...,A). The operator norms of T and P are equivalent if T is
symmetric: |T|| < ||P|| < K(¢)||T||, where K(t) is the polarization constant of degree ¢t. For a survey
on the topic see [MMFPSS22, Section 5.1].
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For K = R the absolute value inside the supremum is not necessary, and by linearity

we have that the supremum is attained in the extreme points, so

[Alloc = sup Z Aijziy;.

x5,y €{—1,1} i,j€[n]

For K = C by the maximum modulus principle we have that

[Allc =  sup Z Aijriy;| -

|zi|=]yi|=1 i,j€[n]

Also, note that [|A|lco < | 4||cb-

Theorem 2.19 (Grothendieck’s theorem [Gro53]). There ezists a constant K < oo
such that for any n € N and any bilinear form A : K" x K" — K, we have

[Alleb < K| Alloo- (2.14)
Equivalently,
max Aiiziyi | < K max A ug,v;),
frabluni< | 2 SIS \|u¢\|27\|vj\|2fl,,z il )
i,5€[n] i,j€[n]

where the supremum runs over all d € N and all vectors u;,v; € K.

The smallest possible constant K for which Theorem 2.19 holds is known as the
Grothendieck constant, Kg. Determining the precise value of Kg is a notorious open
problem posed in [Gro53]. For K = R the best-known lower and upper bounds place
it in the interval (1.676,1.782) [Dav84, Ree91, BMMNI13|. For K = C, we know that
the constant lies in (1.338,1.405) [Haa87, Dav06].

2.8 Semidefinite programming

Semidefinite programming is an extension of linear programming that includes a bigger
family of problems and can still be efficiently solved up to arbitrary precision (see
[LRO5] for an introduction to semidefinite programming). To be more precise, let
Sy, be the space of symmetric matrices of M, and let S;' be the cone of positive

semidefinite matrices. A collection of matrices C, By, ...,B; € S,, and a vector b € R
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define a primal semidefinite program (P) and a dual semidefinite program (D), which

in their canonical form are given by

(P) inf  (C,Y) (D) sup (b,v) (2.15)
s.t. YeS;t s.t. y €R!
B(Y) =b C—B(y) € 57,

where B : S,, — R! is given by B(Y) := ((B1,Y),...,(B;,Y)), B*(y) = >icn YibBi
and (B,Y) = Tr(BY). A semidefinite program is feasible if there exists an instance
satisfying its constraints.

Note that if all matrices C, By, ..., B; were diagonal, (P) and (D) would be linear
programs. Indeed, in that case the value of (P) would not change if we further impose
that Y is diagonal, which makes (P) a linear program. Also, the constraint C'—B*(y) €
St is equivalent to saying that the diagonal entries of C' — B*(y) are non-negative, so
(D) is also a linear program.

It is always satisfied that the optimal value of (P) is at least the optimal value
of (D), what is known as weak duality. In addition, under some mild assumptions

provided by Slater’s theorem, both values are equal, what is known as strong duality.

Theorem 2.20 (Slater’s theorem). Let (P) and (D) be a primal-dual pair of semidef-
inite programs, as in Eq. (2.15). Assume that (P) is feasible and there exists a strictly
positive instance for (D), i.e., there evists y € R! such that C — B*(y) is strictly
positive. Then the optimal values of (P) and (D) are equal.

2.9 Concentration inequalities

We state a few concentration inequalities that we use often. All of them can be found
in [BLM13].

Lemma 2.21 (Hoeffding bound). Let X, ..., X, be independent-random variables
that satisfy —a; < |X;| < a; for some a; > 0. Then, for any T > 0, we have

-2
Pr[ Z X, — Z E[X;]| > T] < 2exp <2(a% " “.+a%1)> .
1€[m] 1€[m]
Lemma 2.22 (Bernstein inequality). Let X1,...,X,, be independent-random vari-
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ables with | X;| < M for some M > 0. Then,

PrH S X - Y E[x)]

i€[m] i€[m)]

> ] <2e /2
T xp | — .

S S VX M3
Lemma 2.23 (McDiarmid’s inequality). Let f : {—1,1}" — R such that |f(x) —

F(@®)| < c for every x € {—1,1}" and every i € [n]. Then, over a uniformly random

x and for any € > 0 we have that

PLll](0) - By )] 2 o) < e (<25 ).
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Quantum query complexity

via polynomials
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Chapter 3

The quantum polynomial

method is complete

3.1 Introduction

In this chapter, we will review the evolution of the polynomial method in quantum
query complexity. Initially, it was proposed by Beals, Buhrman, Cleve, Mosca and
de Wolf as a tool to lower bound quantum query complexity [BBCT01], who were
inspired by the classical polynomial method of Nisan and Szegedy to lower bound
the randomized query complexity [NS94]. This technique has been proven useful in
many problems, often providing optimal lower bounds (see e.g., [BKT20] and references
therein). More than 15 years after its birth, Arunachalam, Briét and Palazuelos refined
the method using completely bounded polynomials. This way, it became a tool that
potentially allows one to prove upper bounds to quantum query complexity [ABP19].
In this chapter, based on unpublished joint work with Jop Briét, we show how to use
completely bounded polynomials to prove several previously known upper bounds to
quantum query complexity. In particular, we reprove the upper bounds by Grover,
by Deutsch and Jozsa, and by Bernstein and Vazirani [DJ92, BV93, Gro96], and we
show that k-fold forrelation can be computed by & quantum queries [AA15, BS21].
Following the result of Arunachalam et al., Gribling and Laurent proposed a hierarchy
of semidefinite programs to compute quantum query complexity [GL19]. However,
these semidefinite programs do not give any information about how optimal quantum

algorithms look like. Finally, we proposed an alternative hierarchy of semidefinite
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programs, also based on completely bounded polynomials, that not only compute
quantum query complexity, but also output the description of optimal quantum query
algorithms [Esc25]. Putting everything together, we can say that the polynomial
method is complete, in the sense that it has all the capabilities desirable from a method
to understand quantum query complexity; it can be used to show lower bounds and
upper bounds, to compute quantum query complexity, and to extract optimal quantum
algorithms.

A novelty of this chapter is that the exposition of all the results is elementary and
almost self-contained. In particular, we follow [Esc25] and reprove the Christensen and
Sinclair factorization theorem of operator spaces via semidifenite programming [CS87].
This result is the key in the refinement of the polynomial method by Arunachalam
et al., but it does not belong to the usual toolbox of the theoretical computer sci-
entist [ABP19]. Thus, this chapter offers to the computer scientist a way to fully
understand the method of Arunachalam et al. without requiring a background in op-

erator spaces.

3.2 Quantum lower bounds by polynomials

The key observation by Beals et al. that linked quantum query algorithms to polyno-
mials is that the bias of a quantum algorithm that makes ¢ queries is a multilinear
polynomial of degree at most 2¢ [BBCT01].

Theorem 3.1. Let A: {—1,1}" — [—1,1] be the bias of t-query quantum algorithm.
Then, A is a polynomial of degree at most 2t.

Proof. Before the measurement, on input x, the algorithm prepares a pure quantum

state that can be written as
|wt($)> = Ut(Ox ® Idd)Utfl .U (Oz ® Idd)Uo‘i/J0>

for some fixed unitary matrices Uy, ... U; and some fixed pure state |tg). Note that
by definition of matrix multiplication, the coefficients of |¢:(z)) in the computational
basis are multilinear polynomials of degree at most ¢. Hence, if {M_;, M7} is the
binary measurement performed by the algorithm, then the bias, (¢ (z)| M| (z)) —
(Ve ()| M_1]tbe(z)), is a polynomial of degree at most 2t. O

A direct consequence of Theorem 3.1 is that to lower bound the quantum query

complexity of a Boolean function f, it suffices to show that it cannot be approximated
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by polynomials of low degree. More formally, we have the following.

Definition 3.2. Let f : D C {-1,1}" — {-1,1} and € > 0. The e-approzimate
degree of f is the minimum degree of a bounded polynomial p : {—1,1}"* — [—1,1]
such that |p(z) — f(x)| < ¢ for every x € D. We use (ﬁ%s(f) to refer to this quantity.
We also use (Eé(f) to refer to dAeTgQ/z))(f) and deg(f) to refer to (Eéo(f).

Corollary 3.3. Let f: D C {-1,1}" — {=1,1} be a Boolean function and let € > 0.
Then, deg.(f)/2 < Qc(f).

As an example of an application of Corollary 3.3, we will show that the quantum
query complexity of the OR,, function is Q(y/n), which implies that Grover’s algorithm
is optimal [Gro96]. To do that, we prove that d/eTg(ORn) = Q(y/n), originally shown
in [NS94], and then apply Corollary 3.7. We define the OR,, function as OR,(z) =1
if x = 1™ and OR,,(z) = —1 otherwise.

Proposition 3.4. Q(OR,,) = Q(/n).

Proof. By Corollary 3.3 it suffices to show that agé(ORn) =Q(y/n). Letp: {-1,1}" —
[—1,1] be a degree-t polynomial that satisfies

[p(z) — ORn(2)] < 2/3

for every z € {—1,1}". Consider the symmetrization p’ of p, given by p'(z) =
> res, P(mox)/nl. The symmetric polynomial p’ : {—1,1}" — R also has degree ¢,

takes values between —1 and 1 and satisfies that
[p’(z) — ORy (2)] < 2/3.

By the Minsky-Papert symmetrization technique, Proposition 2.13, there is a univari-
ate polynomial ¢ of degree t such that q(x) = p'(>_; x;/n) for every x € {—1,1}" and
q([-1,1]) C [-1,1]. In particular, |g((n —2)/n) — (—1)] < 2/3 and |¢(1) — 1] < 2/3.
Hence, |q((n —2)/n) — q(1)| > 2/3. By Markov brothers’ inequality, Proposition 2.11,
this implies that

t=

23 _ o
1— (TL— 2)/n - Q(\/>)7

as desired. O
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3.2.1 Quantum upper bounds by polynomials

The two main techniques to prove lower bounds for quantum query complexity are the
polynomial and the adversary method. The latter was proposed in 2000 by Ambainis
[Amb00], and it was quickly refined to also serve as a tool to prove quantum query
upper bounds [HLv07]. However, since 2003 it is known that there are functions f such
that Q(f) > (a\eé(f))C for some constant ¢ > 1 [Amb03], so the polynomial method
does not provide upper bounds to quantum query complexity. A natural question
was whether a refinement of the polynomial method would allow it to serve as a
tool to prove quantum upper bounds. An attempt of this refinement was proposed
by Aaronson, Ambainis, Iraids, Kokainis, Smotrovs [AAIT16]. They strengthened
Theorem 3.1 by noticing that the bias of every quantum t¢-query algorithm is not
only a multilinear polynomial of degree at most 2¢, but also the amplitudes of such
algorithms are multilinear forms of degree t. This is true because if one looks at the

state prepared by the quantum algorithm after ¢ queries it has the form of
Ui(Op @ 1dq)Us—1 ... U1 (O @ Idg)Us|tbo).

In particular, if one queried different inputs x1, ..., x; on every query,
Ut(Oz, @ 1dg)Us—1 ... U1(Oy, @ Ida)Us|b0),

then the amplitudes of the resulting state would be linear in every input. Hence, the
polynomials representing the bias of quantum query algorithms are more structured
than initially noted by Beals et al. [BBC*01]. Unfortunately, as shown in the work by
Aaronson et al., the corresponding notion of polynomial degree also fails to provide
upper bounds to quantum query complexity. However, the idea of Aaronson et al. was
in the correct direction. Shortly after, Arunachalam, Briét and Palazuelos realized that
if instead of querying binary strings the algorithms queried any contractions (matrices

with operator norm at most 1) X ..., X; the amplitudes of the resulting vector,
Ui XyUp—1 ... U X1Ug|to),

would still be linear in Xj,...,X; and bounded by 1 in absolute value [ABP19].
Furthermore, the same is true if one takes tensor products with identity, meaning that

for every m € N, every m-dimensional vector |¢) and contractions X7, ..., X; we have
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that the amplitudes of
(U @ 1dm) Xt (Up—1 @ 1dy,) - .. (U1 @ Idp ) X1 (Up @ Idiw ) (J1h0) @ [))

are linear in every Xi,...,X; and bounded by 1. As this is true for every m €
N, the bias of quantum query algorithms are, in some sense that we specify below,
completely bounded polynomials. Surprisingly, Arunachalam et al. showed that the
corresponding notion of degree fully characterizes quantum query complexity, enabling
the polynomial method to be a potential tool to prove quantum upper bounds. In the
rest of the section, we will make this idea rigorous, and give examples of quantum

upper bounds by polynomials.

3.3 The completely bounded polynomial method

We start by defining a notion of completely bounded degree, and we will later prove

that it characterizes quantum query complexity.

Definition 3.5. Let f : D C {-1,1}" — {-1,1} and € > 0. The e-approzimate
completely bounded degree of f is the minimum ¢ € N such that there exists a ¢-linear
form T : R®" x --- x R?™ — R such that

o [Tlen <1,

e and |T((z,1"),...,(x,1™) —p(z)| <e Vz e D.

—_~—

We use c;)_zl_e/gs(f) to refer to this quantity and cbdeg(f) to refer to cbdegy /5(f).

As we argued at the beginning of this section, every t-query quantum algorithm
determines a completely bounded form 7', so we have that Q.(f) > &Egs(f)/z.
This strengthens the original polynomial method, because ||T|lcc < ||T|lch. Given
that there exist separations between the infinity and the completely bounded norms,
see for instance [BP19], it is expected that this refinement of the polynomial method
allows one to prove stronger quantum lower bounds. Additionally, Arunachalam et
al. showed that Q.(f) = c‘b/a_e%s(f)/Q7 turning the polynomial method into a tool to

prove quantum upper bounds.

Theorem 3.6 (Quantum query algorithms are completely bounded forms [ABP19]).
Letp: {—1,1}" — R. Then, the following are equivalent;

(a) p is the bias of a t-query quantum algorithm.

29



3.3. The completely bounded polynomial method

(b) There exists a 2t-linear form T : R?" x - .. x R?" — R such that

ITer <1 and T((x,1"),...,(z,1")) =plx) Ve {-1,1}".

Corollary 3.7 (The completely bounded polynomial method). Let f : D C {—1,1}" —
{—1,1} and € > 0. Then, Q.(f) = cbdeg.(f)72.

In order to prove Theorem 3.6, Arunachalam et al. established a relation between
operator spaces, where the completely bounded norm has been widely studied [Pau03],
and quantum algorithms. In particular, they realized that a seminal result by Chris-
tensen and Sinclair, which asserts that multilinear forms are completely bounded if
and only if they factor in a way resembling the structure of quantum algorithms, allows

one to determine which polynomials can be produced by quantum query algorithms.

Theorem 3.8 (Christensen and Sinclair factorization [CS87]). Let T : R”x---xR"™ —
R be a t-linear form. Then, | T|lco < 1 if and only if there exist d € N, (n + d)-

dimensional contractions Ay, ..., A, an (n + d)-dimensional unit vector v such that
T(z1,...,2¢) = (v, Ay(Diag(zs) ® Idg) A¢—1 . .. A1(Diag(z1) ® Ida) Agv),

for every x1,...,x; € R™.

The original statement of Theorem 3.8 works for any operator space, and the one
we use corresponds to the particular case of the natural operator space defined by {.
Also, the usual formulation of Theorem 3.8 is for complex operator spaces, which was
the one applied by Arunachalam et al. [ABP19]. However, Theorem 3.1 is sufficient
to prove Theorem 3.6, provided that we assume, without loss of generality, that we
use real numbers for quantum query algorithms (see Remark 2.5). In Section 3.4 we
will give a new proof of Theorem 3.8, based on [Esc25], via semidefinite programming.

Now, we are ready to prove Theorem 3.6.

Proof of Theorem 3.6. We first prove that a) = b). By Remark 2.5, we have that

the bias of a t-query quantum algorithm can be written as

A(z) =(v, A} (Diag(1",2) ® Idg)A] ... A]_|(Diag(1",z) @ Idg) A}
(My — M_1)A¢(Diag(1", z) ® Idg) A1 . .. A1 (Diag(1", z) ® Ida) Agv),

where Ag,...,Ar are (n + d)-dimensional contractions, v is an (n + d)-dimensional
unit vector and {M_1,M;} is a (n + d) POVM. If we define the (2t)-linear form
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T:R?™ x --- x R — R given by

T(y1y .- y2) =(v, AOT(Diag(yzt) @ Idg)A] ... Al | (Diag(y,1) ® Idg)A]
(My — M_1)Ay(Diag(yy) ® Idg) A¢—1 . .. A1 (Diag(y1) ® Ida) Agv),

we have that T((1",z),...,(1",2)) = A(z). Furthermore, as |M; — M_1]jop < 1, by
Theorem 3.8 it follows that ||T'||c, < 1. Hence, we have showed that a) = b).

We now prove that b) = a). Let p: {—1,1}" — R be such that there exists a
2t-linear form T : R?™ x --- x R?® — R satisfying that

IT]er <1 and T((x,1"),...,(z,1") =p(z) Vz e {-1,1}".

By Theorem 3.8, there exist d € N, (n + d)-dimensional contractions Ay, ..., Ag; and

(n + d)-dimensional unit vectors u,v such that
jj(yl7 e ,ygt) = <U7 Agt (D1ag(y2t) ® Idd)AZt—l . A1 (Dlag(yl) ® Idd)Ao’U>,
for every y1,. ..,y € R*™. For every x € {—1,1}" we define

vy (z) = A¢(Diag(z,1") ® Idg)A¢—1 . .. A1 (Diag(z,1") @ Id4) Agv,
va(z) = (Diag(z,1") ® Idg) A, ... A, (Diag(z,1") ® Idq) A,v.

Note that (va(x),v1(z)) = T((x,1™),...,(x,1™)). Hence, it just remains to define a
t-query quantum algorithm whose bias is (v2(z), v1(2)). To do that, we define 2(n+d)-

dimensional contractions

Ay = (X @1dpia)e-Aog(X @ Idpyq)c-Ag,(H @ 1dy1a),

A = (X @ dpya)-A(X @ 1dyya)e-Ag, g, fori € [t — 1,
Avt = (H X Idn+d)C'At(X (9 Idn+d)7

where c-A is the controlled version of A. Then, we have that the vector prepared by

the corresponding quantum query algorithm is

ip(x)) = Ay(Idy @ Diag(z,1") @ Idg) Ay . .. A1 (Idy ® Diag(z, 1™) @ Idg) Ao (|0) & |v))

= %(I0> ® (Joa(2)) + [va(2))) + (1) @ (joa(2)) = [va(2))).

Finally, if we choose the measurement {M_1,M;} to be M; = |0)(0] ® Id,,+q and
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M_; = |1){1| ® Id;,4.4, then we have that the bias of the quantum algorithm is

A(z) = (@) |(My = M_1)|ip(x)) = (01(2), va2()),

as desired. O

3.3.1 Examples of quantum upper bounds by polynomials

In this section, we will reprove several quantum upper bounds via the polynomial
method. We will show that certain functions are completely bounded polynomials of
degree 2t, and we will invoke Theorem 3.6, which ensures that they are the bias of a
t-query quantum algorithm.

Interestingly, for all of the examples of this section, the following non-commutative

version of the Cauchy-Schwarz inequality will play a key role.

Lemma 3.9. Let X4,...,X,, € M,, and let Y1,...,Y, € M,,. Then,

n 2 n n
H;XY < H;&XJ @YTY

op op
Proof. Consider the following matrices
X ... X, Y1 ... 0
0O ... 0 Yo ... 0
X=1 . ) and Y =
0O ... O Y, ... 0

First, we have that [|XY]|2, < [XX T ||op[|[Y Y [|lop. Finally, we have that | XY2, =

1325 XaYillE,, XX M lap = [ 3232 XiX [lop and YTV [lop = | 202, ¥i Yillop. O

op?

Reproving Deutsch-Jozsa

Deutsch and Jozsa gave a 1-query quantum algorithm whose bias is a Boolean function
f:D C{-1,1}" = {—1,1} whose classical query complexity is (n) [DJ92]. Here,

D={ze{-1"1"}: z is balanced} U {—1",1"},
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where x is balanced if it has the same number of —1’s and 1’s, and f is given by

Fa) = { 1 ifze{-171"},

—1 if x is balanced,

Here, we reprove the result by Deutsch and Jozsa showing that there exists a bilinear
form T : R?" x R?® — R such that

Ty <1 and T((z,1"%),(z,1") = f(z) Vax € D.
This bilinear form is given by

T((ZL‘, $/)7 (ya y,)) - 2Ei6[n]xiEj€[n]yj - Eie[n]xiyia

where z, 2’ y,y’ € {—1,1}" and the expectation is taken with respect to the uniform
distribution on [n]. (The form T does not depend on the variables ' and ¥, but
we write it like that for consistency with Theorem 3.6). It is routine to check that
T((x,1™), (z,1™)) = f(z) if z € {—1",1™} or z is balanced. To show that ||T||cp < 1,
note that for any contractions Xi,...,X,,Y1,...,Y, it follows from Lemma 3.9 that

IEi X (2E;Y; — Ya) |12, < IEsXi X [lop IE: (2E;Y; — Vi) T (2Ex Yy — Yi)lop
< |M4E; oY} Vi — 2B ;Y'Y — 2E; 1Y,y + EY;TYi|lop
= |E:Y; Yillop

<1

[

Reproving k-fold forrelation

We now consider the problem where, given k-Boolean functions fi,..., fr : {0,1}" —
{-=1,1}, the goal is to compute its k-fold forrelation (standing for Fourier correla-
tion)forry : {—1,1}%" x --- x {~=1,1}>" — R, which is given by

forri(fu,..., fx) = 2(11> > Fr(@) (1) 072 fo (o) ...

Z1,...,x,—1€{0,1}"

(=D @D £ () fr(Troa),

where (z,y) = >, x;y;. Here, the queries are made to the truth tables of fi,..., fi.
Aaronson and Ambainis introduced this problem as a candidate to witness the largest

possible separation between quantum and query complexities [AA15], which was later

33



3.3. The completely bounded polynomial method

confirmed by Bansal and Sinha [BS21]. Here, we reprove that f can be computed as
the bias of a quantum algorithm that makes k queries, one to each fi,..., fr. Note
that this is not the model that we have considered so far, where all the queries where
made to the same input. However, a simple modification of Theorem 3.6 ensures that
such an algorithm exists if forry, which is a k-linear form, satisfies [/forrk|lc, < 1.
Thus, it suffices to check the latter. Indeed, for m-dimensional orthogonal matrices
Fi(x1),. .., Fx(xr) we have that

1 o~
[ (Forn)m (Fi, - o)l = sy 1 D Filwn) Y (=1 F(wa) ... Felwg1)13,,
T1

T2...Tn

where Fj(z_1) = E,, (—1)@s=126) By (23.) is the matrix-valued Fourier coefficient.
Next,

1
[(forri)m (Fi, - ., i) |15 < 2l > Fi(@) F (1) lop
z

1 T1.T x "L'/
T I Z FQT(:UQ) <Z(_1)(L1, 2)(_1)( 1 2)) Fy(ah) . lop

T

28

T, o

()

N
= 271(i—lﬂ||2< Z (1)@2@3)}7‘3(933)"') Fy (22) Fy(2)

T35eens T,

< > (—1)<$2’w3>F3($3)-«-> [lop;

5oy

where in the first line we have applied Lemma 3.9, and in the third line that F(z1)

are orthogonal matrices. Now, as Fy (z2)Fy(72) = Id,,, we have that
| (forric)pm (Fis - - ., Fi) 12,

1 Tr2,T CE/ CE/
S a3 [ Z B (x3) (Z(—1)< 28] (—1)¢7 3>> Fy(a5) . lop -

’ ’ !
L3,Tg..5Ly, T, Z2

(%)
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Now, (#*) is essentially the same as (x), so iterating the argument that led us from

(*) to (#x) we arrive at

(forn)m(Fry s Fl2p < D B (@) Fi(@n—1)llop = | Ba Y (2)Fi(@) lop = 1,

Tr—1

where in the first equality we have used Parseval identity and in the second that Fj(z)

are orthogonal. Thus, forry is completely bounded, as desired.

Other examples

One can also reprove other well-known quantum upper bounds using polynomials.
Briét reproved Grover’s upper bound of O(y/n) quantum queries to compute the OR,,
function by showing that the polynomials constructed by Nisan and Szegedy to ap-
proximate OR,, are completely bounded [Bril9, NS94]. Also, using a modification of
Theorem 3.6, we could show that there exists an algorithm that with one quantum
query to the truth table of a Boolean function can sample from its Fourier distribution,
reproving Bernstein-Vazirani’s celebrated result [BV93]. We will not prove the latter
claim because it would require introducing more notation and would not add concep-
tual value, as we have already accomplished the purpose of this section: demonstrating

that quantum upper bounds can follow from the polynomial method.

3.4 From polynomials to quantum algorithms

In this section, we will start by giving an alternative proof of the Christensen-Sinclair
factorization theorem, Theorem 3.8, via semidefinite programming. Contrary to the
original proof, ours is elementary, constructive and does not need to use the Hahn-
Banach theorem (just a finite-dimensional separation result). We will follow [Esc25],
where a more general version of Christensen and Sinclair’s result is proven. After,
we will use the fact that this proof is based on semidefinite programming and is
constructive to give a hierarchy of semidefinite programs that computes quantum

query complexity and outputs optimal quantum query algorithms.
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3.4.1 Christensen-Sinclair factorization via SDPs

We will prove an equivalent version of Theorem 3.8. To state it, we should introduce

the representation norm of a t-linear form 7" : R™ x --- x R®™ — R, which is given by

T lep =inf
st. T(x1,...,2¢) = (u, Ag(Diag(z1) @ Idg)A; ... A1 (Diag(z;) ® Idg) Av) ,
YV x1,...,2¢ € R", (3.1)
deN, u,v € R ull2 = |jv]|2 = w,

Ag € Mg pnd, Ay, . A1 € Myd nd, A e M,4.q contractions.

Now, we can rewrite Theorem 3.10 in the following way.

Theorem 3.10 (Christensen and Sinclair factorization [CS87]). Let T : R™ x --- X
R™ — R be a t-linear form. Then, |T||cb = [|T||rep-

We will prove the following result, which is stronger than Theorem 3.10.

Theorem 3.11. Given a t-linear form T : R™ x --- x R™ — R, there is a pair of

semidefinite programs (Pcs) and (Dgg) such that
(i) (Pcs) optimal value equals ||T||vep,
(i) (Dcs) optimal value equals ||T||ch,
(#ii) (Dgs) is the dual of (Pcs) and their optimal values are equal.

Theorem 3.11 has three important consequences. The first one is already clear from
the statement, and the other two will become clear later (see Remark 3.12). These

consequences are:
(a) Theorem 3.11 implies Theorem 3.10;

(b) (Pcs) and (Dgs) have O(poly(n)?) variables, so the known algorithms to approx-
imate semidefinite programs can be used to efficiently compute the completely
bounded norm. This will imply that there is a hierarchy of SDPs to compute

quantum query complexity.

(c) From the solution returned by these algorithms one can extract a description
of the vectors and matrices appearing in a factorization as in Eq. (3.1). This
will imply that optimal quantum query algorithms can be extracted from the
hierarchy of SDPs mentioned in Item (b).
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We divide the proof of Theorem 3.11 in 3 parts. In the first, we introduce (Pcg)
and prove Theorem 3.11 (¢), in the second we introduce (D¢g) and prove Theorem 3.11
(#i), and in the third we show that (Pgs) and (Dcs) are semidefinite programs and
prove Theorem 3.11 (i37).

The primal semidefinite program

In this section, we introduce (Pcg) and prove Theorem 3.11 Item (i). Before doing that,
we give some intuition for why ||T||sep can be formulated as a semidefinite program.
Assume that T factors as in Eq. (3.1). Then, we consider the following block structure

for the contractions Aj:

Ao=(40() o Ao), A=| o o A=,

for s € [t — 1]. We also define the following vectors,

v; = A¢(i)v, for i € [n], (3.3)
v = Ai—s((i1,42)) .- Ap—1((is,9541)) At (is41)v, forie [n]sﬂ, seft—1], (3.4)
vl = Ag(i1)A1((i1,42)) . . . Ae(i¢)v, for i € [n]". (3.5)

We note that T; = (u, v{). Hence, T; is encoded in the entries of Y =Gram{u, vi, v{}
(which corresponds to (3.7) below). In addition, the fact that the A; are contractions

can be encoded in the entries of this Gram matrix (which gives rise to Egs. (3.9)
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to (3.11) below). With these intuitions, we are ready to state (Pcg):

inf w (Pes
s.t. w>0,Y,Y >0, (3.6
Yy =T, i€ [n]', (3.7
Yoo =w, (3.8
Y Yii<w, (3.9
i€[n]

Z ()/ij,ij/)j,j'e[n]s = Bigin] (Yij,ij’)j,j’e[n]S*% seft—1], (3.10)

i€[n]

(Y55)j.5emt = ®iepn) Yijig )i jremp—1 (3.11)

where Y € M, y...1nt and Y’ € My, ,¢. The rows and columns of Y are labeled by the
elements of [n]U--- U [n]’, and for Y’ they are labeled by the elements of {0} U [n]t. 1

Proof of Theorem 3.11. Assume first that T' factors as in Eq. (3.1) for some vectors
with |Ju]|? = ||v]|? = w. Consider the block structure for the contractions A given in
Eq. (3.2), and define the vectors v; and v as in Egs. (3.3) to (3.5). Then, T} = (u,v;),

for every i € [n]*. Consider the positive semidefinite matrices
Y’ := Gram{u,v{: i€ [n]'} and Y :=Gram{v;: i€ [n]U---U[n]'},

and label the rows and columns corresponding to u with 0 and the ones corresponding
to v; and vj with i. First, we have that T; = Yj;, so Eq. (3.7) is satisfied. Eq. (3.8)
follows from the fact that ||ul|?> = w. From the fact that A; is a contraction, Eq. (3.9)

follows:

Z Y= Z (vi,v;) = <v, Z At(i)TAt(i)v> = <v,A;rAtv> < (v,v) = w.

i€[n] i€[n] i€[n]

From the fact that As are contractions for s € [t — 1] Eq. (3.10) follows. Indeed, let

1Here, given i € [n] and j € [n]®, ij should be interpreted as the concatenation of i and j, i.e.,
ij = (4,41, -,s)-
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A € R™. Then,

<A, > (Ej,ij')j,j'e[nw)‘>

i€[n]

= > Ny

= Z Aj <At*5(i7j1)vjvAtfs(iaji)vj’> Ay

i€[n],j,j’' €[n]®
= > N AL G ) A (i Gvy) Ay
i€[n].j,j’ €[n]*®

= Z )\j<’Uj,(A;F_SAt—s)(jlvji)vj/>)\j”

J.J’€[n]®

()

where in the second equality we have used that v;; = A(4, j1)v;, and in the third line
that A;_s(i,5)T = A]_,(j,i). Now, if we define w; = (A1jv1j,. .., Anjonj), it follows
that

(*) = Z (wj,AtTfsAt_swjﬁ = < ij 7A;|;5At—s ij’ >
i y

Ji'€ln]o—t

Hence, as AtT_SAt_S =< Id, it is satisfied that

(*)§< Doowls |l > wy > Yo Mglug vy
Jje [n].J.'€ln]s—1

[n]s=? J'€[n]ot ic
= <)\7 Dieln] (Y;j,ij’)j,.i/E[n]x [n])s—1x [n])\>7
as desired. The fact that Ay is a contraction implies Eq. (3.11), and this can be shown
similarly to how we just showed that Eq. (3.10) holds.

Now, assume that there exist Y, Y’ > 0, satisfying equations Egs. (3.7) to (3.11).
Consider d € N and vectors {u, v;,v;} € R? such that

Y = Gram{v;} and Y’ = Gram{u,vi}.

Eq. (3.8) implies that [ul|> = w. We define A; through its blocks. Let v € R? be a
vector with [[v]|? = w. We define 4;(i) € M, as the matrix that maps v to v; and

extend by 0 to the orthogonal complement of span{v}. This way, A; is a contraction,
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because

1A¢l12, = W = % > (Aliyv, A(iyv) = % > (vi i) = Z Vi <1,

i€[n] i€[n] ze [n]
where in the inequality we have used Eq. (3.9). The definition of A;_g for s € [t — 1]

is slightly more complicated. Given (i, j) € [n] x [n], the block A;_4(i, j) is defined as
the linear map on span{vj; : j € [n]*~1} by

Ap— (1, )vj5 = vij;

and extended by 0 to the orthogonal complement. First, as {vj; : j € [n]*"!} may not
be linearly independent, we have to check that this a good definition, namely that for
every A € R""

Z AJJ% =0 = > Ajij;=0. (3.12)

j€[n]s-1

Indeed, we can prove something stronger. For any A € R"Sil, we define A € R’ by
S\j/j := §,,i7Aj, where j is the second index in the pair (4, ) that indexes the block
At—s(iaj)' Thena

< > Nviss D /\jj'%jj'>

jE[n]s—1 j €n]s—1
= (N (Yiaggigi)idrem)s—1 )
= (%j@y)j,ye[n]sx>

(
<5\ > (ij,kj’)j,j'e[n}sx>
{
=

IN

ke(n]

IN

s Orefn) (Yij kit )j 5 eln)s— 5‘>

A (Y, JJJJ J.J’ €ln 51)‘>

< Z )‘J.]U]M Z /\JJ’UJJ>
j€ln eln

Jj

where in the first inequality we have used that (Y;xj );j ey = 0 for every k € [n],
and in the second inequality we have used (3.10). Thus, Eq. (3.12) holds. Now, we

have to check that A;_s is a contraction. By the definition of A;_, we just have to
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check that for every A € R™,

Eje[n]5*1 A1j15
AU = :

Z_j €l[n]s—1 )\n.] Unj

is mapped to a vector with smaller or equal norm. Indeed,

(At,s)\v, At,s)\v> = Z )\j <Uij7 Uij/> )\j/

g e’
i€[n]

</\, Biefn) (Yijig )j.j e >‘>
= (A, \v),

(Ejyij/)j,j'e[n]”\>

IN

where in the inequality we have used Eq. (3.10). Finally, we define A, through its
blocks. Ao(i) is defined by Ag(i)v;; = vj; for j € [n]=1 and extended by 0 to the
orthogonal complement of span{v;; : j € [n]'~'}. Using Eq. (3.11), we can check that
these blocks are well-defined and that Ag is a contraction using a similar argument to
the one that we have just used to verify the same properties of A;_,. It just remains
to show that (u,v, A4;) defines a factorization for T as in (3.1). Eq. (3.1) holds if and
only it holds for a basis of R”. We verify it for the canonical basis {€;};c[,). On the
one hand, by definition, we have that T'(e;,,...,e;,) = T;i. On the other hand, a simple

calculation shows that

Yol,i = <U, Ao(il)Al((il, Zg)) e At—l((it—h Zt))At(Zt)’U>
= (u, Ap(Diag(e;,) ® Idg)A; ... A;—1(Diag(e;,) @ Idg) Aww).

Hence, by Eq. (3.7) follows that
T(eiys---,ei,) = (u, Ag(Diag(e;,) ® Ida)Aq ... Ay—1(Diag(e;,) @ Idg) Arv),
as desired. O

Remark 3.12. (Pcs) has poly(n)! variables, so Item (b) holds. Item (c) can be inferred
from the second part of the proof of Theorem 3.11 Item (i), where a recipe to extract

a factorization as in Eq. (3.1) for (Yj;); satisfying Egs. (3.8) to (3.11) is given.

41



3.4. From polynomials to quantum algorithms

The dual semidefinite program

In this section, we introduce (Dcg) and prove Theorem 3.11 Ttem (ii). (Dcsg) is given
by:

sup > Tios (Des)
ie[n]t
s.t. w056 > 0, (uir) L 20 fors e, (3.13)
i,i’e[n]®
Yo + o < 1, (3.14)
Yo > Yiis for i € [n] (315)
(Yi> Yy Dsgetn)s = Wigs Vig )jgrem)s  for i € [n], s € [t —1], (3.16)
Yo v (Woi)iem)e/2
(yO,i)ig[n]t ( ) >0, (317)
2 Yiy ), .
i,i’e[n]t

Before diving into the proof, we give some intuition of why the optimal value of (Dcsg)
is ||T||cb- One should note that Eq. (3.17) means that the variables yo ; can be written
as (u,v;) for some vectors u, v;. Then, roughly speaking, Egs. (3.15) and (3.16)
encode that the v; equal X (i1)... X:(iz)v for some contractions X (i1),..., X¢(4)

and a vector v, and Eq. (3.14) encodes that u and v are bounded vectors.

Proof of Theorem 3.11 Item (ii). First, we note that Eq. (3.13) means that there exist
d € N and vectors {u,v,v; : i € [n]®, s € [t]} C R™ such that yj = (u,u), yo = (v, v),
and yiy = (vi,vy) for every i € [n|® and s € [t]. Then, Eq. (3.15) means that
(u,u) + (v,v) <1 and Eq. (3.17) means that yo; = 2(u,v;) for every i € [n]*. Thus,
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we can rewrite Eq. (Dgs) as

sup 2 Z Ti{u, vi), (3.18)
i€[n]t
s.t. meN, u,v,v; € R", i€ [n]° selt,
(u,u) + (v,v) <1,
(v,v) > (v, v;), for i€ [n] (3.19)
(03, v5))j.5emys = ((Vig, vigr) ) yemps fori € [n], s €t —1] (3.20)
(3.21)

Next, we will show that Egs. (3.19) and (3.20) are equivalent to the existence of
contractions Xy, ..., X; € M,, such that

U = Xoosp1(in) ... Xo(is), (3.22)

for every i € [n]® and every s € [t]. Indeed, assume that Egs. (3.19) and (3.20) hold.
Then, for every i € [n] and every s € {0} U [t], we define

Xi—s()vy := vy

for every j € [n]® and extend it by 0 on the orthogonal complement of span{v; : j €
[n]*}. We have to check that the X; (i) are well-defined as linear maps. Namely,
that for every A € R™ we have

Z Aoy =0 = Z Ajuig = 0.

Jj€n] j€[n]®

In fact, we can prove that the X;_4(i) are well-defined and contractions at the same
time. Indeed, for A € R™ we have that

< Z Aj jUij» Z Aj j' Vij! > = <)\, (<Uij7vij/>)j,j’€[n]s /\>

j€[n]® j’€ln]®
<)\7 (<”J"”j’>)j}j,€[n]s >\>
<Z AjUj, Z )\IUJ>

j€[n]® JEln

IN
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where we have used Eq. (3.20) (or Eq. (3.19) if s = 0).
On the other hand, if Eq. (3.22) holds, it is a routine check showing that Egs. (3.19)
and (3.20) hold. Putting everything together, we can rewrite (3.18) as

sup 2 Y TR, (3.23)
ic[n]t
s.t. Re ]R"t, m €N, u,v € R", X, € M, contractions for s € [t],

(u, ) + (v, 0) <1,
Ry = (u, X1(i1) ... Xy (ig)v), for i € [n]".

We finally claim that the above optimization problem is equivalent to

sup 2> TR, (3.24)
i€[n]t
s.t. R e R"t, m €N, u,v € R™ X € M, contractions for s € [t],

(u,u), (v,v) <1/2,
Ry = (u, X1(i1) ... X4 (ig)v), for i€ [n]".

We first note that the optimum of Eq. (3.23) is greater or equal than the optimum
of Eq. (3.24), because the feasible region is larger in the case of Eq. (3.23). On the
other hand, if one picks a feasible instance (u,v, X) of Eq. (3.23), one can define the
instance (a,v, X) by

uIlull + ol - vy/Ilull® + [lvf®

V2lul Valoll

=3}
Il
[SH

which is feasible for Eq. (3.24) and attains a value greater or equal than (u,v,X),

because

[>T @ X (0) . Xa()d) | = ||1;||||2UT|||LT|||2’ZT (u, X1 (1) - X)) |
> ‘ZTi (u, X1(31) - .. Xo(ie)0) \

Now, the result follows from the fact that the optimal value of Eq. (3.24) is |T||ep. O

Strong duality

Finally, we prove Theorem 3.11 Item (iii).
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Proof of Theorem 3.11 Item (ii). First, we show that (Pcg) can be expressed as in
the canonical form of (P) in Eq. (2.15). To do that we introduce the slack matrix

variables Z and Z’ and write (Pgg) as

inf w (Pcs)
w 0 0 O
0 Y 0 O
st. X:=10 0 Y 0 0]=0
0O 0 0 Z 0
o 0 0o o Z
Yoi=1T;, i€ [n]', (3.25)
w—Y{y =0, (3.26)
w — Z Yii= Zoo, (3.27)
i€[n]
Diem] Yy igeme— — Y Vi jyems = (Zig)iyeme s € [t —1], (3.28)
i€[n]
Diem) Yigigjyeme— — Yi)jgemy = 2, (3.29)

One can regard X as a positive semidefinite matrix with some entries set to 0, which
can be imposed via linear constraints. Additionally, note that the objective function w
is a linear function of the entries of X, and so are the restrictions Egs. (3.25) to (3.29).
Hence, (Pcg) has the form of (P) in Eq. (2.15).

Second, we show that (Dcg) can be expressed as in the canonical form of (D) in
Eq. (2.15). We can rewrite (Dcs) as
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sup Z TiR; (ﬁCS)
i€[n]t
s.t. y07y67Ri7yi,i/7i;il S [n]sa ERS [t]
Y0 =0, y6>0, Y yyBy =0, fors € [t], (3.30)
J.i'€lnl®
Yo +yo < 1, (3.31)
Yo > Yiq, for i € [n] (3.32)
Z (yj,j/ — yij,ij’)Ej,j’ =0, forie [n], ERS [t — 1] (333)
Jj.J’€[n]®
Eo;+ Ejo
! »J J>
YoEo,0 + ';t Ry—5—=+ . 'g]t Yi,ir By = 0. (3.34)
Jen i,i’e[n

Thus, we have written (Dcg) as an optimization problem (lNDCS) on the variables
Yo, Y4, Ri, Yi,ir. Moreover, the objective function is a linear combination of these vari-
ables. Also, the constraints are positive semidefinite constraints on matrices that are
linear combinations of other matrices, where the coefficients of these linear combina-
tions are yo, ¥, Ri, ¥i,i- Putting everything together, it follows that (Dcg) is of the
form of (D) in Eq. (2.15).

Third, we show that (D¢g) is the dual of (Pcs). Equivalently, we prove that (503)
is the dual of (Pcs). To take the dual of a primal semidefinite program such as (Pcg)
it is convenient to assign a dual variable to every linear constraint. We assign R; to
the constraints in Eq. (3.25), ¥, to Eq. (3.26), yo to Eq. (3.27), and y;; to Egs. (3.28)
and (3.29). In addition, one should note that every variable in the primal corresponds
to a restriction in the dual. With this in mind, from the definition of the dual given
in Eq. (2.15), it follows that (Dcg) is the dual of (Pcs), and that the constraints of
Eq. (3.30) correspond to variable Z in (Pcs), Eq. (3.31) to varible w, and Eqgs. (3.32)
to (3.34) to variable Y.

Finally, we show that the conditions of Theorem 2.20 are satisfied by (ﬁcs) and
(ﬁcs), which implies that their values are equal. (]SCS) is feasible, as every T factors
as in Eq. (3.1) for some u,v with sufficiently large norm (if this was not true, ||T||cb

would not be a norm). In addition, we claim that the following parameters define a
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strictly positive feasible instance for (D¢s)

, 1
y0:y0:§a
% torijelnl®, sl
ij = o7 1,5 Orl np, s )
Yig 3(n+1)s J
R; =0, forie [n]".

Indeed, with these parameters Egs. (3.30) to (3.34) read as follows:

W= Wl =Wl
Y

1 n
7Idng S —
3(n+ 1)° 3(n + 1)L

n
1 0
(3 . > 0,

and these identities are true because 1 > n/(n + 1). O

Id,-, for s € [t — 1],

3.4.2 A hierarchy of SDPs to find quantum algorithms

To introduce the announced hierarchy of SDPs, we first note that by Theorem 3.6 it
follows that the smallest error that can be achieved when approximating a function

f:DC{-1,1}" — R with a t-query quantum algorithm is

E(f,t) =inf {¢ > 0 | 3 2t-linear form T : R*" x --- x xR** - R
f@)— T((@1"). ... (2.1")| <c VoD,
1T]len < 1}

Now, an immediate corollary of Theorem 3.11 is the following formulation of &£(p,t)
as an SDP.
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Corollary 3.13. Let f: {—1,1}" — [-1,1] and t € N. Then,

E(f,t) =inf €
st. >0, Y,Y =0,
Ip(a) — Z YO/,iyil e Yin| <6 y=(z,1"),V z € {-1,1}",
ie[n]?t
YO/,O = w,

Z }/;i,i Swa

i€[2n]

> Vi )igreizns = Bican)(Yijig )i gepay1, s € 26— 1,

i€[2n]

(Y{5)5.5elzn)ze = Dicen) Yijig)jgrefznjze—1s

We observe that, as a consequence of Corollary 3.13, we have that (E(f,t)): de-
termines a hierarchy of SDPs that computes quantum query complexity. Indeed, to
compute Q. (f) one can solve E(f,1), £(f,2),... and stop at the smallest t( satisfy-
ing £(f,t0) < e. Then, we will have that tg = Q.(f). Additionally, from an optimal
solution to £(f,to) one can obtain an optimal quantum algorithm. This can be easily
(but tediously) done following the constructions in the proofs of Theorem 3.6 and
Theorem 3.11 Item (i),

Comparison with other methods

There are other formulations of £(f, t) as a SDP: the aforementioned work by Gribling
and Laurent [GL19] and by Barnum, Saks, and Szegedy [BSS03]. We will compare
these three methods with ours, and also with the adversary method, which does not
compute E(f,t), but provides a SDP that directly computes the quantum query com-
plexity. We remark the following:

e The method of Gribling and Laurent does not provide a description of the ap-

proximating quantum algorithm, while the others method do.

e The sizes of the SDPs differ, as shown in Table 3.1. The ones of Corollary 3.13
are considerably smaller than the ones in [BSS03] and the size of the SDP of the
adversary method, but they are slightly bigger than the ones in [GL19].

e The adversary method loses constant factors in the characterization of quantum

query complexity, and it does not work for exact quantum query complexity. On
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# blocks | block size | # lin. ineq. # lin. eq.
Adversary method [HLv07] n |D| 0 =YD fL0)]
Barnum-Saks-Szegedy [BSS03] | nt + 2 |D| |D| O(t|DJ?)
Gribling-Laurent [GL19] 1 O(nt) 2|D[+1 O(n?)
Corollary 3.13 4 -2 | 0((2n)H) 2|D|+3 O(2t(2n)?)

Table 3.1: A comparison of the sizes of the SDPs to compute quantum query complexity.
We count the number of linear equalities, inequalities, and PSD blocks, keeping track of the
size of the largest block.

the other hand, the other three hierarchies of SDPs do characterize quantum

query complexity, including the exact case, without losing constant factors.
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Chapter 4

Grothendieck inequalities
characterizes converses to the

polynomial method

4.1 Introduction

For a Boolean function f : D — {—1,1} defined on a set D C {—1,1}", the cele-
brated polynomial method of Beals, Buhrman, Cleve, Mosca and de Wolf [BBCT01],
introduced in Chapter 3, gives a lower bound on the quantum query complexity of f
in terms of the approximate degree. Using this method, many well-known quantum
algorithms were proved to be optimal in terms of query complexity (see e.g., [BKT20]
and references therein).

Since polynomials are simpler objects than quantum query algorithms, it is of in-
terest to know how well approximate degree approximates quantum query complexity.
There are total functions f that satisfy Q(f) > dAe/g( f)¢ for some absolute constant
¢ > 1 [Amb06, ABDK16]; the second reference gives an exponent ¢ = 4 — o(1), which
was shown to be optimal in [ABDK16]. For partial functions it was recently shown
that this separation can even be exponential [AB23]. These separations rule out a
direct converse to the polynomial method, whereby a given bounded degree-2¢ poly-
nomial p can be computed by a t-query quantum algorithm A. However, since these
results concern functions whose approximate degree grows with n, they leave room for

the possibility that such an A approximates p with some error that depends on ¢.
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4.1. Introduction

For bounded polynomials of degree at most 2, a multiplicative converse to the
polynomial method was proved in [AAIT16], showing that up to an absolute con-
stant scaling, quadratic polynomials can indeed be computed by 1l-query quantum

algorithms.

Theorem 4.1 (Quadratic multiplicative converse [AAIT16]). There exists an absolute
constant C € (0,1] such that £(Cp, 1) =0 for every bounded polynomial p of degree at

most 2.
This result directly implies the following additive version.

Corollary 4.2 (Quadratic additive converse). There exists an absolute constant € €
(0,1) such that the following holds. For every bounded polynomial p of degree at most 2,
we have E(p,1) < e. In particular, one can take e = 1—C' for the constant C appearing

i Theorem 4.1.

In light of the polynomial method, Corollary 4.2 shows that one-query quantum
algorithms are roughly equivalent to bounded quadratic polynomials. The authors
of [AAT*16] asked whether this result generalizes to higher degrees. Two ways to

interpret this question are that for any k, any bounded degree-2k polynomial p satisfies:
(a) Multiplicative converse: £(Cp, k) = 0 for some C = C(k) > 0, or;
(b) Additive converse: E(p, k) < ¢ for some ¢ = e(k) < 1.

The dependence on the degree k in these options is necessary due to the known sep-
arations between bounded-error quantum query complexity and approximate degree.

Option (a), the higher-degree version of Theorem 4.1, was ruled out in [ABP19].

Theorem 4.3. For any C > 0, there exist an n € N and a bounded quartic n-variable
polynomial p such that no two-query quantum algorithm A satisfies E[A(x)] = Cp(x)
for every x € {—1,1}".

Note that Option ((a)) with C implies Option ((b)) with 1 — C, but Theorem 4.3
does not rule out Option ((a)).

Contributions of this chapter

Our first contribution concerns an error in the original proof of Theorem 4.3, which
was based on a probabilistic example. Here, we show that Theorem 4.3 holds as
stated, both by considering a slightly modified probabilistic example and by giving
a completely explicit example. More importantly, we prove a stronger result that

subsumes Theorem 4.3: we rule out the possibility of Option ((b)).
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Theorem 4.4. There is no constant ¢ € (0,1) such that for every bounded polynomial

p of degree at most 4, we have E(p,2) < e.

In the context of quantum query complexity of Boolean functions, this rules out
arguably the most natural way to upper bound Q(f) in terms of 5%(]“): First, e-
approximate f by a degree-2t polynomial p, then &’-approximate p with a t-query
quantum algorithm A, with € + ¢’ < 1, and finally boost the success probability of
A so that it approximates f, for instance by taking the majority of independent runs
of A. Corollary 4.2 gives the only exceptional case where this is possible in general.

Our second contribution concerns 1-query quantum algorithms. For the case of
bilinear forms, Theorem 4.1 was proved using a surprising application of the famous
Grothendieck theorem (see Section 2.7.1). The general form of Theorem 4.1 follows
from decoupling techniques. In this chapter, we show that the additive approximation

implied by Theorem 4.1 is optimal.

Theorem 4.5. The worst-case minimum error for one-query quantum algorithms

satisfies
1

Supg(pa 1) =1- TR
p K§

where the supremum is taken over the set of bounded bilinear forms.

This complements another well-known characterization of K& in terms of the

largest-possible Bell-inequality violations in two-player XOR games [Tsi80].

The main technical result of this chapter

Both Theorems 4.3 and 4.4 are in fact corollaries of our main result (Theorem 4.13
below), which gives a formula for £(p,t) when p is a block-multilinear form. Block-
multilinear forms already played an important role in other works related to quan-
tum query complexity [0Z15, AATT16, BSAW22], theoretical computer science [KNO7,
Lov10, KM13] and in the polarization theory of functional analysis [BH31, Har72].
The formula characterizes £(p,t) in terms of a ratio of norms appearing naturally
in Grothendieck’s theorem for bilinear forms (see Section 2.7.1). The dual formulation

of Grothendieck’s theorem asserts that for any bilinear form A : R® x R" — R,
[Alloo,x < K&l Allcb,s-

Similar norms can be defined for block-multilinear forms of higher degree. Endowing

the space of polynomials with the standard inner product of the coefficient vectors in
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the monomial basis, our formula for £(p,t) is as follows.

Theorem 4.6 (Informal version of Theorem 4.13). For a block-multilinear form p of
degree 2t, we have

E(p,t) = sup M’
q llqloo,

where the supremum runs over all block-multilinear forms q of degree 2t.

The proof of Theorem 4.6 uses a characterization of quantum query algorithms in

terms of completely bounded polynomials [ABP19].

Theorems 4.4 and 4.5 follow from Theorem 4.6 by taking suprema over particular
sequences of bounded degree-2t block-multilinear forms. From Theorem 4.6 it follows
that

sup&(p,t) = sup {(Sup (P, q) ) — |q”Cb’*} =1 —inf ”q”Cb’*. (4.1)
P q P HQHOO* H‘IHOO* q ||‘I||OO*

Now, Theorem 4.5 follows from Eq. (4.1) and the dual version of Grothendieck’s
inequality (Section 4.1). Similarly, Theorem 4.4 is proven by using Eq. (4.1) and

constructing a family of degree-4 polynomials (p,), that witnesses the failure of

Grothendieck inequality. By this we mean that (p,), exhibit the separation

pnllen (4.2)
”anoo

By duality this implies that there is a sequence (ry,), with |7y |lcb.«/||7nllco,x — O,
which alongside Eq. (4.1) implies that sup, £(p,2) = 1, as desired.

4.2 Preliminaries

Polynomials, norms and quantum query complexity

As usual we let R[zq, ..., x,] be the ring of n-variate polynomials with real coefficients,

whose elements we write as

pla)= Y cax®, (4.3)

an’%O

where x® = z{" - - - 2&" and ¢, € R. We define the support of p by

supp(p) = {a € Z%; | ca # 0}.
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For a € Z%,, write |a| = aq + - -+ + ap, which is the degree of the monomial z*. A
form of degree d is a homogeneous polynomial of degree d, i.e., a polynomial whose
support consists of « for which |a| = d. Denote by R[z1,...,z,]=q4 the space of forms

of degree d. For p as in Eq. (4.3), define its homogeneous degree-d part by

p—a(z) = Z o,

|a|=d
We endow Rlzq,...,x,] with the inner product given by
<p7 Q> = Z CQC;,
aEZgo

where ¢, and ¢/, are the coefficients of p and g, respectively.

We recall the definition of || - ||; and || - ||oc, which are seminorms of polynomials in
R[z1,...,2,], and norms on the space of multilinear polynomials.
Iplloc := sup [p(x)],
ze{—1,1}n

[Pl = Epeg—1,13Ip(2)],

where the expectation is taken with respect to the uniform probability measure.

We will work with a reformulation of the completely bounded polynomial method,

Theorem 3.6. To state it, we define the completely bounded norm of a form p.

Definition 4.7. Let p € R[zy,...,z,]=¢:. Then, its completely bounded norm is
defined by
Ipllcb = inf {||T||Cb | pla) =T(x,...,x) Va € R”},

where the infimum runs over all ¢-linear forms 7' : R™ x --- x R™ — R.

Note that we are slightly abusing notation because we have introduced two notions
of completely bounded norm for ¢-linear forms 7" : R™ x --- x R®™ — R. The first one
in Definition 2.17, where we regard 7' as a multilinear form. Furthermore, such 7" can
also be regarded as a homogeneous polynomial in n? variables, so we have defined a
second notion of completely bounded norm for it in Definition 4.7. For the rest of the
chapter, we will use the definition of Definition 4.7. However, to prove Theorem 4.5
we should show that for bilinear forms both norms are equal (see Proposition 4.25
below).
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Now, we can restate Theorem 3.6.1

Theorem 4.8 (Completely bounded polynomial method). Let p: {-1,1}" — [—1,1]
and lett € N. Then,

st. heR[xy, ..., Tnt1]=0t with ||h]lp <1
q:{-1,1}"" = R, with ¢(z) = h(z,1) Vxz € {-1,1}".

Block-multilinear forms

Theorem 4.13 is stated for a special kind of polynomials, which are the block-multilinear

forms.

Definition 4.9. Let P = {I1,...,I;} be a partition of [n] into ¢ (pairwise disjoint)
non-empty subsets. Define the set of block-multilinear polynomials with respect to P

to be the linear subspace
Vp = Spaum{ﬂci1 ey, | i €L,y € It}.

We also work with the larger space of polynomials spanned by monomials where

in the above we replace linearity by odd degree.

Definition 4.10. For a family Q C 2" of pairwise disjoint subsets, let Wg C

R[z1,...,2Zm] be the subspace of polynomials spanned by monomials ® with « € <,
satisfying
Zai =1mod2 VI € Q. (4.4)
il

We use Ig : Rlzy,...,z,] = W to refer to the projector onto Wo.

Remark 4.11. Given a partition P of [n], we have Vp C Wp. In particular, Vp consists

of precisely the multilinear polynomials in Wp.

Although the projector IIg onto Wy is properly defined on the space of polynomials
of n variables, we will slightly abuse notation and let it act on a t-tensor T' € R™**"

as follows. Define Zg C [n]' to be the set of ¢-tuples that contain an odd number of

LA direct reformulation of Theorem 3.6 would be with the polynomial h below belonging to
R[z1,...,%2n]=2¢, instead of R[z1,...,xnt1]=2¢, However, in [GL19] it was observed that only one
extra variable is needed.
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elements from each set in Q. Then, we let IIgT" be the tensor given by

T; ifiEIQ,

i (4.5)
0 otherwise.

(T ); == {
Tt is not hard to see that if p is a polynomial satisfying T'(x,...,z) = p(z) for every
x € {=1,1}", then UoT(x,...,x) = lgp(z) for every z € {—1,1}".

We note that all the norms and seminorms we have mentioned are norms on the
space Vp for any partition P of [n]. Hence, we can take the dual of these norms with
respect to this subspace, so from now on ||p||ec,« and ||plcb,« will be the dual of ||p||eo
and ||p||ecb of Vp, respectively. By contrast, when we write || R||cp « for some t-tensor
R™> X" we refer to the dual norm of the completely bounded norm of R with respect
to the whole space of t-tensors.

We stress that || - [leo,« need not be equal to || - ||;. This is because we are taking
the dual norms with respect to Vp and not with respect to the space of all multilinear
maps, in which case the dual norm would be ||p||;. The following example shows that
D)oo # 7l in general.

Example 4.12. Consider n =3, ¢t =1 and p = (x1 + 22 + x3)/3. Then, ||p|l; > 1/3,
but ||p|leo.« < 1/3. Indeed, as [p(z)| > 1/3 for every x € {—1,1}® and |p(x)| > 1/3 for
some x € {—1,1}3, we have that ||p|[; > 1/3. On the other hand, in this case P = {[3]}
so Vp is the set of linear polynomials. Note that if ¢ is linear, then [|§||1 = ||¢||c0, Where

G is the Fourier transform of q. Hence

o A 1
9]l 00,« = sup  (p,q)= sup  (p,4) < sup |pllsolldlls = 3
q€Vp,|lallee <1 qeVp,|lq|li <1 [[gll1 <1

where in second equality we used Parseval’s identity.

4.3 &(p,t) for block-multilinear forms

In this section we formally state and prove our main result:

Theorem 4.13. Let P be a partition of [n] in 2t subsets and p € Vp. Then,

E(p,t) =suwp {(p,r) = [I7llev« [ 7€ VP, [rllcc <1}

For the proof, we use more convenient expressions for the completely bounded

norms and the fact that the projector Il is contractive under several norms.
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Contractivity of the projector Ilg.

A key element of the proof of Theorem 4.13 is that can restrict the infimum in Theo-
rem 4.8 to the space of polynomials Wg given in Definition 4.10. To do that, we prove
that the orthogonal projector onto this space, IIo is contractive in several norms.
This will follow from the fact that IIg has a particularly nice structure in the form
of an averaging operator. Let Q be a family of disjoint subsets of [n]. For each
I € Q let z; be a random variable that takes the values —1 and 1 with probability
1/2 and let z = (z1)1eg. For a bit string « € {—1,1}", we define the random variable
x-z€{-1,1}" as

. x;zr if i € I for some I € Q,
(z-2)() =

T; otherwise.

For a matrix-valued map A : [n] — M(d) we define the random variable A - z in an

analogous way.

Proposition 4.14. For any p € Rlzy,...,z,] and © € R™, we have that

Hop(e) = E-[p(z-2) [ =]

IeQ

Similarly, for any t-tensor T € R™ " *"  positive integer d and matriz-valued map
A: [n] = M(d), we have that

oT(A) = E,

T(A:2) H z;] .

IeQ

Proof. By linearity, it suffices to prove the equality for monomials. Let a € Z%,. Then

(z-2)° H 2 = % H z;+2161ai.

IeQ IeQ

we have

It follows that

r* 1+, 0, =0mod2VI € Q,

E. [(m cz)® H zl] =

I€Q 0  otherwise.

It remains to observe that this is precisely the projection of ® on Wg. The statement

for tensors follows analogously. O
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Finally, we prove that Il is contractive with respect to the relevant norms.

Lemma 4.15. Let Q be a family of disjoint subsets of [n] and p € R[zy,...,z,] and
let norm € {cb, 0o, 1} where for the cb-norm we moreover require p to be homogeneous.
Then

ITopllnorm < [IPllnorm-

Proof. First, we consider the || - || norm. For every z € {—1,1}", we have that
z-z€e{-1,1}", so

Mop(x)| < Ealp(a-2) [] 21l = Balp(@ - 2)| < Ellplloo = [IPlloo
IeQ

where in the first inequality we used Proposition 4.14 and the triangle inequality.

Second, we consider || - ||cb. Arguing as in the || - || case and using Definition 4.7,
it follows that for any t-tensor T' € R™* " *™ we have that |IIgT||cb < || T]lcb. Given
that Igp(x) = T (z) if p(x) = T'(x), it follows that

Mopllen < Mo et < [Ten

for every t-tensor T € R™* " *™ guch that T'(x) = p(z). Taking the infimum over all
those T' we arrive at ||Ilgpller < ||P||cb-

Finally, for || - ||; we have

Moply = EalEop(a - 2) [] 21 € BoBalp(z - 2)| = EzEalp(x)| = |Ipl1,
IeQ

where in the first equality we have used Proposition 4.14 and in the third we have used
the fact that the uniform measure is invariant under multiplication by z € {—1,1}".
O

Putting everything together

We are now ready to prove Theorem 4.13. To this end, we start from the expression
given in Theorem 4.8 for £(p,t) and let h € R[z1, ..., Tny1]=0r with |||, < 1 and let
q:{-1,1}" = R be defined by ¢(x) = h(z, 1) for every z € {—1,1}".

We first show that we can project ¢ (and h) onto Wp and obtain a feasible solution
whose objective value is at least as good as g. Since P is a partition of [n], it defines a
family of disjoint subsets of [n+ 1], so by Lemma 4.15, we have |[|[IIphllcr, < |[A]lcb < 1.
Since the degree of h is at most 2¢, the polynomial IIph has degree at most 2t.
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This shows that each monomial in its support contains exactly one variable from
each of the 2t sets in P. We can therefore observe that IIph does not depend on
Tpa1. Since h(z,1) = q(z), we have IIph(z,1) = Upg(x) and therefore pg € Vp.
From Definition 4.7 follows that ||IIpg|lc, < 1. Indeed, applying IIp to a 2t-tensor
T € RHD>X-(41) that certifies ||k, < 1 results in a tensor IIpT' that satisfies
IIpT(i) = 0 whenever i contains an index equal to n + 1. So, IIpT(z,1) = Hpg(x)
for every x € {—1,1}" and thus IpT, viewed as a 2t-tensor in R™ " *"  certifies

IIpqller < 1. For the objective value of IIpq we finally observe that

P = pgllec = TP (P = @)llse < 1P = ¢l

where we used that p € Vp in the equality and Lemma 4.15 in the inequality. This
shows that

E(p,t) > inf{|lp — qlloo | ¢ € Vp with [|q][cr <1}

To show that the above inequality is in fact an equality it suffices to observe that given
a polynomial ¢ € Vp, we can define h € Rlx1, ..., Zpt1] as h(x, 2n41) = ¢(x) and then
we have [|hfleb < lg]len-

Finally, in the above reformulation of £(p,t), we can express ||p — ¢||oo in terms of

its dual norm and obtain

E(p,t) =infsup (p—gq,r)
q T

s.t. g € Vp with [|g|l <1,

r € Vp with ||r] e« < 1.
Finally, we need the von Neumann’s minimax theorem (see [Nik54] for a proof).
Theorem 4.16 (Minimax). Let X and Y convexr compact sets. Let f: X xY — R
such that f is concave in the first variable and convex in the second. Then,

sup inf f(z,y) = inf su z,Y).
zegyeyf( y) yeyme?(f( y)

The desired result then follows by exchanging the infimum and supremum, which we

are allowed to do by Theorem 4.16.
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4.4 Separations between infinity and completely bounded

norms

In this section we show that the completely bounded norm of a degree 4 bounded

polynomial can be unbounded. In other words, we prove the following Theorem.

Theorem 4.17. There is a sequence p, € Rlxy,...,zy]=4 such that

llpnllcb
(7221

To prove Theorem 4.17 we first provide a framework to lower bound the completely
bounded norm inspired on a technique due to Varopoulos [Var74].2 Second, we con-
struct two sequences of bounded polynomials, one random and one explicit, that fit in

that framework and have unbounded completely bounded norm.

Lower bounding the completely bounded norm

We will first talk about general cubic forms, that is polynomials given by:

p(z) = Z cs Hﬂfn (4.6)

se(lnly €S

where the cg are some real coefficients. We will lower bound its completely bounded
norm. Then, we will extent this lower bound to an associated quartic form, given by
zop(x). For i € [n], define the ith slice of p to be the symmetric matrix M; € R"*"
with (j, k)-coefficient equal to cy; ;) if 7,7,k are pairwise distinct and 0 otherwise.
Then, define

A(p) = Mo
(p) grel?rﬁll llop

Lemma 4.18 (tri-linear Varopoulos decomposition). Let p be an n-variate multilinear
cubic form as in (4.6). Then, for some d € N, there exist contractions A(1),...,A(n) €

2We use the same construction as the one proposed by Varopoulos, but we apply it to multilinear
polynomials, which gives it the extra property displayed in Eq. (4.7)
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My and orthogonal vectors u,v € S%~' such that [A(j), A(i)] = 0, and

A(i)? =0 (4.7)

(u, A(i)v) =0 (4.8)

(u, A(i))A(j)v)y =0 (4.9)

(u, A A A(kyo) = 228 (4.10)

for all pairwise distinct i, 7,k € [n].

Proof. For each i € [n], define M; as above. Define W; = A(p)~*M; and note that W
has operator norm at most 1. For each i € [n], define the (2n + 2) x (2n + 2) block

matrix

wrT

(3

-
€

where the first and last rows and columns have size 1, the second and third have
size n and where the empty blocks are filled with zeros. Define u = €911 and v = e;.
The rest of the proof is identical to the proof of [BP19, Lemma 2.11], except for the
property that A(7)2 = 0. This follows from the fact that

A(i)? =

Wle;

2

e-irWiT
and that the ith row and ith column of M; (and hence W;) are zero. O
Corollary 4.19. Let p be an n-variate multilinear cubic form as in (4.6). Sup-

pose that an (n + 2)-variate quartic form h € Rlzg,x1,..., Ty, 2] satisfies h(z,1) =
2op(x1, ..., 2y) for every x € {—1,1}"*L. Then,

lIplI3
hlleb > .
[[A]|ch A D)

Proof. From the orthonormality of the characters, it follows that h and zgp have
equal coefficients for each quartic multilinear monomial in the variables xg, ..., Zy,
which are cg for zgxs with S € ([’;]) and 0 otherwise. Let A(1),...,A(n) € By,
and u,v € S¢ be as in Lemma 4.18, and extend A by A(0) = I,A(n + 1) = 0.
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Commutativity and properties (4.7)—(4.9) imply that if a quartic monomial expression
A((4,4,k,1)) with 4,5,k,1 € {0,...,n + 1} has repeated indices or an index equal
to n+1, then (u, A((¢, 4, k,1))v) = 0. With this, it follows that, for every T} such that
Th(x,...,z) = h(x), we have

Tl > > Ti<u,A(i)v>: 3y cs<u7 A(O)HA(i)v>. (4.11)

ie({0}u[n+1])4 Se([g]) €S

Finally, if we use that A(0) = Id, property (4.10) and Parseval’s identity, we obtain

the desired result:

2
[Blles = inf [Thlles > > eslu, [[AGw) =A@ > c%:lp”?

SG([g]) €S Se([g]) (p

=

A separation based on a random example

We begin by defining a random cubic form as in (4.6) where the coefficients cg are
chosen to be independent uniformly distributed random signs. Parseval’s identity then
gives [|p||3 = (g) We now use a standard random-matrix inequality to upper bound
A(p) (see [Taol2, Corollary 2.3.6] for a proof).

Lemma 4.20. There exist absolute constants C,c € (0,00) such that the following
holds. Let n be a positive integer and let M be a random n X n symmetric random
matriz such that for j > i, the entries M;; are independent random variables with

mean zero and absolute value at most 1. Then, for any T > C, we have

Pr[||M|op > 74/n] < Ce™".

Applying Lemma 4.20 to the slices M; and the union bound then imply that A(p) <
C'y/n with probability 1—exp(—Cn). By Hoeffding’s inequality [BLM13, Theorem 2.8]
and the union bound, we have that ||p||cc < Cn? with probability 1 — exp(—Cn).
Rescaling p then gives that there exists a bounded multilinear cubic form such that
Ipll3/A(p) > Cy/n. Now Theorem 4.17 follows from Corollary 4.19.
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A construction based on an explicit example

We also give an explicit construction using techniques from [BP19], which were used
there to disprove a conjecture on a tri-linear version of Grothendieck’s theorem. We do
not exactly use the construction from that paper because it involves complex functions.
Instead, we will use the M&bius function (defined below), which is real valued and has

the desired properties.

The construction uses some notions from additive combinatorics. For a function

f:7Z, — [-1,1] (on the cyclic group of order n), define the 3-linear form

p(x1, x2,x3) = Z Z1,0%2,a4+bL3,0+26 f (a + 3b).
a,bEZLy,

where x1, 29,23 € {—1,1}" and the sums of a and b are done in Z,.

We begin by upper bounding A(p). The polynomial p has 3n slices, M, , € RBIXZn
for each i € [3] and a € Z,,, which we view as 3 x 3 block-matrices with blocks indexed
by Zy,. The slice M , is supported only on the (2, 3) and (3, 2) blocks, which are each
others’ transposes. On its (2, 3) block it has value f(a+3b) on coordinate (a+b, a+2b)
for each b. In particular, this matrix has at most one nonzero entry in each row and
column. It follows that a relabeling of the rows turns M , into a diagonal matrix
with diagonal entries in [—1,1], and therefore ||M7 4llop < 1. Similarly, we get that
| M; allop <1 fori=2,3. Hence,

A(p) < 1. (4.12)

for any choice of f.

Now we will choose a specific f for which we will be able to upper bound ||p||o. and
lower bound ||p||3. Identify Z,, with {0,1...,n—1} in the standard way. We choose f
to be the Mobius function restricted to this interval. That is, set f(0) = 0 and for
a > 0, set

1 if a is square-free with an even number of prime factors
f(a) = ¢ —1 if a is square-free with an odd number of prime factors

0  otherwise.
The infinity norm of p can be upper bounded in terms of the Gowers 3-uniformity
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norm of f. This norm plays a central role in additive combinatorics and is defined by

1

[ fllos = (Ea,bl,bg,b3€Zn H fla+c1by + caby + C3b3)) "
ce{0,1}3

The proof of the announced bound can be found in [Gre07, Proposition 1.11].

Lemma 4.21 (generalized von Neumann inequality). Suppose that n is coprime to 6.
Then, for any f : Z, — [—1,1], we have that

Iplloe < 22| £lles.

A recent result by Tao and Terdvéinen [TT23] given an upper bound to the Gowers

3-uniformity norm of the Mdbius function.

Theorem 4.22. Let f : Z, — R be the Mdébius function. Then,

1

< —
s < oo

for some constant C > 0.

Combining Lemma 4.21 and Theorem 4.22 it follows that

2

1Pl < ( (4.13)

_n
loglog n)¢

for some constant C' > 0.

To lower bound ||p||3 we begin using Parseval’s identity, which implies that

ol =n Y f(a)*. (4.14)

a€Ln

Given that |f(a)|? is 1 if a is square-free and 0 otherwise, we can use a classical result

of number theory to lower bound ||p||3 (see [HW 79, page 269] for a proof).

Proposition 4.23. There are -5n — O(y/n) natural numbers between 1 and n that

are square-free.

From Eq. (4.14) and Proposition 4.23 follows that

b3 = Syn? — O(Vd) (415)
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Finally, we substitute p by p/(n?/(loglogn)®), and it follows from Eqs. (4.12),
(4.13) and (4.15) that p is bounded and

Ipl3 _ 6 c
~ ~ > —(loglogn)™ —o(1).

Alp) ~
Again, Theorem 4.17 now follows from Corollary 4.19.

Remark 4.24. The jointly completely bounded norm of p is given by

[Pllieb = sup I>" A(1,a)A(2,a+b)A(3,a+ 2b) f(a + 3)],
a,beZy,

where the supremum is taken over maps A : [3] x [n] — C?*¢ such that || A(i,a)|op < 1
and [A(i,a), A(j,b)] = [A(i,a), A(j,b)T] = 0 for all i # j and a,b € Z,,. This norm can
also be stated in terms of tensor products and the supremum is attained by observable-
valued maps. As such, this norm appears naturally in the context of non-local games.
It was shown in [BBB*19] that Proposition 4.21 also holds for the jointly completely
bounded norm, that is ||p|ljcr < n?|f|lys. The proof of Corollary 4.19 easily implies
that ||p|len > |Ipl|3/A(p). This was used in [BP19] to prove that the jcb and cb norms

are inequivalent.

4.5 Grothendieck inequalities characterize converses

to the polynomial method

In this section, we show, as a corollary of Theorem 4.13, that Grothendieck inequal-
ities characterize converses to the polynomial method. By this we mean that: i) for
1-query algorithms an additive converse is possible and moreover this converse char-
acterizes K g; and ii) for 2-query algorithms no additive converse is possible, because

Grothendieck’s inequality fails for 3-linear forms.

4.5.1 Characterizing K} with 1-query quantum algorithms

Here we prove Theorem 4.5. Before doing that, we should prove Definition 2.17 and
Definition 4.7 coincide for bilinear forms, so we can apply Grothendieck’s Theorem,
which uses Definition 2.17, into Theorem 4.13, which uses Definition 4.7.

Proposition 4.25. For bilinear forms Definitons 2.17 and 4.7 coincide.
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Proof. Let T : R x R® — R be a bilinear form. In this proof we will use ||T||cp
to refer to the quantity defined in Definition 2.17, and we will write the quantity of
Definition 4.7 as

ITllg = inf {1l | T(2) = R(z,2) ¥ @ € R" x R"},

where the infimum runs over all bilinear forms R : (R"” x R") x (R™ x R") — R.

We first prove that ||T'|| 5 = [|[Tsyml|cb, Where Ty @ (R™ X R™) x (R™ x R") — R is
the only symmetric bilinear form such that T'(z) = Tyym(z, x) for every x € R” x R™.
On the one hand, by definition, it follows that || 7’| 5, < ||Tsym|/cb- On the other hand,
consider a bilinear form R : (R™ x R") x (R"™ x R™) — R such that T'(z) = R(x, x) for
every € R” x R". We define R" : (R” x R") x (R" x R") — R as the bilinear form
obtained by transposing the matrix associated to R as in Definition 2.14. We have that
Tiym = (R+ R")/2 and that T(z) = R"(z, ) for every x € R" x R". Furthermore, it
is satisfied that

1B len = sup {I| Y- Ry AGBG)| | A B() € Bas, | (4.16)
i
= sup {I| 3 Ry BG)TAGT| | AG), BG) € B, |
i
= [[Rllen,
where we use (twice) that for any matrix M we have |M|| = ||[MT||. Thus, we have

that [[Rl[co 2 | Tsymlleb, so [T, = [[Tsymleb-
0 T
Second, we prove that ||T||cb = [|Tsyml|lcb- We observe that Tyym = % T 0).
Thus, we immediately have that ||T||cb < ||Tsym||cb. Also, it is satisfied that

1 0 T 0 0
Tl < 5 || H
H sy ||cb =9 < (O O) b + 7T 0/ lleb

1
< 5 (IThen + 177 )

1T eb

N

where the last equality uses (4.16). O

We recall that it was shown in [AAI*16] that for every bilinear form there exists

a l-query quantum algorithm that makes additive error at most 1 — 1/KE. It thus
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remains to show the lower bound.

Theorem 4.5. The worst-case minimum error for one-query quantum algorithms

satisfies
1

sup&(p,1) =1—- —,
» K¢

where the supremum is taken over the set of bounded bilinear forms.

Proof. Theorem 4.13 shows the following:

sup E(p,1)= sup  sup (p,7) — |7l (4.17)
pEBB Iplloe <1 Il oc,- <1
= sup |7lloos = I7llcb « (4.18)
7 oo, <1

= swp 1 [lrlleve-

lIrlloo,«=

It thus remains to show that for bilinear forms ||7| s« < Kg||7|lcb«. We do so start-
ing from Grothendieck’s theorem for matrices. It states that for A € R™*™ we have
|Alleh < K&||Al|oo- Each bilinear form ¢ : {—1,1}" x {—1,1}" — R uniquely corre-
sponds to a matrix A € R"*" such that q(x,y) = 2" Ay. Moreover, for such ¢ and A
one has ||¢]|oc = [|A]lcc (immediate) and in Proposition 4.25 we showed [|¢||cr, = || Allcb,

50 [|qlleb < KE|/g||oo- A duality argument then concludes the proof:

Irlloc,s = sup (r.q) < sup (r,q) = KGl|rllen,s-
lalloe <1 lallen <K%

O

Remark 4.26. If in Theorem 4.5 we restrict the supremum to bilinear forms on n +n
variables, for a fixed n, then we obtain a characterization of K& (n) instead of K.
Here, K&(n) = sup || Alleb/|| Al s, Where the supremum is taken over all non-zero n x n

real matrices.

4.5.2 No converse for the polynomial method

In this section we show that there is no additive nor multiplicative converse for polyno-
mials of degree 4 and 2-query algorithms. In other words, we will prove Theorems 4.3
and 4.4. Before doing that, we explain what was the error in the proof of Theorem 4.3
given in [ABP19].
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Their proof arrives at the equation

dsr®=C Y dea® Vaze{-1,1}", (419
«,8€{0,1,2,3,4}":|a|+|B|=4 ae{0,1}7:|a|=4

where d], 5, do and C are some real numbers, = stands for [[;_, z{" and |a| for
> iy ;. It follows from the orthogonality of the characters that dl, ; = Cd, for all
a € {0,1}" such that |a| = 4. What is used, however, is that d, , = Cd, for all
a € {0,1,2,3,4}™ such that |a] = 4, which is not true in general. For instance if
n=1,C=1and d’(270))(072) =
then (4.19) becomes 22> — 1 =10, Vo € {-1,1}.

—d'(o 0),(4,0) = 1 and the rest of the coefficients set to 0,

We now prove that there is no additive converse, from which the non-multiplicative

converse result quickly follows.

Theorem 4.4. There is no constant ¢ € (0,1) such that for every bounded polynomial
p of degree at most 4, we have E(p,2) < e.

Proof. For any partition P of {0} U [3n] in 2¢ subsets, Theorem 4.13 shows that

sup  E(p,t) = sup sup (2 7) = I7lleb,«
pEVp,Iplee <1 PEVE, [Pl <1 1€V, [rloo,. <1
= sup [7lloo,x = 17 llcb,«

T€VR,|Irfloo,« <1

= sup 1= rfleps
Tev‘PaHT”oo,*Zl
Consider now the case t = 2 and the partition P, = {{0},{1,...,n},{n+1,...,2n},
{2n +1,...,3n}} of {0} U [3n]. In Theorem 4.17 a sequence of forms p,, € Vp, was
constructed with the property that

l[Pnlcb
Hanoo

(4.20)
Hence, by a duality argument we get that there is a sequence 7, € Vp, such that

70 lleb,«/||Tnllco« — 0. Indeed, suppose towards a contradiction that there is a K > 0

such that for every n € N and every r € Vp_ we have that ||r||cp « > K||7||co,«. Then,

Il (rp) < — (r.p) = — |l
Pllecb = sup rp)Ss 7= Sup T P) = == ||Pl|loc
7]l <1 K w1 K
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which contradicts Eq. (4.20). The sequence r,, shows that

sup E(p,2) =1,
PEVP, ,|Iplloec <1,nEN

which implies the stated result. O

Theorem 4.3. For any C > 0, there exist ann € N and a bounded quartic n-variable
polynomial p such that no two-query quantum algorithm A satisfies E[A(x)] = Cp(x)
for every x € {—1,1}".

Proof. First note that we can assume C < 1, because |E[A(z)]| <1 for any algorithm
A and any z € {—1,1}". Assume that there exists 0 < C' < 1 such that for every
bounded p of degree 4 there is a 2-query algorithm A with E[A(x)] = p(z) for every
x € {—1,1}™. We claim that that A approximates p up to an additive error 1 — 1/C,
which contradicts Theorem 4.4. Indeed,

Ip(z) — E[A(@)]| = [p(z)(1 - C)[ <1 - C.
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Chapter 5

Towards Aaronson and
Ambainis conjecture via
Fourier completely bounded

polynomials

5.1 Introduction

Understanding the quantum query complexity of Boolean functions f : D — {—1,1},
where D is a subset of {—1,1}", has been a crucial task of quantum information
science [Amb18]. Many celebrated quantum algorithms show an advantage in terms of
query complexity, for example in unstructured search [Gro96], period finding [Sho97],
Simon’s problem [Sim97], NAND-tree evaluation [FGGO7] and element distinctness
[Amb07]. However, these advantages are limited to be polynomial in the case of
total functions (those with D = {—1,1}"), while they can be exponential for highly
structured problems (informally, this means that |D| = 0(2")), such as for Simon’s
problem [Sim97], period finding [Sho97] or k-fold forrelation [AA15, Tal20, BS21,
SSW21]. It is widely believed that a lot of structure is necessary for superpolynomial

speedups!. The following folklore conjecture, which has circulated since the late 90s,

1Recently, Yamakawa and Zhandry showed that superpolynomial speedups can be attained in
unstructured search problems. That does not contradict that structure is needed to achieve super-
polynomial speedups in decision problems, which are those modeled by Boolean functions [YZ22].
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but was first formally posed by Aaronson and Ambainis [AA09], formalizes this idea.

Conjecture 5.1 (Folklore). The biases of t-query quantum algorithms can be simu-
lated with error at most ¢ on at least a (1—0)-fraction of the inputs using poly(¢, 1/¢,1/6)

classical queries.

In other words, it is believed that quantum query algorithms can be approximated
almost everywhere by classical query algorithms with only a polynomial overhead.

A route towards proving Conjecture 5.1 was designed by Aaronson and Ambainis
using that the bias of quantum query algorithms are polynomials. Indeed, Beals et al.
[BBCT01], proved that the bias of a t-query quantum algorithm is a bounded polyno-
mial p: {—1,1}" — R of degree at most 2¢t. Based on this observation, Aaronson and
Ambainis conjectured in [AA09] that every bounded polynomial of bounded degree

has an influential variable.

Conjecture 5.2 (Aaronson-Ambainis (AA)). Let p: {—1,1}" — R be a polynomial

of degree at most ¢ with [|p||loc < 1. Then, p has a variable with influence at least
poly(Var[p], 1/t).

The argument of [AA09, Theorem 7] to show that Conjecture 5.2 would imply
Conjecture 5.1 works as follows. Let p the bounded polynomial of degree at most 2¢
that represents the bias of ¢ query quantum algorithm. Say that we want to approx-
imate p(y) for some y € {—1,1}". First, query an influential variable ¢ of y. Then,
the restricted polynomial p|x(i):y(i) would also be a bounded polynomial of degree
at most 2t, so we can query again an influential variable. Given that the influences
of these variables are big, after a small number of queries the remaining polynomial
would have a low variance, so if we output its expectation it would be close to p(y)
with high probability.

A few reductions to other conjectures have been made. The first one is that is
sufficient to prove the conjecture for one-block decoupled polynomials [OZ15]. Very
recently, Lovett and Zhang stated two conjectures related to fractional certificate com-
plexity that, if true, would imply the AA conjecture [LZ22]. Also recently, Austrin
et al. showed a connection of the AA conjecture with cryptography: they proved
that if the AA conjecture is false, then there is a secure key agreement in the quan-
tum random oracle model that cannot be broken classically [ACCT22]. The most
recent work in this line of research is the one by Bhattacharya, who showed that
the conjecture is true for random restrictions of the polynomial [Bha25]. Regarding

particular cases, it is only known to be true in a few scenarios: Boolean functions
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f{-1,1}" - {-1,1} [Mid05, OSSS05, JZ11], symmetric polynomials [Ival9], mul-
tilinear forms whose Fourier coefficients are all equal in absolute value [Mon12] and
block-multilinear completely bounded polynomials [BSdW22].

The last result is relevant in this context because Arunachalam, Briét and Palazue-
los showed that the biases of quantum query algorithms are polynomials that are not
only bounded, but also completely bounded [ABP19] (see Theorem 3.6). This is a
more restricted normalization condition, which can be informally understood as the
polynomial taking bounded values when evaluated not only on bounded scalars, but
also on bounded matrix inputs. This way, one could try to use this extra condition to
prove results about quantum query algorithms.

This idea was first put in practice by Bansal, Sinha and de Wolf [BSdW22]. They
showed that the AA conjecture holds for completely bounded block-multilinear forms,
which implies an almost everywhere classical simulation result, similar to Conjec-
ture 5.1, for the amplitudes of certain quantum query algorithms. These algorithms
query different (non-controlled) bit strings on every query, while Conjecture 5.1 con-

cerns algorithms that query the same controlled bit string on every query.

Results of this chapter

We follow that line of work and use the characterization of [ABP19] to design a route
towards Conjecture 5.1. Our first result is a new presentation of that characteriza-
tion that is more convenient for our purposes. To do this we introduce the Fourier
completely bounded t-norms (|| - ||feb,¢), which are relaxations of the supremum norm.
In these norms we not only take the supremum of the values that the polynomial
takes over Boolean strings as in Eq. (2.12), but also on matrix inputs that behave like
Boolean strings. We will not include formal definitions in the introduction, but we
illustrate the concept of having Boolean behavior of degree t with an example. For
m € N, we denote the m x m real matrices by M,,. Say that ¢t = 4 and n = 6, then if a
pair of vectors u,v € R™ and a string of matrices A € (M,,)® have Boolean behaviour

of degree 4, they satisfy, for instance,
(u, A(DA(1)A(2)AB)v) = (u, A(5)A(2)A(3)A(5)v),

because they should simulate the relation (1)z(1)x(2)z(3) = z(5)x(2)z(3)z(5) sat-
isfied by any Boolean string {—1,1}%. As the reader might guess, (u,v, A) will have
Boolean behavior of degree ¢ if it simulates the relations of F5 that involve product of

t of the canonical generators.
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Using the Fourier expansion of polynomials defined on the Boolean hypercube
we will introduce a natural way of evaluating polynomial in matrix inputs that have
Boolean behavior, which allows us to introduce the Fourier completely bounded ¢-

norm.

Definition 5.3. (Informal version of Definition 5.10) Let p : {—1,1}" — R be a

polynomial of degree at most ¢. Its Fourier completely bounded t-norm is given by

[Pllgeb,¢ == sup |p(u, v, A)] (5.1)
where the supremum is taken over all (u,v, A) that have Boolean behavior of degree t.

After a reinterpretation of the semidefinite programs proposed in [GL19] to char-
acterize quantum query complexity, based on [ABP19], we show that the Fourier

completely bounded ¢-norms are those that characterize quantum query algorithms.

Theorem 5.4. Let p : {—1,1}" — R. Then, p is the bias of a t-query quantum
algorithm if and only if its degree is at most 2t and ||p||ep2t < 1.

This new presentation of the main result of [ABP19] is more compact than the
original one. It is presented directly in terms of polynomials of the Boolean hypercube,
does not involve a minimization over possible completely bounded extensions of p as
in Definition 4.7, and eludes the use of tensors/multilinear forms.

Given that the Fourier completely bounded ¢-norms are at least the supremum
norm?, Theorem 5.4 suggests that Conjecture 5.2 may be more general than necessary.
Hence, we propose the following weaker conjecture, that would also imply Conjecture
5.1.

Conjecture 5.5. Let p : {—1,1}" — R be a polynomial of degree at most ¢ with
IPllteb,e < 1. Then, p has a variable with influence at least poly(Var[p],1/t).

Using a generalization through creation and annihilation operators of the con-
struction used by Varopoulos to rule out a von Neumann’s inequality for degree 3

polynomials [Var74], we can prove a particular case of Conjecture 5.5.

Theorem 5.6. Let t € N. Let p : {—1,1}" — R be a homogeneous polynomial of

degree t and with ||p||ten+ < 1. Then, the mazimum influence of p is at least Var[p]?.

2From the results of [BP19] it can be inferred that there is a sequence of polynomials p, of degree
3 such that ||pn||tcb,3/]|Pnllcc —n 0.
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The proof of the homogeneous case does not straightforwardly generalize (see Re-
mark 5.20), but it suggests a way to solve the general case (see Remark 5.21). In
particular, we propose Question 5.22 (that reminds of tensor networks and almost-
quantum correlations), which if answered affirmatively would imply Conjecture 5.5.

Theorem 5.6 is the first result concerning the AA conjecture whose constant has
no dependence on the degree (to prove Conjecture 5.1 we could afford a polynomial
dependence on the degree). Also, it requires considerably fewer algebraic constraints
than the other particular cases for which we know AA conjecture to hold. In addition,
thanks to Theorem 5.4, it can be interpreted directly in terms of quantum query

algorithms.

Corollary 5.7. Lett € N. Let A be a t-query quantum algorithm whose bias is a
homogeneous polynomial p : {—1,1}" — R of degree 2t. Then, the mazimum influence

of p is at least Var[p]?.

With a similar construction as the one we used for Theorem 5.6, we can reprove the
results of [BSdW22] regarding the influence of block-multilinear completely bounded
polynomials. These polynomials have a particular algebraic structure and also a nor-

malization condition when evaluated on matrix inputs (see Section 5.4.1 below).

Theorem 5.8. Let t € N. Let p : {—1,1}"*" — R be a block-multilinear degree t
polynomial with ||p|lcs < 1. Then, p has a variable of influence at least (Var[p]/t)?.
What is more, if p is homogeneous of degree t, then it has a variable of influence at
least Var[p]?.

Theorem 5.8 corresponds to [BSdW22, Theorem 1.4], where Bansal et al. proved
the same result but with influences at least Var[p]?/[e(t + 1)*] in the general case and
with Var[p]?/(t+1)? in the homogeneous degree ¢ case. Their proofs involve evaluating
p in random infinite dimensional matriz inputs, which they can control using ideas of
free probability. However, our proof evaluates p in explicit finite dimensional matrix
inputs, is shorter and obtains better constants. In particular, our constant for the

homogeneous case is optimal.

5.2 The Fourier completely bounded ¢-norms

There is a vast theory concerning the properties of multilinear maps 7" : R™" x- - - xR"™ —
R that are completely bounded, i.e., bounded when they are extended to matrix do-

mains [Pau03]. However, to the best of our knowledge, there is no notion of being
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completely bounded for polynomials p : {—1,1}" — R defined on the Boolean hyper-
cube. Here, we propose a matrix notion of behaving like a Boolean string. Then, using
the Fourier expansion of these polynomials we define the evaluation of the polynomi-
als on these matrix inputs that behave like Boolean strings. Finally, we introduce the
Fourier completely bounded ¢-norms and prove a few of their properties.

We recall that every p: {—1,1}" — R can be written as

p(z) =Y (S [[ =), (5.2)

SCn) =X

where p(S) are the Fourier coefficients of p. We say that p has degree at most ¢ if
p(S) = 0 for every |S| > ¢, where |S| denotes the cardinality of S.

We will be interested on simulating the behavior of bit strings = € {—1,1}" x {1}

t

with one extra frozen variable3. Given t € N and i,j € [n + 1]* we say that i ~ j, if

z(i1)...2(ig) = 2(j1) . .. x(jq) for every z € {—1,1}" x {1}. (5.3)
In other words, if we define
Si = {k € [n] : k occurs an odd number of times in i},

then i ~ j if and only if S; = Sj. Note that n + 1 does not belong to these sets S;.
Given S C [n] with |S| < t, we write [i¥] to denote the equivalence class of indices i
such that S; = S.

Definition 5.9. Let n,t,m € N. Let u,v € S~ ! and let A € (B,,)". We say that
(u,v, A) has Boolean behavior of degree t if

(u, A(ir) ... A(ia)v) = (u, A(j1) . .. A(ja)v)

for all i,j € [n + 1]* such that i ~ j. We call %" to the set of (u,v, A) with Boolean
behavior of degree t.

Informally, having Boolean behavior of degree ¢t means that the relations of Eq. (5.3)
and some normalization conditions are satisfied. In particular, for any bit string
x € {—1,1}" x {1} and any t € N, we have that (1,1,2) has Boolean behavior of
degree t.

3The extra variable set to 1 is there because quantum query algorithms query a controlled bit
string. A non-controlled version, which would not require that extra variable.
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Also note that given t € N, for every S C [n] with |S| < ¢ there is at least one
i € [n+ 1]* such that S; = S. Thus, given (u,v, A) with Boolean behavior of degree
t, for every |S| <t the product [], g 2(i) can be simulated (in a unique manner) by
(u, A(i7) ... A(i5)v). In particular, this means that for a polynomial p of degree at
most ¢, we can define through Eq. (5.2) an evaluation of p on every (u, v, A) that has
Boolean behavior of degree ¢, which leads to the definition Fourier completely bouded

t-norm.

Definition 5.10. Let p : {—1,1}" — R be a polynomial of degree at most ¢. Then,

its Fourier completely bounded t-norm is defined by

Ipllsen.e = sup Y B AGT) .. Adif)v).
(.0, A)EBB ) | 5] <t

The rest of the section is devoted to prove a few results concerning the Fourier

completely bounded t-norms. First of all we show that, indeed, they are norms.

Proposition 5.11. Lett € N. Then, || - ||ltcbs 25 @ norm in the space of polynomials
p:{—1,1}" = R of degree at most t.

Proof. Tt clearly satisfies the triangle inequality and is homogeneous. Also, if p = 0

then [|p||teb,: = 0, and vice versa, because ||plloc < ||P/tcb,t- O

One nice property of these norms is that they can be computed as semidefinite

programs.

Proposition 5.12. Letp: {—1,1}" — R be a polynomial of degree at most t. Then,

its Fourier completely bounded t-norm can be written as the following SDP

IPllcn,e =sup > H(S)(u,vis), (5-4)

Seln],|S|<t

u,v,vi ER™ meN ien+1]° selt,

(u,v;) = (u,v5), if i~j, i,j € [n+ 1], (5.5)

<uau> = <U?U> = 17 (56)

Gramjep,11)° {vij} < Gramjep 4177, {v5}, for i € [n+ 1], (5.7)
se[t—1]o set—1]o

where we by vy with j € [n+ 1]° we mean v, Gram denotes the gram matriz and the

symbol ‘X’ the usual matriz inequality.
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Proof. Let ||p||l be the expression on the right-hand side of Eq. (5.4). Note that
Eq. (5.5) represents the relations of bit strings of Eq. (5.3), while Eqgs. (5.6) and (5.7)

encode normalization conditions.

On the one hand, every (u,v, A) € %" defines a feasible instance for ||p|| through
vi = A1) ... A(is)v
for every i € [n 4 1]° and every s € [t]. Given that the value of this instance is

S RS AGY). . Ao

SC[n],|S|<t

we have that |[p[| > ||p|lecb,-

On the other hand, let u,v,v; € R™ be a feasible instance of ||p|||. For i € [n + 1]
define A(i) € M, as the linear map from R™ to R™ that takes v; to v;; for every
j € [n+1)® and every s € [t — 1]o, and it is extended to the orthogonal complement
as 0. First of all, we should check that this is a correct definition, meaning that for
every A € R™, with m = (n+1)""' +--- + (n+ 1)°, we have that

Z)\j’Uj =0 = Z /\jvij = 0.
J J
Indeed, we can prove something stronger:

z Ajvi;) Z)\ g = AT Gramjep,11)° {vij A < AT Gramje(y41)° {vj 1A

§ I se[t 10 se[t—1]o

= QoA )Ty Ay
j ¥

The above calculation also proves that the A(:)’s are contractions, and thanks to
Eq. (5.5) it follows that (u,v, A) has Boolean behavior of degree ¢. Finally, note that

the value of this (u,v, A) for ||p||eb,; is the same as the value of (u,v,v;) for ||p|], so

1P llgeb.e > [Pl O

Given t,t' € N with ¢’ > ¢ and a polynomial p : {—1,1}" — R of degree at most t,
Iplltcb,e and ||pl|seb,+ have different definitions, but they are comparable. In particular,

we prove that the Fourier completely bounded ¢-norms are not increasing.
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Proposition 5.13. Let p: {—1,1}" — R be a polynomial of degree at most t. Then,

[Pl eb,e+1 < [|Pllfeb ¢-

Remark 5.14. Proposition 5.13 is coherent with Theorem 5.4 (proved below), because
allowing more queries to quantum algorithms only increases their power. Theorem 5.4
also suggests that ||p|ltcb.n = ||Plloc should hold, because n quantum queries should
be enough to output any bounded polynomial. If true, alongside Propositions 5.12
and 5.13, it would mean that (||p||tcb,)ie[n] is a decreasing hierarchy of SDPs that
tend to ||p||oo-

Proof of Proposition 5.13. Let (u,v, A) have Boolean behavior of degree ¢ + 1. Then,

A(n+ 1)

(’lj, 53 A) = (’U,, M7

A) (5.8)

has Boolean behavior of degree ¢t. Also, given that ¢t +1 > ¢, we have that for every
S C [n] with |S| < t, there exists i € [n + 1]**! such that S; = S, 4,41 =n + 1, and

(u, A(iy) ... A(igg)v) = [|A(n + D)o||(@, A(ir) . . . A(ig)D). (5.9)
This way,
[Pl cb,e+1 = sup Z ﬁ(5)<U’A(if)~-~A(if+1)U>

(u,U,A)eg@%t+lsg[n]7‘S‘St

= sw A+ Do Y BS)@ AR A7)
(u,v,A)e BB+ SC[nl,|S|<t

< sup > B AG) . A7)
(w0, BB gCln]|5)<t

< sup S RS AT A GG

(W " AVEBBT 5] || <t

= ||p||fcb,t7

where in the second line we have used Eq. (5.9), and in the third line that ||A(n+1)v|| <
1, and in the fourth that (u,v, E) has Boolean behavior of degree ¢. O

The next proposition states that || - |/sp: does not increase after restrictions, which
is a relevant feature to ensure that Conjecture 5.5 implies Conjecture 5.1. Given a

polynomial p : {—1,1}" — R and i € [n], the restriction of p to the i-th variable
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being set to y € {—1,1} is the polynomial ¢ : {—1,1}""1 — R (whose variables we
index with xz(1),...,z(i — 1),z(¢ + 1),...,2(n) for convenience) defined by ¢(x) :=

Proposition 5.15. Let p: {—1,1}" — R be a polynomial of degree at most t and let
i €[n]. Let g: {—1,1}""1 = R be the restriction of p to the i-th variable being set to
y € {—1,1}. Then,

lalleb,e < [IPllteb,e-

Proof. Consider a pair of vectors and a string of matrices (u,v, A(1),..., A(i—1), A(i+
1),...,A(n + 1)) with Boolean behavior of degree ¢. Define % := u, ¥ := v and A(j)
for j € [n+1] as
- A(j if j 414,
A=y 20 I
yAn+1) if j =1

It can be verified that (@, 7, A(1), ..., A(n+1)) has Boolean behavior of degree . Now
note that for every S C [n] — {i}, it is satisfied that

q(S) = p(S) + yp(S U {i}). (5.10)
Also, for every S C [n] — {i} with |S] <t —1, it is satisfied that

(@, AGY) ... Aoy = yla, AV L AGE o). (5.11)

80



Chapter 5. Towards Aaronson and Ambainis conjecture via Fourier
completely bounded polynomials

Thus,
llqllteb,t = sup > q(S)(u, A(jY) ... AP )
(u,v,A(5))EBRB" 1
AUNEES sc—(ikisise
= sup S B AGY) . AGT )
(u, ,A(‘))e%%t nl—{i
ujg[n—il]—{i} SCln]—{i},|SI<t
+ > yp(S U{i})(u, AGY) - AGiT o)
SC[n]—{i},IS|<t-1
_ —~, ~ 7 .S -~ -5\~
= sup S B @ AGY) ... A(i3)D)
(u,v,A(j)) BB 17
AT SClnl—{i}.|S|<t
.Su{z T SU{1}\~
+ ST BSu{in@ AT L AGTTh)
SCn]—{i},|S|<t—1
< sup S RS WL AGY) A G
(W' A ())EBB"  sC(n)|s|<t
J€[n+1] - -
- ||prcb,t7

where in the second line we have used Eq. (5.10), in the fourth line Eq. (5.11), and in
the sixth line that (1, v, fl) has Boolean behavior. O

5.3 Quantum query algorithms are Fourier completely

bounded polynomials

Now we are ready to prove Theorem 5.4, that fully characterizes quantum query

algorithms in terms of the Fourier completely bounded ¢-norms.

Theorem 5.4. Let p : {—1,1}" — R. Then, p is the bias of a t-query quantum
algorithm if and only if its degree is at most 2t and ||p||gew,2¢ < 1.

To prove Theorem 5.4 we reinterpret the semidefinite programs of [GL19], based
on [ABP19].

Theorem 5.16 (Gribling-Laurent). Let p : {—1,1}" — R. Then, p is the bias of

t-query quantum algorithm if and only if its degree is at most 2t and the value of the
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following semidefinite program is at most 0,

max —wt Y ’L)f(z) (5.12)
ze{—-1,1}"
st.w>0, meN, A, € (B,)"", u,v € R™, s¢€[2t],
Il =1, [lull® = [lo]]* = w

B(S5) = (u, Ay (i1) . .. Age(ing)v), i€ [n+1]*

where ¢l = Y pe 1.1y B2

Remark 5.17. Theorem 5.16 corresponds to [GL19, Equation (24)]. There, the authors
not only ask for the A,(i) to be contractions, but also unitaries. However, that extra
restriction does not change the value of the semidefinite program because we can
always block-encode a contraction in the top left corner of an unitary (see for instance
[AATT16, Lemma 7]). We also want to remark that A(i) can be taken to be equal
to Ag (i) for every s, s € [2t] and every i € [n + 1], as this extra restriction does not
change value of the semidefinite program. Indeed, let (u,v, As, w, ¢) be part of feasible
instance of Eq. (5.12). Define now

uU:=u ey,

V=0 ® ey,

ZA i) @ esey,

s€[2t]

where {€,}sc[2¢41) is an orthonormal basis of R2**+1. Then,

(u, Ar(ir) ... Aalize)v) = (@, Air) ... Ai20)0),

for every i € [n + 1]**. Hence, (i,7, A, w, ¢) is a feasible instance for Eq. (5.12) that

attains the same value as (u,v, A, w, ¢).

Proof of 5.4. Thanks to Theorem 5.16 and Remark 5.17, we know that p is the output

of t-query quantum algorithm if and only if its degree is at most 2¢ and the following
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constraint is satisfied

> p@e) (5.13)

ze{—1,1}»

st.w>0 meN, Ac (B,)"", u,veR™,
[l =1, (5.14)
[ull = [v]]* = w,

B(S;) = (u, A(iy) ... A(iz)v), i € [n+ 1]*.

Now, note that if (u, v, A, ¢, w) satisfies all conditions of Eq. (5.13) except for Eq. (5.14),
then (u/+/l|oll1, v/ /91, A, &/||6]l1, w/]|¢]|1) would be a feasible instance. Further-

more, given that

3 p(z)o(x) 1 3 p(z)o(x) w

<w = <
2 7 gl

A ol

ze{—-1,1}n ze{-1,1}"

we can write Eq. (5.13) forgetting about the normalization condition of Eq. (5.14). In
other words, Eq. (5.13) is equivalent to

y o peele) (5.15)

ze{—1,1}"
st.w>0, meN, A€ (By)"", u,veR™,
[ull = [Jv]|* = w, (5.16)

B(S;) = (u, A(iy) ... A(izg)v), i€ [n+1]*.

In addition, by homogeneity we can assume w = 1, as if (u,v, A, ¢, w) is a feasible
instance, then (u/v/w,v/v/w, A, ¢/w, 1) also is, and Eq. (5.15) is satisfied for the first
instance if and only if is satisfied for the second instance. Also note, that if (u,v, A)
are part of a feasible instance of Eq. (5.15), then it automatically has Boolean behavior
of degree 2¢, and any (u,v, A) defines a feasible instance for Eq. (5.15). Finally, by
Parseval’s identity we can rewrite 3 ; jyn p(z%f(m) as S gcqn] P(S)é(S). Putting
altogether we get that p is the output of t-query quantum algorithm if and only if its
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degree is at most 2¢ and

ST RS, AGS) . A < 1

SCinl,|S|<2t

s.t. (u,v, A) has Boolean behavior of degree 2t,

which is the same as saying that ||p||en 2: < 1. O

5.4 Aaronson and Ambainis conjecture for (Fourier)

completely bounded polynomials

In this section we prove Theorem 5.6 and Theorem 5.8. Both are based on the con-

struction used by Varopoulos to disprove a degree 3 von Neumann’s inequality [Var74].

5.4.1 AA conjecture for block-multilinear completely bounded

polynomials

Before proving Theorem 5.8, we shall specify what is a block-multilinear completely
bounded polynomial. A block-multilinear polynomial of degree t is a polynomial p :
{=1,1}"** — R such that if we divide the variables x € {—1,1}"*? in ¢ blocks of n
coordinates each, then the every of the monomials of p has at most one coordinate of
each of the blocks. In other words, the block-multilinear polynomials of degree t are

those that can be written as

Py, za) =p0) + > Y Z {(b1,i1), -+, (bsyis)P)ap, (i1) - - .z, (is),

s€t] belt]® i€[n]
b1 < <bs

(5.17)
for every (z1,...,24) € ({—1,1}")%. For this kind of polynomials, there is a very

natural way of evaluating them in matrix inputs,

p(A1,..., Ag) @1dm+z Z {(b1yi1), -+, (bsyis) D) Ap, (i1) - - . Ap, (i),
selt] belt)” nu

b1< -<bs

(5.18)
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for every A, € (My,)", s € [t] and m € N. The completely bounded norm of a

block-multilinear polynomial is defined as*
Illeb == sup{||p(A1, ..., Aq)|| : meN, A; € (B,)", s € [t]}. (5.19)

Concerning these polynomials, we can show the following.

Theorem 5.8. Let t € N. Let p : {—1,1}"** — R be a block-multilinear degree t
polynomial with ||p|lcs < 1. Then, p has a variable of influence at least (Var[p]/t)?
What is more, if p is homogeneous of degree t, then it has a variable of influence at
least Var[p]?.

Remark 5.18. With our proof of the homogeneous case of Theorem 5.8 we can show
that for the case of p: {—1,1}"** — R being a homogeneous degree t block-multinear

polynomial we have the following non-commutative root influence inequality

Ipllen > \/Infss[p], (5.20)

i€[n]

for any s € [t]. This improves [BSdW22, Theorem 1.4] in two ways. First, we can
allow s to be any number in [t], while they only prove the result of s € {1,¢}. Second,
they prove a weaker statement that depends on ¢, namely,

Inf, ;[p
1Dl > z m

for s € {1,t}.

Remark 5.19. Given that p(z1,...,24) = 21(1)...24(1) is a homogeneous degree t
block-multilinear completely bounded polynomial with Var[p]? = MaxInf[p] = 1, we
have that the homogeneous case of Theorem 5.8 is optimal.

Proof of the homogeneous degree t case of Theorem 5.8. Let p be a homogeneous de-
gree t block-multilinear polynomial. Let s € [t]. We label the coordinates by (r, 1),
where r € [t] indicates the block, and i € [n]. Our goal is defining A € (B,,)" and
fo,ep € S™1 such that

ﬁ({(17i1)7-‘-7(t>id)}). (5.21)

(fo, A(ir) - .. Alia)ey) = Inf, ;. [p]

4We abuse notation here, as, for the case of homogeneous block-multilinear polynomials, this
definition conflicts with the one given in Definition 4.7. For the rest of the chapter, we will use the
one in Eq. (5.18).
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Once we are there, we can prove the announced root-influence inequality Eq. (5.20).
Indeed,

plles > D BUH(Ld0), - () ) {(fo, Alin) - . Alia)eo)

i1,...,ia€[n]

= Z ﬁ({(l,il)a“-v(t,id)})

i1, ,ide[n]

= Z Z ﬁ({(177/1)7’(t7ld)})2

ﬁ({(lail)v ) (ta 'Ld)})

Inf, ;. [p]

is€[n] 57'9 11, is—1,0s+1,1a€[n]
Tnforlp]
_ > Jut
1€[n]

Finally, the statement about the maximal influence quickly follows from the root-

influence inequality

Inf, ;[p Var[p|
Ipllet > Z \/me Z \/MaxInf[p} - \/MaXInf[p]7

i€[n]

which after rearranging yields

MaxInf[p] > (Var[ ])2

1plleb

Hence, it suffices to design (fy,ep, A) € S™~1 xS~ 1 x (B,,)" satisfying Eq. (5.21).
Let S := {{(ryir),..., (t,3)} 1 bpy..yig € [n], s+1 <r <t}and &' := {{(1,41),...,(r, i)} :
i1,...,0p € [n], 7 < s—1}. Let m := 2+|S|+[S’|. Let {ep,es, fo, fsr: S€S, 5 €S}
be an orthonormal basis of R™, and define A(i) € M, by

A(i)es = esuf(t—|9],i)}s for 0 < |S| <t-s—-1, SeS,

’
A(i)es = Z p(S"USU{(s, Z)})fS’; for [S|=t—s, S€S,
’ ’ Infs Z( )
S'eS ?
|S"|=s—1

A(i) fs = 0(sr),iyes fsr—qqsiys ST €S

We claim that (fp,ep, A(7)) satisfies Eq. (5.21). This is because the first applica-
tions of the A()’s act like a creation operator and the last as annihilation operators.

The first t — s — 1 of the matrices on ey create a vector that stores the indices of these
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first ¢ — s — 1 applications, namely

A(s + 1) .. A(t)e@ = €{((s+1,iaq1)s(tria))}

The t — s application has a unique behavior, as it maps the previous vector to a

superposition of f. vectors, namely

, (S U ((8yis)y---s (t4a)))
A(i)eq((st1impn)bin)) = D Tt o) fsr-
Sles/ 8,1 p
|S"|=s—1
Finally, the last s — 1 applications of the matrices act like annihilation operators,

meaning that
A(ir) . Ais—1)fsr = 05 ((1,i1),...,(s—1,is_1)) J0-

Putting everything together we conclude that indeed Eq. (5.21) is satisfied.

Finally, we claim that A(:) are contractions. Given that {eg: 0 < |S| <t—s—
1, SeS8} {es: |S|=t—s, S8} and {fs : S € S’} are mapped to orthogonal
spaces, we just have to check than when A(7) is a contraction when it is restricted to
the span of each of these 3 sets. For the first and third sets of vectors that is clear.

For the second is true because for any A\ € [n]!~*

4G 3 sesl = Yy PEUSUUEIN,

Ses SeS  §'es’ Inf ;[p]
|S|=t—s [S|=t—s|8"|=5—1

S e (zlSSGS mswsu{(s,i)ms)

| |=s—1 |=t—s

Infsﬁi[p]

S yes (S e A0S UL ) (e 1)

|S"|=s—1 |=t—s
Inf, ;[p]

IN

= _— )\2
Infs,i [p} Ses o
|S|=t—s

= > Asesl,

Ses
|S|=t—s

where in the inequality we have used Cauchy-Schwarz. O
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Proof of the general case of Theorem 5.8. Let p: {—1,1}"** — R be a block-multilinear
degree t polynomial. For every s € [t], let p—s be its degree s part. Let D € [t] be such
that Var[p—p] > Var[p]/t, which exists because Var[p] = >_ ., Var[p=,]. We will now

divide the proof in two parts. One is showing that

[P=plleb < [[Pllcb, (5.22)
and the other is proving that
Var[p—p] \ >
MaxInf(p_p) > () . (5.23)
IP=plcb

Once we had done that, the result will easily follow:

MaxInf(p) > MaxInf(p—p) > (\W—D])Q > (Var[p} )2

lp=plcb tlpllen

where in the second inequality we have used Eq. (5.23), and in the third we have used
Eq. (5.22) and that Var[p_p] > Var[p]/t.

First, we prove Eq. (5.22). Let B € B,y be defined by B := ZSQ[D] esel 1, where
{es}se[p+1] is an orthonormal basis of RP+L. Note that (e, BSepy1) = 6 p for all
s € [t]o. Hence,

lp=plleb = sup > > p=p({(br,in), ., (bpyin)})

m—1 n
u,vES m,efge(Bm) be[t]? i€[n]P
b1<--<bp

. <u Ab1 (21) e AbD (iD)U>

= sup Z Z Z {(b1,01), -, (bsyis)})

u,’UESm’_l, AE(B,,L)n SG be[t]s 1€
meN b1< <bg

(u®er, (Ap, (1) ® B) ... (A, (is) © Bjv @ ep 1)

< plleb-

Second, we prove Eq. (5.23). Let S := {{(b1,%1),...,(bp_1,ip—1)} : bs € [t], b1 <
- < bp-1, is € [n], s € [D—1]}. Let m := 2+ |S|. Let {v, fy,fs : S € S} be an
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orthonormal basis of R™. For b € [t], i € [n], define A,(i) € M,, by
. p—p(SU{(b,1
i Pop(SU{(Bi)
peperd MaxInf[p—p]
1S|=D~1

Ap(i) fs := dpiyes fs—{(b.i)y, for S € SUD.

Ap(i) are contractions because they map the vectors of an orthonormal basis to or-
thogonal vectors without increasing their norms. Note that for b; < --- < bp and
i € [n]P we have that

i iV _ p=p{(b1,41),. .., (bp,ip)})
(fo, Ap, (i1) - - . Ap, (iD)V) Vx| .

Thus,

[P=plleb = Z Z {(b1,41),..., (bp,ip)})(fo, p(A1, - .., Aa)v)

b1< <bD
Vi)
MaxInf[p_p] ’

which after rearranging yields Eq. (5.23). O

5.4.2 AA conjecture for homogeneous Fourier completely bounded

polynomials

Finally, we prove a new case of the AA conjecture.

Theorem 5.6. Let t € N. Let p : {—1,1}" — R be a homogeneous polynomial of
degree t and with ||p||sen,e < 1. Then, the mazimum influence of p is at least Var[p]>.

Proof. Let m:=1+ (§) +---+ (,",). Let {v, fo, fs : S C [n], 1 <|S| <t —1} be an
orthonormal basis of R™. Define the matrices A(i) € M,, as

U_Z\/Malf Ts—tip

|S| t
A(z)fs = (559if5_{1-}, for S C [n], 0< |S‘ <t—1,
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for i € [n] and A(n + 1) := 0. We claim that (fyp, v, A(7)) has Boolean behavior of
degree t. A(n + 1) is clearly a contraction. For i € [n], A(i) is a contraction, as it
maps vectors of the orthonormal basis to orthogonal vectors without increasing the

norm, because
p(s)?  _ Infifp]

. 2
1A = = MaxInf[p]  MaxInf[p]

<1

On the other hand, if S C [n] satisfies |S| <t — 1, then any i € [n + 1]* with S; = S
either has a repeated element of [n] or has an appearance of the index n + 1, which
implies that (fg, A(i1)... A(ig)) = 0 = p(S). If |S| = ¢, then any i € [n + 1] with
S; = S has t different indices in [n] (corresponding to the elements of S), so in that

case R
p(S)

MaxInf[p) . (5.24)

(fo, AGiy) ... A(ig)v) =

Putting everything together we conclude that (fy,v, A(7)) has Boolean behavior of

degree t, so

ey S P
Iolene > 32 9o Ai)--- Ak = 32 ey

_ Var[p]
MaxInf[p]’

where in the first equality we have used Eq. (5.24). After rearranging, the above

expression yields

Var|p| )2

[Pll b, ¢

MaxInf[p] > (

O

Remark 5.20. Sadly, we could not extend the proof of Theorem 5.6 to the general
case. Now, we aim to illustrate what would go wrong with our technique.

For example, consider a polynomial p : {—1,1}* — R with deg(p) = 1 and
Ipllteb,3 < 1. Ideally, we would want to define unit vectors v and v and contractions
A(i) such that for every S C [3] and every i € [i”] they satisfied

p(S)

(u, A(i1) A(ia) A(iz)v) = m-

(5.25)

If we emulated the strategy of the proof of Theorem 5.6, then A(1)v should be a

normalized superposition of orthogonal vectors whose amplitudes are all possible p(S;)
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that have i3 = 1. In particular, all p(S) with |S| = 1 must be included among these
amplitudes, because if S = {i}, then S = S(; 1 1). Hence, the normalizing factor of
A(1)v should be /Varp, instead of \/MaxInf(p). Note that this extra normalization
comes from the fact that given that given (i1,42,43), it may happen that iz & S(;, i, i)
and p(S(i, ,iz,i5)) 7 0, because p is not homogeneous of degree-3. If we mimic the rest

of the proof after this first step that we were forced to modify, we would reach

p(S)

(u, Air) ... A(iz)v) = Werr

instead of Eq. (5.25), which would lead to ||p||teb,3 > +/Varp, that is trivially true,
because ||p|lteb,3 > ||P]lco and [|p]leo > +/Varp.

Remark 5.21. However, there might be a different way of, given a polynomial p of

degree at most ¢, choosing (u, v, A) with Boolean behavior of degree ¢ such that

508,
u, A(). - Alia)v) = poly(t,pl\(/I;iInf[p]) ’

for any i € [n+1]*. If that was true, one could copy and paste the proof of Theorem 5.6
and conclude Conjecture 5.5.

This reduces Conjecture 5.5 to a question with flavor of tensor networks (see
[CPGSV21] for an introduction to the topic). In particular, the central questions
in matrix product states theory is, given a t-tensor T € C"* " *" to find matrices
Ay, ..., A of low dimension such that Ty = Tr[A(é1) ... A(it)] for every i € [n]*. Thus,
we are asking the same question, but with a different goal: to minimize the operator
norm of the matrices, instead of their dimensions.

It also has the flavor of almost-quantum correlations [NGHA15]. Almost-quantum
correlations are a model for multiparty quantum mechanics that eludes tensor products
and commutativity of the observables: it only imposes the commutativity on the
correlations. For example, in a bipartite scenario, valid correlations would be those
determined by observables {A;},cx and {By},cy and a state |¢) such that

(V[AsBy|v) = ($|ByAzl¢p), forallz € X,y € V.

In other words, almost-quatum correlations impose the commutativity conditions with
respect to the sandwiches with |1), instead of directly imposing them to the observ-
ables, Similarly, we would like to find matrices that satisfy certain Boolean relations

with respect to the product with two vectors u and v.
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Question 5.22. Given a polynomial p of degree at most t, is there (u,v, A) € BAB'
such that

. o p(S:)
(u, A(ir) ... Alig)v) = poly(t, MaxInf([p])’

for anyie [n+1]'?
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Quantum learning theory
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Chapter 6

Bohnenblust-Hille inequalities
and their applications to

learning theory

6.1 Introduction

The Bohnenblust-Hille inequality states that for any d € N there exists a constant
Cy such that every d-homogeneous polynomial P : C" — C, defined as P(z) =

_,aq2%, satisfies the following inequality:
|| =d
HPH% < Cal|Pllso; (6.1)

where ||I3||dsz1 denotes the éd% sum of the coefficients (a4 ) and || P||oc = sup,cpn |P(2)]
is the infinity norm of P [BH31].

This inequality, which generalizes the well-known Littlewood’s 4 /3-Inequality [Lit30],
has proven to be extremely useful in the study of the convergence of Dirichlet series
and was crucial in determining the asymptotic behaviors of Bohr’s radius obtained
in [DFOC™11]. In this regard, the authors demonstrated that the constant Cy can
be taken equal to C?, for a certain constant C. The work in [DFOC*11] motivated
numerous subsequent studies, where the search focused on the upper and lower bounds
for Cy. The best known upper bound was given in [BPSS14], where it was proved that
C, can be actually taken to be CVdlosd,
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Interestingly, in recent years, the Bohnenblust-Hille inequality has proven to be
useful in learning theory. This is perfectly illustrated in the striking work [EI22],
where the authors used a version of the Bohnenblust-Hille inequality for functions
defined on the hypercube f : {—1,1}" — R, as established in [DMP19], to enhance the
seminal Low-Degree Algorithm of Linial, Mansour, and Nisan [LMN93]. After that,
the applications of the Bohnenblust-Hille inequality to learning theory have reached
the quantum computing community, motivating the study of this inequality in the non-
commutative realm ([HCP23a, RWZ24, VZ23]). In particular, in the work [VZ23], a
version of the Bohnenblust-Hille inequality is proven for N x N-dimensional matrices,
which can be understood as a generalization of quantum Boolean functions [MOO0S].

In this chapter, we explore Bohnenblust-Hille inequalities from three different an-
gles: considering the completely bounded norm instead of the infinity norm, extending
the non-commutative variant proved in [VZ23], and determining the exact constants

for the case of Boolean functions.

The completely bounded Bohnenblust-Hille inequality

The completely bounded norm of a d-homogeneous polynomial P as above is defined

as
1Pl =sup | D7 anzt - Zgr]|
op
|| =d
where this supremum runs over all m € N and all contractions Z1, ..., Z, in M,,(C).

This norm can be understood as a non-commutative version of the infinity norm and it
clearly provides an upper bound for it. Thus, one might expect that the corresponding
Bohnenblust-Hille inequality involves a better constant than in the classical case. On
the other hand, note that by the triangle inequality, we have that || P, < Y, |aal-
Simultaneously, the completely bounded norm has proven particularly suitable in the
study of quantum algorithms, providing a notion of polynomial degree that gives a
tight characterization of quantum query complexity (see Chapter 5) [ABP19]. Hence,
a Bohnenblust-Hille inequality for the completely bounded norm is also motivated
by its potential applications in quantum learning theory. The results of this chapter
rigorously fulfill these expectations. Indeed, the main result of this chapter is that the
Bohnenblust-Hille inequality holds with the optimal constant C' = 1 when the infinity
norm is replaced by the completely bounded norm. Additionally, we demonstrate
that the exponent 2d/(d + 1) is also optimal in the new scenario considered here,

meaning that for p < 2d/(d + 1) there is no quantity Cy independent of n such that
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\|]3||2d/(d+1) < Cy||P||cv for every d-homogeneous polynomial P, as it happens with
the original Bohnenblust-Hille inequality Eq. (6.1).

Theorem 6.1. For every d-homogeneous polynomial P : C" — C, defined as P(z) =
Z|a\:d aaz%, the following inequality is satisfied:

1Pl ze < P leve
Moreover, both the constant 1 in the inequalities and the exponent % are optimal.

In particular, our main result holds for multilinear forms. Moreover, we will also
show that in the case of general (non-necessarily homogeneous) polynomials of degree

d we have

1P 2a. < VA + 1] Pller.

d2+1

The optimality of Theorem 6.1 shows that the completely bounded norm fits per-
fectly into the study of the Bohnenblust-Hille inequality. In fact, Theorem 6.1 moti-
vates the study of the optimality of the Bohnenblust-Hille inequality from an angle
not explored to date. Rather than focusing on determining the optimal constant that
satisfies the inequality (6.1), it is possible to examine the norms that satisfy the asso-
ciated Bohnenblust-Hille inequality with a constant value of one. It is plausible that
the second problem sheds light on the first; particularly, in the problem of finding new
lower bounds for the constant Cy. Indeed, in order to find good lower bounds for the
classical BH inequality, we must consider polynomials for which the infinity norm is
very different from any norm for which a BH inequality with constant 1 can be proven.

Theorem 6.1 entails interesting consequences in learning theory. In particular, it
allows us to improve the estimates in [EI22] when we restrict ourselves to certain
functions arising in quantum computing. Indeed, in that work, it is proven that it is
possible to learn any bounded function f : {—1,1}"™ — [—1, 1] of degree at most d with
Lsy-accuracy € and confidence 1 —§ by using O(s:*z(d“)C’d3/2‘/m log(n/d)) uniformly
random samples on the function. A particularly interesting type of these functions are
those that arise from a quantum algorithm with d queries. More precisely, we consider

here quantum query algorithms that prepare a state

|1/Jz> = Ud(Ozd ® Idm)Udfl s Ul(O:gl ® Idm)Uo|1/J()>, (62)
where m is an integer, x stands for (z1,...,2q), Oy is the n-dimensional matrix
that maps |i) to y;|é), Us,...,Uq are (n + m)-dimensional unitaries and [t¢g) is an
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(n + m)-dimensional unit vector. The algorithm succeeds according to a projective
measurement that measures the projection of the final state onto some fixed (n + m)-
dimensional unit vector |v). Hence, the amplitude of |v) is given by T'(z) = (v|¢)s),
so that |T(z)|? is the acceptance probability of the algorithm. These quantum algo-
rithms have been considered in the quantum computing literature; for example, k-fold
forrelation, that witnesses the biggest possible quantum-classical separation, has this
structure [AA15]. As we will explain in Section 6.4, the argument in [EI22] alongside
the Bohnenblust-Hille inequality for (bounded) multilinear forms [BPSS14] imply that
the amplitudes T can be learned from O (e~ 24+ Y poly(d)? log(n/d)) samples. Further-
more, using Theorem 6.1 instead of [BPSS14] allows us to obtain the following result
for learning d-query quantum algorithms which, in particular, requires a number of

samples that is polynomial in n when ¢ and § are constants and d = log(n).

Corollary 6.2. Consider a quantum algorithm that makes d queries as explained
above. Then, its amplitudes can be learned with L3-accuracy € and confidence 1 — §

from O(e=2(@+1d2 log(n/8)) uniform random samples.

Extending the non-commumative Bohnenblust-Hille inequality.

Motivated by the applications to learning quantum channels, we extend the non-
commutative version of the BH inequality proved in [VZ23]. This generalization con-
cerns the Pauli coefficients of linear maps ® : My — My, where let N = 2™ and n is

a natural number. These maps can be expressed as

(I)(p) = Z @(.’E,y) * 0z POy, (63>
z,y€{0,1,2,3}"

where 0, = ®;¢[n) 02, and o; for i € {0,1,2,3} are the Pauli matrices

10 0 1 0 —i 1 0
o9 = , 01 = , 09 = , 03 = ;
"o 1)\ o) G o 7o -1

and ®(z,y) are the Pauli coefficients of the map. Given z € {0,1,2,3}", |z| is the
number of non-zero entries of x. The degree of ® is the minimum integer d such that
O(z,y) = 0 if |z| + |y| > d.

We show that we can upper bound the f5,4/(441)-sum of the Pauli coefficients of o

in a Bohnenblust-Hille way.
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Theorem 6.3. Let & : My — My be a linear map of degree d. Then,

1] 22 < CYl@ 2 Y — SKI,
where C' is a universal constant and ST and SY denote the spaces of one and infinity

Schatten classes respectively.

The proof of Theorem 6.3 follows a similar approach to the one in [VZ23] and, in
fact, extends their result. Indeed, if one considers a matrix A € My, the main result
in [VZ23] follows from the application of Theorem 6.3 to the linear map ®(X) = X A.

We use our extension to improve the current results on learning quantum chan-
nels. From a physical perspective, quantum channels describe the transformations be-
tween quantum systems. Since quantum systems are represented by quantum states,
which correspond to non-commutative probability distributions, specifically positive
semidefinite matrices with trace 1, quantum channels map one set of non-commutative
probabilities to another. Mathematically, quantum channels on n-qubits are maps
® : My — My that are completely positive and trace-preserving. In particular, they
satisfy [|® : SV — SY¥|| < 1 and Theorem 6.3 applies to them. Learning an n-qubit
quantum channel is in general challenging and is known to require ©(4™) applica-
tions (queries) of the channel [GJ14]. This exponential complexity can be drastically
improved when prior information on the structure of the channel is available. For ex-
ample, a recent work of Bao and Yao [BY23] considered k-junta quantum channels, i.e.,
n-qubit channels that act non-trivially only on at most k of the n (unknown) qubits
leaving the rest of qubits unchanged. These channels were shown to be learnable using
©(4%) queries to the channel [BY?23].

Using the same learning model as the recent work of Bao and Yao (see Section
6.4 for details) we prove the following result for learning low-degree channels, which
contrary to the other applications of BH inequality in quantum learning theory, it has
a query complexity independent of n [HCP23a, SVZ23a, SVZ23b, VZ23].

Theorem 6.4. Let ® be a n-qubit degree-d quantum channel. Then it can be learned
in Lo-accuracy € and confidence > 1 —6 by making exp (6(d2 + dlog(1/e))) - log(1/6)
queries to ®. Here, we use the notation O to hide logarithmic factors in d, 1/¢, and

1/5.
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Boolean functions

Since boolean functions f : {—1,1}™ — {—1,1} are particularly important in many
contexts, we also analyze this case. Remember that the classical Fourier expansion in

the hypercube allows one to write any function as

f= > Fs)xs (6.4)

se{0,1}n

where xs(2) = [[;cqupp(s) Zi for s € {0,1}" and (f(s))s are the Fourier coefficients of
f. Then, the degree of f is the minimum d such that f(s) = 0 if |s| > d.
In this chapter, we show how the granularity property of these functions allows us

to prove the corresponding optimal Bohnenblust-Hille inequality.

Proposition 6.5. Let f : {-1,1}" — {—1,1} be a function of degree alt most d.
Then,
~ il —
> sl ) T <ot

se{0,1}n

The equality is witnessed by the address function.

The previous proposition might be of interest in functional analysis for two reasons.
First, it is conjectured that the value of the BH constant for real d-linear forms is
27 [PT18], so this fact proves the conjecture for the particular case of d-linear
Boolean forms. Second, the address function, that saturates the inequality, is a d-linear
form that gives a lower bound for the BH constant for multilinear forms of 2%, which
matches the best lower bound known so far for the BH inequality for real multilinear
forms [DMFPSS14]. Together with Proposition 6.5 about Boolean functions, in this
chapter we also study the complexity of these functions from the learning theoretical
point if view and improve previous estimates in [NPVY23, Corollary 34] and [EIS22,

Corollary 4] (see Section 6.3.1 for details).

6.2 Bohnenblust-Hille Inequality for the completely

bounded norm

In this section we will prove those results concerning the Bohnenblust-Hille Inequality
for the completely bounded norm. We will first prove a general result for tensors, from

where Theorem 6.1, as well as some other results will follow straightforwardly.
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cb-BH inequality for d-tensors

We consider K € {R,C} and a d-tensor T' = (T})jc[nje € K" x --- x K". Equivalently,
T can be regarded as the d-linear form 7 : K™ x --- x K” — K given by

T(z1,..,20) = Y Tizi(in) .. zalia)-

ie[n]d
For one such tensor, we denote
d+1
2d
~ _2d_
1) 2o = | D |T3lF ; (6.5)
i€[n]d

The main result of the section is the following cb-BH inequality for d-tensors.
Theorem 6.6. Let T € K™ x --- x K™ be a d-tensor. Then,
IT) 20 < Tl

d+1

We will make use of the following lemma, originally due to Blei [Ble79]. A simple
proof can be found in [BPSS14, Theorem 2.1].

Lemma 6.7 (Blei’s inequality). Given a d-tensor T € K" x --- x K", we have

Tl 2 < [ T D2 3 132

s€ld]is€[n] \| i1,..s8s—1,0541,...,2dE€[N]

Now, we prove the key technical lemma, from where Theorem 6.6 will follow.

Lemma 6.8. Let T € K" x --- x K" be a d-tensor and s € [d]. Then,

Z Z |Ti17~~-7is—17isais+l7-“7id|2 < ”T”Cb

is€[n] \| 1,00t 1,0541,-.-,0a €[]

Proof. We fix s € [d]. The proof consists of evaluating T' on an explicit set of contrac-
tions. In order to define these contractions, we denote m = Zf;g n" + Zi;é n” and
let {e;,fj: i€ n]",re{0}U[d—s],j€ [n],te{0}U[s—1]} be an orthonormal

basis of £5*(K), where we identify [n]° with (). For every i € [n] we define the matrix
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6.2. Bohnenblust-Hille Inequality for the completely bounded norm

Z; € My, as:

Ziej = e@ ), if j€[n|", re{0}U[d—s—1],

21 T i
\/Zkl,4..,ks,1,ks+1,...,kde[n] |T(k1,-4.,k571,i,k3+1,-~,kd)|2
Zifi = i, f(jrrior), it 3 €[], t € {0} U[s — 1],
Zifp=0.

Zz'ej = ’ lfj € [n]d*S’

Assume for the moment that Z; are contractions. One can easily check that

*

7 ) = 2
\/Zlﬂ~,~~~;]€s—1;ks+1,...,kd€[n] |Tk17“"k5*11i37ks+1,...,k}d

Hence, by assuming that Z; are contractions, we can conclude

ITlew = | Y TiZiy - Ziglsepwy = Y, TilfolZir - Ziylew)

ie[n]d ie[n]d

> Z T; i

. 2
ie[n]d \/Zkl,..,,ks,l,ks+1,,,.,kde[n] ‘Tkl;-<~aksfl77fsyks+lu-~7kd|

— E § X . . .2
- |TZ17---,15—1,257154—17---,1(1| )
is€[n]

i1yl — 15054 1,0,8a€[N]

as desired.

Thus, it remains to prove that the matrices Z; are contractions. Given that Z;
maps the sets {e; : i € [n]",r € {0} U[d—s—1]}, {e;: i€ [n)¥*}and {fi: i€
[n]t, t € {0} U[s — 1]} to orthogonal subspaces, it suffices to show that the Z; are
contractions when restricted to those subspaces. For the first and third sets that is

clear since Z; maps each basis vector of those sets either to a different basis vector or
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to 0. For the second set, just note that for every A € K™ ™" we have

Zke[n]s—l (Zje[n]d—s /\.iTltij) Jx

1Z: D Nelz = I3
j€[n]d-—s \/ kiyeonks—1,ks+1,---,ka€[n) |Tk’17~--7k5717i7ks+17“--,kd‘

. Zke[n]5*1 | Zje[n]d*S /\jTltij|2
Zkl,...,ks_l,k,g+1,...,kde[n] |Tk1 ----- Kks—1,5,Ks41,..) kd|2
(Zke[n]s_l z:je[n]d—S Tli|2) (Zje[n]d—s AJ|2)

B Zkl,...,k,s,l,k5+1,..4,kd€[n] ‘Tk17~~»7ks—17i,ks+1 ----- kd|2

= > INP=IRB

where we have used Cauchy-Schwarz for the sum over j. O

Proof of Theorem 6.6. According to Lemma 6.7 and Lemma 6.8 we have

1

1Tl < | TT D2 > ) < [ TLITlen | = 1T llew.

S€[d] is€[n] \| ityeriom1,iss1sesia€ln] seld)

al
al

cb-BH inequality for polynomials

Now we consider the case of polynomials. Given any (not necessarily homogeneous)

polynomial of degree d in n variables P : K" — K, we can write it as

P= > P, (6.6)

se{0}u[d]

where P; : K" — K is a s-homogeneous polynomial. We denote, given s € [d],

j(57’n’) = {(]1,7]5) S [n]s : jl <. S]s}

Then, Ps can be written uniquely as
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6.2. Bohnenblust-Hille Inequality for the completely bounded norm

where we denote x5 = x;, - - - x;,. Hence, we can define the completely bounded norm

of P as
||P||cb:supH Z Z a;Zj, - 7.
se{0}Nn[d] jeT (s,n)

’
op

where the supremum runs over all (real/complex) contractions of M,, and m € N.

Theorem 6.1, which refers to the d-homogeneous case, follows easily from Theorem
6.6.

Proof of Theorem 6.1. Given a d-homogeneous polynomial P : K" — K as above, we

want to prove that
dt1

2d_
(3 1al®) " <Pl

jeJ(d,n)

To do that, we reduce it to the case of tensors. We define T = a; for every j € J(d,n)
and T} = 0 for ever j € [n]?\ J(d,n). By Proposition 2.18, the tensor 7" satisfies

2d thil 2d d?tll
S el T = (3 mF) T and [T = 1P
jeJ(d,n) J€[n]?

Hence, the result follows from Theorem 6.6. O

We will now turn our attention to the case of general polynomials. To this end, we

first prove the following result:

Lemma 6.9. Let P: K" — K be a polynomial of degree d. Then,

1 o N
[ Pllen > T Z ’<u, Z aale...Zn"vs>

)

:

se[d]u{0} aeNy
2o o=s
where the supremum runs over all (real/complex) contractions Zy, ..., Zy, in My, all

m-dimensional vectors u, vs with norm less than or equal one, and all m € N.

Proof. Let m € N, Z,...,Z, € M,, be contractions and u, vs be m-dimensional
vectors with norm less than or equal one. For s € {0} U [d], let by € K be such that
|bs] =1 and

‘<u, Z aaZfl...Zg‘”vs> :bs<u, Z aaZf‘l...ZfL‘"Us>.

aeNG a€Ng

pOIFIES Soaims
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Let {eg,...,eq} be the canonical basis of K¢*1. We define the unitary operator
B : K41 — K91 such that B(ept1) = €, for every p € [d] and B(ep) = eq. We also

define the unit vectors

1
§= Z bovg @eq € KM@K and n=u®ey € K" @ K4
VAT it
Finally, we consider the new contractions Zi=Z;,®B¢€ Mpaq1) fori=1,--- n.

Then, one can easily check that

~ 1
a, 1o 700 ... 7o) = ‘u 4 2% ... 79, )],
< Se[d]zu{o}zaezm 1 > Vd+1 < §§° 1 >

from where the statement follows.

O
We can now prove a cb-BH inequality for general polynomials of degree d.
Corollary 6.10. Let P : K™ — K be a polynomial of degree d. Then,
I1P|| 20 < Vd +1||Pllep-
Proof. Let Q : K1 — K be the s-homogeneous polynomial defined by
Q(xvxn+1) = Z P n+17
se{o}uld]
where z = (x1,--+ ,z,) and Py is the d-homogeneous part of P.
It is clear that || H HPH% On the other hand, we have
1@t = sup <u\ SY wzr iz,
s€{0}N[d] aeny ™!
> =s
where the sup is taken over all (real/complex) contractions Z,...,Z,+1 € M,,, all

m-dimensional unit vectors u and v and all m € N. Then, by defining vy = Z%.5|v)

we can use Lemma 6.9 to deduce

1Qlleb < Vd + 1| Pllcp.
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Hence, applying Theorem 6.1 to @ concludes the proof. O

Optimality of the cb-BH inequality

We conclude this section by proving the optimality of Theorem 6.1. We will actu-
ally prove the optimality of Theorem 6.6, from where the optimality in the exponent
for the corresponding cb-BH inequality for d-multilinear forms and d-homogeneous
polynomials follows.

First of all, note that constant one is the best possible in the inequality since the
d-linear form T'(x1,--- ,x,) = 1 satisfies ||f||24/(d+1) = |IT|lcb = 1. Regarding the

optimality in the exponent, it follows from the next statement.

Theorem 6.11. Let d € N, let K € {R,C} and let ¢ > 1. For infinitely many n € N,
there exists a d-tensor T € K™ x --- x K™ such that ||T||, = n and 1T lcb < ns .

The optimality in the exponent of Theorem 6.6 follows easily from the previous

statement. Indeed, suppose that there is a constant Cy > 0 such that
1Tl < CallT e

Then, it follows that
< Cdnd271

Qe

n

for every n € N. Therefore, ¢ > 2d/(d + 1). In order to see that this last estimate
implies the optimality for the BH inequality for d-homogeneous polynomials (Theorem
6.1) just note that for any d-linear form T : K" x ---K" — K, we can define a
d-homogeneous polynomial in d x n variables P : (K")? — K defined as

P((21(i1))iys - » (xa(ia))is) = | > Ty agmi(in) - waia).

i1, ,ta=1

The optimality of Theorem 6.1 follows because if we consider the lexicographical order
in [n]?, then ||Pllag/(a+1) = [ Tll2a/(a+1) and [Pl = [T co-

Our proof is based on the proof of the optimality of the exponent in the classical
BH inequality (see [DGMP19, Chapter 4]).

Proof of Theorem 6.11. Let n € N and let N = 2. We will identify [N] with P(n)

(the family of subsets of n elements) and {—1,1}" in an arbitrary bijective way. In
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this sense, we define the matrix ¢ € RV*¥ via
A(g,8) = H L,
€S

for every z € {—1,1}" and S C [n]. This matrix satisfies that

a5y =1, (6.8)

Z U(z,5)(z,5) = Nbsg 5. (6.9)
ze{—1,1}"

We define the d-tensor T' € K" x --- x K" by

T= Z iy ,ig) + - Alig_1,iq)
ie[N]4

d

According to Eq. (6.8) we immediately deduce that |T'||, = Na.

In order to prove the upper bound for ||T'||c, we can restrict to unitary/orthogonal
matrices, thanks to Remark 2.16. Now, given arbitrary unitary matrices Uil1 Uf{li ,

if we denote

R;, = Z A(ir,j2) « - - O(ja— 1]d)U2 : Uj(iz’
Je[N]e-t

we can apply Lemma 3.9 to write

%
‘ Z iy in) + -+ Aig_s,ia)U. Ul H H Z R
€[N]d i1€[N] i1€[N]
:N%‘ SRR,
i1€[N]
Now, we note that -, R Ri, can be written as

Z ( Z A(i,j2) A(ia kz))a(Jz 33) 77 Q(Ga—1,da) H(ka,ks) " Aka—1,ka)
J.k€[N]4-1 i1€[N]

’ (Ugdd) "'(UjQ)TUkz "'Uk

a°
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By using Eq. (6.9) and that U? = Id, for i € [N], the previous expression equals

d
N Z Z Q(ig,j3) =" " A(ja—1,4a) U(i,ks) """ Aka— hkd)(U ) (UB )TUgs o de
i2€[N]j,ke[N]4-2

=N Z ( Z a(i2,j3)a(i27k3)>a(js,j4) ©Q(Ga1,da) " Aks,ka) Aka—1,ka)
J.ke[N]4=2 i2€[N]

d 3 3 d
. (Ujd)’r o (Ujg)Tng UL
We see that we can iterate this process to obtain

Py
i1€[N]

d

< N 1” Z Ud TUd

Therefore, we conclude that H D ie[N]e Qi iz) - - - Aia i Ud -

vt < 5
O

Remark 6.12. The d-linear form used in the proof of Theorem 6.11 also plays a central
role in quantum query complexity. Indeed, it is the linear form determined by the d-
forrelation problem, that optimally separates quantum and classical query complexity
and we already introduced in Section 3.2.1 [AA15, BS21]. We recall that, given d
Boolean functions fi,..., fq:{0,1}" — {—1,1}, its d-forrelation is defined as

fortafi oo fa) =~ 30 S)(DEE L f(a ) (-) @ (),

n—s—
2 1,...,24€{0,1}7

Thus, if we consider the d-linear form 7' defined in the proof of Theorem 6.11 and we
identify the d functions fi, ..., fq with the elements of {—1,1}2" determined by their
truth table, we have

T(fl,...,fd) =2" 2 fOI‘I‘d(fl,...,fd).

6.3 Bohnenblust-Hille inequality in other contexts

6.3.1 Boolean functions

We determine the exact value of the BH constant for Boolean functions. This result
follows from the well-known fact that the Fourier coefficients of Boolean functions

are multiples of 2!79Z. This property is usually referred to as the granularity of
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Boolean functions [0’D09, Exercise 1.11]. We sketch the proof below for the sake of

completeness.

Lemma 6.13. Let f: {—1,1}" — {—1,1} with degree at most d. Then, f(s) e 217
for every s € {0,1}".

Proof. Recall that f: {-1,1}" — {—1,1}. We define ¢ : {0,1}" — {0,1} by

1
2

9(2) (1 — (1= 22),...,(1 - an))).

It is not difficult to see that g can be written in a unique way as

g(z) = Z Cs H %

s€{0,1}"  ws;=1

for some coefficients ¢; € R such that ¢; = 0 for every s with |s| > d. By applying
induction on |s|, one can actually prove that ¢s € Z for every s. Indeed, we first note
that for s = @), one has co» = g(0™) € {0,1}. For s with |s| =¢+1 > 0, assuming that

< t, we have

Cs :g(s) - Z Cs’y

|s|<]sl,5] <s:

¢s € Z for every s with |s

so ¢s belongs to Z. Finally, the statement for f can be obtained by just noticing that

1—x T—ap) 1—x;
f(x)—l—Qg( R >_1 2> e [] T

|s|<d  i:si=1

O
Proposition 6.14. Let f: {—1,1}" — {—1,1} of degree at most d. Then,
-~ 2d oL d—1
> Ife)#) T <2
se{0,1}"
The equality is witnessed by the address function.
Proof. Since for Boolean functions one has || f|2 = 1, Lemma 6.13 and Parseval’s

identity imply that f has at most 22(4=1) non-zero Fourier coefficients. Indeed, this
immediately follows from the identity >, |J/C\(S)|2 = 1 and the fact that |f(s)| > 214

109



6.3. Bohnenblust-Hille inequality in other contexts

for every non-zero coefficient. Hence, Holder’s inequality implies that, for p € [1,2),

Z IflP 1< ( Z P(s))% (22(d71)>2%p — 9(d-1)(2-p)

s:F(s)#£0 s€{0,1}"

Taking p = 2d/(d + 1) the claimed inequality follows.
The equality is witnessed by the address function f : ({—1,1}")¢ — {—1,1} of
degree d and n = 2%~!, which is defined as

foy= Y xl(l)}“m(z)...xd—l(l)";d—lzd—l(z)xd(a), (6.10)

Ga (@150 Td—1)

ac{—1,1}d-1

where we identify {—1,1}9~1 with [2¢71] in the canonical way. The address function
is Boolean because for every (z1,...,74-1) € ({—=1,1}")?"! there is only one a €
{—1,1}9"1 such that gq(x1,...,74_1) is not 0, in which case it takes the value +1.

Given that it has 22(¢=1 Fourier coefficients and all of them equal 2'~¢, we have that
R dt1
S i) T _gapen g gt
s€{0,1}n

as promised. O

6.3.2 A non-commutative BH inequality

In this section, we prove a Bohnenblust-Hille inequality for linear maps that are
bounded in the S; to So norm, such as quantum channels. Recall from Eq. (6.4)

that any such a function can be written as
f = Z f(S)Xé7
se{0,1}"

~

and it has degree d if this is the minimal number for which f(s) = 0 if |s| > d.
The following result was proved originally in [Ble01], and with a better constant in
[DMP19).

Theorem 6.15. Let f: {—1,1}" — R be a function of degree at most d. Then,

IF]] 22 < CVEEEY flloc,

d+1
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where C > 0 is a constant.

In order to prove Theorem 6.3 we follow a similar argument to the one used in
[VZ23]. However, we need to modify their argument in order to consider maps from
S1 to Ss and not just matrices in Mpy. In fact, as we explain in Remark 6.18,
Theorem 6.3 generalizes the non-commutative BH inequality proved in [VZ23].

For every ® : My — My, we will assign it a function fgp : {—1,1}%" x {—1,1}3" —
C whose Fourier spectrum will be closely related to the one of </I\>, as shown in Lemma 6.16,
and then we will be able to reduce to Theorem 6.15. The function fg is defined as
follows. For a = (a',a?a%), b = (b',0%,0%) € {-1,1}" x {-1,1}" x {-1,1}" and
s,t € {1,2,3}", define the following matrices (which are not necessarily states)

@)@ = & OG-

Here |x3) is the eigenvector of oy with eigenvalue a. The function fe : {—1,1}3" x
{—1,1}®" — C is then given by

fola,b) = gin Z Te[@ (Ja®)(b']) [b*)(a®|].

s,te{1,2,3}n

We recall the reader that any function ® : My — My can be expressed as

z,y€{0,1,2,3}™

where 0, = ®j¢[n) 02, and o; for i € {0,1,2,3} are the Pauli matrices. We also recall
that, if || denotes the number of non-zero entries of x € {0,1,2,3}", the degree of ®
is the minimum integer d such that ®(xz,y) = 0 if 2| + |y| > d.

In the following lemma, the key properties of the function f are presented.

Lemma 6.16. Let ® : My — My be a function of degree at most d. Then, fo has
also degree d. Moreover, |fo(a,b)| < ||®||s,—s.. for all a,b and ||</I\>||p < 3d||fq>||p,

Proof. We first show the bound on |fg|. Given that |a®)(b'| is a rank one operator
such that [||a®)|2 = ||[b*)[]2 = 1, we conclude that

lla) "], = 1. (6.12)
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Thus, we have that:

@l < gr S0 1T () B) al)

s,te{1,2,3}n

T e (e s 1) s,

s,t€{1,2,3}"

1 S S
o 2 l@lsisscllla®) @l 16 a s,

s,te{1,2,3}n

Yo l®lls s = [1®lls, 550
s,t€{1,2,3}"

IN

IN

IA

1
gn

where in the first inequality we have used the triangle inequality, in the second in-
equality the duality between S; and S, in the third the definition of S; — S, norm
and in the fourth inequality we have used Eq. (6.12).

We now prove the estimate ||</I\>Hp < 3_d|\fq>||p and also that the degree of fg is d.
To this end, it suffices to show that

a\) x( j
fo(ab)= > % I I «9, (6.13)

z,y€{0,1,2,3}™ i€supp(z) jEsupp(y)

where supp(z) = {i € [n] : x; # 0} and |z| is the size of supp(z). Indeed, this
follows from the fact that [T;c.u002) I Licsupp(y) @ :(z)bym can be read as xs, , (a,b) for
a certain S, , € {—1,1}5" satisfying that S, , # Sy, whenever (z,y) # ( "y, for
for every z,y € {0,1,2,3}™.

To prove Eq. (6.13) the key is observing that for every s,t € {1,2,3}, x,y €

{0,1,2,3} and a,b € {—1,1}, we have that

if (s#xand x #0) or (t #y and y # 0),
ifx=0and y=0,

Tr[ow[xa) (xgloy Ixe) (xall = if s=a andy=0,

S = O

ifz=0 and t =y,
ab if s=x and y=1.

Hence, taking tensor products we have that for every s, ¢ € {1,2,3}" z,y € {0,1,2,3}"
and a = (a',a?,a®), b= (b',b%,0%) € {—1,1}" x {—1,1}" x {—1,1}", it holds that

Trlog]a®) (8o, b0 (a*] = O loa ) Odloylxdy = T T af0Y 60,0800 00

1€supp x jESUpp y
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In particular, it follows that

fq>w’y(a7b) = gin Z T‘I‘[Uw|a5><bt|ay|bt><as|]

s,te{1,2,3}n

1 2 (i) ()
=5 1T I «"%7 >0 1

1ESUpp & jEsSupp y sEX tEY

where X = {s € {1,2,3}" : s(i) = 2(i) V i € supp(z)}. Since |X| = 3"~ 1*|, Eq. (6.13)
follows for ®, ,. Finally, Eq. (6.13) follows in general because

fola,b)= > ®(z.y)fs,,(a,b).

z,y€{0,1,2,3}"

O

Proof of Theorem 6.5. Let Rfs : {—1,1}5" — R be defined as (Rf,)(z) = R(fo(x))
and Sfe @ {—1,1}5" — R as (Sfs)(z) = S(fo(z)). Note that we have that f¢ =
?}/E}q, + i\(\/r?q). By Lemma 6.16,

|(RS3) (@, )] [(3f5) (@, )] < |fa(2)] < [|®][5, 5.0

and that the degree of both the real and imaginary part is at most d. Hence, by the
triangle inequality and Theorem 6.15 we have

IFoll 20 < IRfoll 22+ [Sfall 22 < CVIEL D5, 55,
Thus, as [|[®l2q/(at+1) < 3 foll2d/(a+1), we have that [|®[|2g/(a+1) < CPlls, 55, O

Corollary 6.17. Let ® : My — My be an n-qubit quantum channel of degree at most
d. Then

1@ |24/ (a11) < C%

Proof. We just have to show that if ® is a quantum channel, then ||®||s, 5., < 1. This
is true since | ®||s, 5. < |[|®|ls, 5, and T is a completely positive and unital map
between C*-algebras, so we have ||®||s, 55, = [|®f|ls.. 5. = 1 [Pau03, Proposition
3.2). O

Remark 6.18. Theorem 6.3 generalizes the non-commutative BH inequality proved by
Volberg and Zhang in [VZ23]. Indeed, given M =3 M (z)o, € My the main result
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of [VZ23] is recovered when one applies Theorem 6.3 to ®s(+-) = ()M, which satisfies
Opr(2,y) = d2,0n M(y) and [|Par|s, »s.. = [[M]].

6.4 Learning low-degree quantum objects

This section is devoted to explaining the applications of the results developed in the

previous section to learning theory.

Why are BH inequalities useful for learning?

We start by recalling a classical problem in learning theory which includes some of
the results we present next and serves as motivation for other problems that are
explained further below. Consider a function f : {—1,1}"™ — R to which we only have
access through random samples. Here, a random sample means that we have access to
(z, f(x)) for an element x chosen uniformly at random from {—1,1}"™. Assume that we
fix e > 0 and 6 > 0. Then, we want to devise an algorithm such that, by having access
to T'(n,e,d) random samples, produces another function f’: {—1,1}" — R satisfying,
with probability at least 1 — §, that ||f — f’|l2 < e. In this case, we say that f can
be learned within Lo-error & by using T'(n, €, ) samples.’ The goal is to minimize the
number of samples needed to learn the function.

A relevant instance of the problem we just have introduced is learning a bounded
function f: {—1,1}" — [—1, 1] of degree at most d. The seminal low-degree algorithm
by Linial, Mansour and Nisan solves it with O (n%) samples [LMN93].2 Their algo-
rithm is based on learning the relevant part of the Fourier spectrum of the function f
which, thanks to Parseval’s identity, allows us to learn the function. More precisely,

if f/ has also degree at most d, we then have that

IF=r3= > 1fs)-Fs)*

5€{0,1}",[s|<d

Hence, in order to learn f up to error ¢, it suffices to learn each of its Fourier coefficients
f(s) with |s| < d up to error ¢/vnd. Indeed, since there are at most O(n?) of these
coefficients, this immediately implies that || f — f/||3 < €2.

Now, we explain how to learn the Fourier coefficients f(s) for |s| < d with probabil-

ity > 1— 6 and by just using T = O(n*log(n/§)/e?) random samples (z;, f(x;))ie(r]-

IDespite we don’t mention & explicitly, this parameter is implicit in the problem. Sometimes, one
fixes § = 2/3.
2Here and below, we use Og,c to hide factors that depend on d and 1/¢ and are independent of n.

114



Chapter 6. Bohnenblust-Hille inequalities and their applications to
learning theory

To this end, let us consider the empirical Fourier coefficients, defined as

Fls) = 7 3 Flaxa(m).
]

ie[T

Note that, for a fixed s, f’(s) can be seen as the average of T' independent random
variables distributed identically to the random variable hg : {—1,1}" — [—1,1] given
by hs(:) = f(-)xs(+). Fixing s, since E hy = f(s), we can apply the Hoeffding bound
to state that

P17 (0)-F0) > =) = Pr(F] 2 (aa)-Fo)| > =) <o (—55).

A union bound can then be applied to upper bound the probability that |fA’(5)fj?(s)| <

g

Vnd

for every |s| < d by
T2
1fexp(f QT;erlogn).

Hence, by choosing T = 2n%log(n?/d)/e?, we make this upper bound equal to 1 — §

as we wanted.

The algorithm by Linial et al. was the state of the art until recently, when Eskenazis
and Ivanisvili showed that a function of degree d can actually be learnt by using only
Oy, (logn) random samples [EI22]. Their key insight was to use a Bohnenblust and
Hille inequality for functions defined on the hypercube f : {—1,1}" — R, proved in
[DMP19], which can be used to upper bound the contribution of the small Fourier
coefficients. To illustrate this, we consider the sum of the squares of the Fourier

coefficients which are smaller than a certain parameter &', which will be fixed later;

> |f ().

s€{0,1}, |f(s)|<e’

namely

To upper bound this quantity, one can use that 2 =2/(d+ 1) + 2d/(d + 1), so

> ()2 < /7 3 1F(s)| 7.

s€{0,1}7, [f(s)|<e’ s€{0,1}m, [f(s)|<e’

Now one can use the aforementioned BH inequality, which states that ||ﬂ|2d J(d+1) <
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CVdlogd|| f|| ., to obtain

s€{0,1}, |f(s)|<e’

Therefore, by setting ¢’ = ¢?t1C—(d+1)vdlogd/2 it follows that

> ferse (6.14)

s€{0,1}7, |f(s)|<e’

From Eq. (6.14), Eskenazis and Ivanisvili essentially followed the ideas of Linial et
al., but now they just needed to learn every low-degree Fourier coefficient up to error
¢/ = o= (@+D)VAosd/2 which is much bigger than e/v/nd and, in particular, inde-
pendent of n. Using this approach, they proved that these functions can be learned

with Le-error € and confidence 1 — § by using
0 (5*2(d+1>||ﬂ|2§d 4 log (ﬁ)) (6.15)
d+1 )

random samples.

Learning quantum query algorithms

In particular, the result of Eskenazis and Ivanisvili applies to the amplitudes of quan-
tum query algorithms as in Eq. (6.2) which, since the early days of quantum query
complexity, are known to be bounded d-linear forms 7" : {—1,1}" x {-1,1}" — [-1,1]
[E122, BBCT01]. In addition, for d-linear forms it is known that the BH inequal-
ity holds with a polynomial constant, ||T'||2q/(4+1) < poly(d)||T |« [BPSS14]. Hence,
it follows from Eq. (6.15) that the amplitudes of quantum query algorithms can be
learned from

O (72D poly(d)? log(n /) (6.16)

samples.

A key observation here, proved in [ABP19], is that those d-linear forms arising
from quantum algorithms actually satisfy that |7, < 1 [BBCT01]. Hence, Theorem
6.1 implies the following improvement with respect to Eq. (6.16).

Corollary 6.2. Consider a quantum algorithm that makes d queries as explained
above. Then, its amplitudes can be learned with L3-accuracy € and confidence 1 — 6

from O(e=2@+Dd%log(n/§)) uniform random samples.
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Note that this result requires a number of samples that is polynomial in n when
¢ and § are constants and d = log(n), while using (6.16) one would get O(n'cglosn)

samples as an upper bound.

Learning low-degree Boolean functions

In this section we propose almost optimal classical and quantum algorithms to learn
low-degree Boolean functions. While we have already explained the classical access
model (via random samples), we will also need to know what we mean by a quantum
access model. The quantum counterpart of these samples are the quantum uniform

samples, defined via the (n + 1)-qubit states

H=—= 3 |melf@)e@@rect =@,

ze{-1,1}"

where {|—1),|1)} is the canonical (or computational) basis of C? and we have denoted
|7) = |21) ® -+ ® |z,) € (C?)" for every x € {—1,1}". Quantum uniform samples are
at least as powerful as classical samples. Indeed, if one measures the first n qubits of
|f) in the basis {|z)}., then the last qubit collapses to |f(z)) for a uniformly random
z. However, they are actually strictly more powerful, as they allow one to sample
from the Fourier distribution (\f(s)P)s For a proof of this well-known result, see for
instance [ACL*21, Lemma 4].

Lemma 6.19 (Fourier sampling). Let f: {—1,1}" — {=1,1} be a Boolean function.
There is an algorithm that inputs |f), succeeds with probability 1/2 and, in this case,
samples a string s € {0,1}" according to the probability distribution (\f(s)|2)s

We now state the main result of this section on Boolean functions.

Proposition 6.20. Let f : {-1,1}" — {—1,1} be a degree-d function. There is a
quantum algorithm that learns f exactly with probability 1 — 6 using O (4dd log (1/6))
uniform quantum samples. Also, there is a classical algorithm that uses O (4ddlog (n/é))

uniform samples for this task.

Despite the simplicity of the proof of Proposition 6.20, we include it for com-
pleteness and because it seems not to be well-known. See for instance [NPVY23,
Corollary 34], which proposes a quantum algorithm for the same problem that re-
quires O(n?) samples, or [EIS22, Corollary 4] that proposes a classical algorithm that

requires O(Zd2 logn) samples. Proposition 6.20 highly improves those estimates. We
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also remark that a classical lower bound of Q(2%1logn) samples was recently proved,
making our classical result nearly optimal [EIS22]. Regarding the tightness of our
quantum result, since learning functions f : {—1,1}¢ — {—1,1} of degree d requires
Q(24) uniform quantum samples (which is folklore and follows from example from

[AdW18]), our quantum estimate is almost optimal too.

Proof. For the classical upper bound we propose the following algorithm. We take
T =2 4%log(n?/J) uniform samples (z;, f(x;)) and use them to define the empirical
Fourier coefficients as )
F(s) =2 Y fexs(a),
1€[T]
for every s C [n]. Define now the event £ = {|f(s) — f(s)| <27%V|s| < d}. Then, one
can argue exactly in the same way as in Section 6.4 to conclude that Pr[€] > 1 — 4.

Once we have computed the coefficients f’(s)7 we round every of them to the closest
number f”(s) € 29717, If £ occurs, by granularity we have that f”(s) = f(s) for every
|s| <d,so f=5", F(s)xs, as desired.

For the quantum upper bound we begin by sampling N = 4%log(49/6) times
from (f(s)Q)Se{o,l}n. This can be done, with probability > 1 — 6, by using T} =
O(4%1og(4%/5)) quantum uniform samples, thanks to Lemma 6.19 and a Hoeffding
bound. Now, given s such that f(s) # 0, the probability that a sample s’ according
to the distribution (f(5)2)86{0,1}n satisfies s’ # s is given by 1 — f(s)2 <1414
where we have used that f(s)2 > 4174 by Lemma 6.13. Hence, if s1,...,sy are the
N samples, then the probability that we have s; # s for every i = 1,..., N is upper
bounded by

Thus, taking a union bound over the at most 49! non-zero Fourier coefficients
(due to Lemma 6.13 and ) |f(s)|2 = 1), it follows that, with probability 1 — ¢, we

will have sampled every non-zero Fourier coefficient.

In the second part of the algorithm we use To = O(4%log(4%/§)) quantum uni-
form samples and measure them in the computational basis, which generates classical
uniform samples. From here, we can argue as in the classical upper bound and learn
f exactly. The quantum advantage comes from Fourier sampling, that allows us to
detect the non-zero Fourier coefficients, and apply the union bound only over those,
that are at most 4%~ 0
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Learning low-degree quantum channels

First of all, we define the access model we use. Given a channel ®, a learning algorithm
is allowed to make queries to ® as follows: it can choose a state p, feed p to the channel
to obtain ®(p) and measure ®(p) in any basis.

The goal here, as in the previous sections, is to produce a classical description of a
map ® that is close to ® in the £y-distance defined by the usual inner product for maps
from My to My, i.e., (®, ®) = Tr[J(®).J(®)]/4", where J(®) is the Choi-Jamiolkowski
(CJ) representation of ®.

For a reader not familiar with quantum computing, we remark that the proof of the
main result of this section does not require prior knowledge of quantum computing, if
one uses Lemmas 6.21 and 6.23 in a black-box manner. The reader can find in [NC10]
an excellent reference to learn about quantum computing.

An important fact for our learning algorithm is that ® = (EIS(amy))my is a state
that can be prepared with 1 query to ® (see [BY23, Lemma 8]). This is the content

of the following statement.

Lemma 6.21. If ® is a quantum channel, then ® is a state unitarily equivalent to

v(®). In particular, one query to ® suffices to sample once from (®(x,x)),, which is

a probability distribution.
We will also make use of the following lemma, proved in [KMYO03, Proposition 7].

Lemma 6.22. Let p,p’ be two states. Then, one can estimate Tr[pp’] up to error e
with probability 1 — &, by using O((1/¢)?log(1/4)) copies of p and p'.

Before proving the main theorem of the section, we show that for a given x,y €

{0,1,2,3}", the corresponding Pauli coefficient 5(95, y) can be efficiently learned.

Lemma 6.23 (Pauli coefficient estimation for channels). Let ® : My — My be a
quantum channel and let x,y € {0,1,2,3}™. Then, &J(x, y) can be estimated with error
e and probability 1 — § using O((1/€)?log(1/9)) queries to ®.

Proof. If x =y, we just have to prepare ® and apply Lemma 6.22 to ® and the state
p = |z)(x|. If 2 # y, one first learns ®(z,z) and B(y,y) with error ¢ as before. On
the one hand, one can learn ®(z,z) + ®(y,y) + 2R®(z,y), with error & by applying
Lemma 6.22 to ® and |¢)(¢], where |¢€) = 1/v/2(|z) + |y)). Hence, one learns R®(x, y)
with error 3¢/2. On the other hand, one can learn </I;(gv7 x)+ <T>(y7 y)+ 2%6(3:, y), with
error & by applying Lemma 6.22 to ® and |n)(n|, where |n) = 1/v/2(|z) + ily)), and

one can then learn $®(z,y) with error 3e/2. O
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Now, we are ready to prove Theorem 6.4, which we restate for the convenience of

the reader.

Theorem 6.4. Let ® be a n-qubit degree-d quantum channel. Then it can be learned
in Lo-accuracy € and confidence > 1 — ¢ by making exp (6(d2 + dlog(1/e))) - log(1/6)
queries to ®. Here, we use the notation O to hide logarithmic factors in d, 1/e, and

1/5.

Proof. The algorithm consists of 2 steps. In the first one we detect the relevant Pauli
coefficients, while in the second step we learn the few Pauli coefficients detected as

relevant.

Step 1. Detect the big Pauli coefficients. Let ¢ > 0 be a parameter to
be determined later. We invoke Lemma 6.21 to sample 77 times from (CTD(I,I))z by

making T} queries to ®. Let (®/(z,)), be the empirical distribution obtained from

these samples. We store the big Pauli coefficients in the set X, = {z: ®'(x,2) > c}.
Note that, since > 5. ®'(z,z) < 1, we know that

1

<~ (6.17)

Step 2. Learn the big Pauli coefficients. We invoke Lemma 6.23 to state
that, by querying ® just

Ty = O((1/c)*(1/2)* log((1/c)*(1/9)))

times, we can find approximations ®”(z,y) of ®(z,y) for the at most (1/c)? pairs
(z,y) € X, such that

sup  |®(z,y) — D" (2,y)| < ce. (6.18)
(z,y)EXe X X,

happens with probability > 1 — §.

Output. We output ®”(-) = >, ff”(x,y)ax(-)cry as our approximation for
.

Correctness analysis. We consider the event £ = {|(/I;(£L', z) — @' (z,2)| < cVr €
{0,1,2,3}"}. By Lemma 2.6, taking T; = O((1/c)?log(1/§)) ensures that
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Assuming the event £ holds, we have that
v g X, = |O(x,2)] < |®(z,2)] + [|B(z, )| — @ (z,2)|| < 2. (6.19)

In particular, it follows that

v X — [B(,y)] <18z, 2)[Bly.y) < V2 Vye{0,1,2,3)",  (6.20)

where in the first inequality we have used that P is positive semidefinite and in the
second inequality we have used Eq. (6.19) and that ®(y,y) < 1.

Assuming that both parts of the algorithm succeed, we have that ®” is close to ®.
Indeed,

e -0 2= > |B(,y) — " (= y)>+ D |B(x,y)
z,YyEX, zVygX.
4 Y 18(a,y)| B, y) | FT

zVygXe

9 1 o~ 2d
e+ (20) T 2| %
d+1

IN

IN

<e?4 el

Here, in the equality we have used Parseval’s identity, in the first inequality we
used Eq. (6.17), Eq. (6.18) and that 2 = 1/(d 4+ 1/2) + 2d/(d + 1/2); in the second
inequality we have used Eq. (6.20) and in the third inequality we used the Bohnenblust-
Hille inequality for channels (Corollary 6.17). Hence, by choosing

¢ = g2d+2—d(d+1)
we obtain the desired result.

Complexity analysis. Note that 75 > T3, so the complexity 75 dominates the
complexity of the first part of the algorithm. Hence, the total number of queries made
is

O(C4d(d+1)(1/€)8d+10 log(CQd(dH)(1/5)4‘”4(1/5))).
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Chapter 7

Testing and learning quantum

Hamiltonians

7.1 Introduction

A fundamental and important challenge with building quantum devices is being able to
characterize and calibrate its behavior. One approach to do so is Hamiltonian learning
which seeks to learn the Hamiltonian governing the dynamics of a quantum system
given finite classical and quantum resources. Beyond system characterization, it is
also carried out during validation of physical systems and designing control strategies
for implementing quantum gates [IBF+20]. However, learning an n-qubit Hamiltonian
is known to be difficult, requiring complexity that scales exponential in the number of

qubits unless a coarse metric is used [Car23].

In practice, however, prior knowledge on the structure of Hamiltonians is available
e.g., those of engineered quantum devices [SMCG16] where the underlying Hamilto-
nians primarily involve local interactions with few non-local interactions, and even
naturally occurring physical quantum systems such as those with translationally in-
variant Hamiltonians. To highlight these structural properties, consider an n-qubit
Hamiltonian H (which is a self-adjoint operator acting on (C?)®") expanded in terms

of the n-qubit Pauli operators:

H = Z Az0z,

z€{0,1,2,3}"
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We call the set of Paulis with non-zero coefficients A\, as the Pauli spectrum of the
Hamiltonian denoted by § = {x € {0,1,2,3}" : A\, # 0}. Of particular relevance are
k-local Hamiltonians which involve Pauli operators that act non-trivially on all but at
most k qubits and s-sparse Hamiltonians whose Pauli expansion contains at most s
non-zero Pauli operators i.e., |S| < s.

There has thus been a growing suite of Hamiltonian learning results that have
shown that when the underlying n-qubit Hamiltonian H satisfies these structural
properties, learning can be performed with only poly(n) query complexity, either by
making “queries” to the unitary evolution operator U(t) = exp(—iHt) [dSLCP11,
HBCP15, ZYLB21, HKT22, YSHY23, DOS23, HTFS23, LTN*23, SFMD*24, GCC24,
Zha24, HMG™25], or by assuming one has access to Gibbs state [AAKS21, HKT22,
RSF23, ORSFW23, BLMT23, GCC24]. Notably, [BLMT24] considered the problem of
learning Hamiltonians that are both local and sparse, without prior knowledge of the
support. Several of the learning algorithms mentioned above however require assump-
tions on the support of the Hamiltonian beyond locality or sparsity, such as [HTFS23]
which considers geometrically-local Hamiltonians (a subset of local Hamiltonians) and
[YSHY23] which requires assumptions on the support.

Moreover, before learning, it might be desirable to uncover what is the struc-
ture of an unknown Hamiltonian in order to choose specialized learning algorithms.
Even deciding if a Hamiltonian has a particular structure is a fundamental challenge
and constitutes the problem of testing if an unknown Hamiltonian satisfies a certain
structural property. This line of investigation is nascent with only a few works on
Hamiltonian property testing [SY23, ACQ22, LW22] with Blum et al. [BCO24b] hav-
ing considered the problem of testing local Hamiltonians and the problem of testing
sparse Hamiltonians yet to be tackled. This leads us to the motivating question of

this chapter:

What is the query complexity of learning and testing structured

Hamiltonians?

Problem statement

Before we state our results answering the question above, we clearly mention our
learning and testing problems first. If H is the Hamiltonian describing the dynamics
of a certain physical system, then the state of that system evolves according to the
time evolution operator U(t) = e~ *H!. This means that if p(0) is the state at time 0,
at time ¢ the state would have evolved to p(t) = U(t)p(0)UT (). Hence, to test and
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learn a Hamiltonian one can do the following: prepare a desired state, apply U(t) or
tensor products of U(t) with identity to the state, and finally measure in a chosen
basis. From here onwards, this is what we mean by querying the unitary U(¢). It
is usual to impose the normalization condition ||H|jop < 1 (i.e., that the eigenvalues
of H are bounded in absolute value by 1). We will assume this normalization unless
otherwise stated, but we will also work out the dependence on || H||p for our learning
algorithms. Throughout this paper, we will consider the normalized Frobenius norm

as the distance between Hamiltonians, unless otherwise stated. This distance is

Tr[(H — H')?]

d(H,H")=||H — H'||s = 5 ,

and it equals the fo-norm of the Pauli spectrum, d(H, H') = /> | \z — \.|2.

property of a Hamiltonian, denoted H is a class of Hamiltonians that satisfy the
property (here we will be interested in sparse and local properties). We say that H
is e-far from having a property H if d(H, H') > ¢ for every H' € H, and otherwise is

e-close. Now, we are ready to state the testing and learning problems.

Let #H be a property and let H be an unknown Hamiltonian with ||H||op < 1
and Tr[H] = 0.

Problem 7.1 (Tolerant testing). Promised H is either €1-close or ex-far from

satisfying property 7, decide which is the case by making queries to U(t).

Problem 7.2 (Hamiltonian learning). Promised H € H, output a classical
description of H € H such that |[H — H||; < ¢ by making queries to U(t).

Summary of results

The main results of this chapter are query-efficient algorithms for testing and learning
Hamiltonians that are local and/or sparse. We summarize our results in Table 7.1 (for
simplicity we state our results for constant accuracy). Before we discuss our results in

more detail, we make a few remarks about our main results.

Testing | Learning

s-sparse poly(s) poly(s)
k-local O(1) exp(k?)

Table 7.1: Query complexity for learning and testing n-qubit structured Hamiltonians.
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(i) As far as we know, by the time of the publication, the results of this chapter are
the first: (a) with complexities that are independent of n 1, and (b) that does

not assume knowledge of the support.?

(iv) We give the first learning algorithm for Hamiltonians that are only promised to
be sparse, and not necessarily local. Similarly, our local Hamiltonian learning
problem doesn’t assume geometric locality which was assumed in several prior

works.

(7i7) Our testing algorithms are tolerant, i.e., they can handle the setting where 1 #
0. As far as we know, there are only a handful of polynomial-time tolerant testers

for quantum objects.

(v) Our learning algorithms are based on a subroutine that learns arbitrary n-qubit
Hamilotmians with O(1/e%) queries, albeit in the coarser metric of the £,,-norm
of the Pauli coefficients. As far as we know, this is the only best result for
unstructured Hamiltonians. Notably, it is also the first time-efficient proposal
for this problem.

We remark that most previous works on Hamiltonian learning (that we highlighted
earlier) are done under the distance induced by the supremum norm of the Pauli spec-
trum and with extra constraints apart from locality [dSLCP11, HBCP15, ZYLB21,
HKT22, WKR*T22, YSHY23, Car23, DOS23, HTFS23, LTNT23, SFMD*24, GCC24].
When transformed into learning algorithms under the finer distance induced by the
£-norm of the Pauli spectrum, these proposals yield complexities that depend polyno-
mially on n* and only work for a restricted family of k-local Hamiltonians. The works
that explicitly consider the problem of learning under the ¢>-norm have complexities
depending on n and assume a stronger access model [CW23, BLMT24].

Results

Testing. Recently, Bluhm, Caro and Oufkir proposed a non-tolerant testing algo-
rithm, meaning that it only works for the case e; = 0, whose query complexity is
O(n*+2 /(g9 —e1)*) and with total evolution time O(n*+1 /(g5 —21)?). They posed as

IThere are a few works that achieve n-independent complexities for learning local Hamiltoni-
ans in the co-norm of the Pauli coefficients, but when transformed into 2-norm learners they yield
complexities depending on n*.

2Soon after [Esc24b], Bakshi et al. [BLMT24] presented a learning algorithm that does not require
prior knowledge of the support, achieving Heisenberg scaling using heavy machinery.
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open questions whether the dependence on n could be removed and whether an effi-
cient tolerant-tester was possible [BCO24a, Section 1.5]. Our first result gives positive

answer to both questions.

Result 7.3. There is an algorithm that solves Problem 7.1 for k-local Hamiltonians by
making poly(1/(e2 — 1)) queries to the evolution operator and with poly(1/(e2 — 1))

total evolution time.

See Theorem 7.12 for a formal statement of this result. Our algorithm to test for
locality is simple. It consists of repeating the following process 1/(s5 — 1)* times:
prepare n EPR pairs, apply U(ez — 1) ® Iden to them and measure in the Bell basis.
Each time that we repeat this process, we sample from the Pauli sprectrum of U(es —
1).% As ey —ey is small, Taylor expansion ensures that U(ey—¢e1) = Idan —i(eg—e1)H,
so sampling from the Pauli spectrum of U(ey — £1) allows us to estimate the weight of
the non-local terms of H. If that weight is big, we output that H is far from k-local,
and otherwise we conclude that H is close to k-local.

Despite the numerous papers in the classical literature studying the problems of
testing and learning sparse Boolean functions [GOST11, NS12, YZ20, EIS22], there
are not many results on learning Hamiltonians that are sparse (and not necessarily
local) and the only testing result that we are aware of requires O(sn) queries [BCO24b,
Remark B.2]. Here, we present the first sparsity testing algorithm whose complexity
does not depend on n and the first learning algorithm for sparse Hamiltonians which
does not make any assumptions regarding the support of the Hamiltonian beyond

sparsity.

Result 7.4. There is an algorithm that solves Problem 7.1 for s-sparse Hamiltonians
by making poly(s/(e2—e1)) queries to the evolution operator and with poly(s/(e2—e1))
total evolution time.

See Theorem 7.15 for a formal statement. This testing algorithm consists on per-
forming Pauli sampling of U(v/(e3 — €7)/s) a total of O(s*/(e3 — ?)*) times. From
these samples one can estimate the sum of the squares of the top s Pauli coefficients of
U. If this quantity is big enough, we output that the Hamiltonian is close to s-sparse,
and otherwise that is far. Although from this high-level description the algorithm
seems similar to the locality testing one, the analysis is more involved and requires
taking the second order Taylor expansion, which is the reason why the dependence on

(e2 — &1) is worse in this case.

3The Pauli spectrum of a unitary U = Zz ﬁwax determines a probability distribution because
Em |U90|2 =1
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Additionally, we provide a sparsity tester (Theorem 7.16) that only makes O(s?/e3)

queries with O(s!%/e3) total evolution time, but only works in the regime &; =

O(e2/V/s).

Learning. We first propose a protocol to learn unstructured Hamiltonians efficiently
in the coarser ¢, norm of the Pauli coefficients. Then, we turn it into a learner in the

l5 norm for local and sparse Hamiltonians.

Result 7.5. There is an algorithm that outputs estimates Xm such that | Ay — Xg;| <e
for every x € {0,1,2,3}" by making O(1/e*) queries to the evolution operator with
O(1/€3) total evolution time.

See Theorem 7.18 for a formal result. The learning algorithm has two stages.
In the first stage one samples from the Pauli distribution of U(e), as in the testing
algorithm, and from that one can detect which are the big Pauli coefficients of H. In
the second stage we learn the big Pauli coefficients via a novel subroutine based on
Clifford Shadows (see Lemma 7.17) and set the small to 0.

For Hamiltonians that are k-local, we have the following learning result in the

fo-norm.

Result 7.6. There is an algorithm that solves Problem 7.2 for k-local Hamiltonians by
making exp(k?+klog(1/¢)) queries to the evolution operator with exp(k?+ klog(1/¢))

total evolution time.

See Theorem 7.19 for a formal statement of this result. In the case that the
Hamiltonian is k-local, one can ensure that the coefficients not detected as big in
the first stage of the algorithm of Result 7.5 have a neglectable contribution to the
{o-norm, from which Result 7.6 follows. To argue this formally, we use the non-
commutative Bohnenblust-Hille inequality, which has been used recently for various
quantum learning algorithms [HCP23b, VZ23].

For Hamiltonians that are s-sparse, we have the following learning result in the

fo-norm.

Result 7.7. There is an algorithm that solves Problem 7.2 for s-sparse Hamiltonians
by making poly(s/e) queries to the evolution operator with poly(s/e) total evolution

time.

See Theorem 7.21 for a formal statement. Result 7.7 follows by adding a round-
ing step to the algorithm of Result 7.5 that ensures that all zero coefficients of the

Hamiltonians are also zero for the approximating Hamiltonian.
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Direct comparison to previous work. Comparing the plethora of Hamilto-
nian learning algorithms can be challenging due to the different assumptions on the
structure of the Hamiltonians (local, sparse, geometrical structures, etc.), the different
distances to measure the error (£, norm of the coefficients, £5 norm, etc.), the different
complexity measures (queries, total evolution time, number of experiments, etc.), the
different access models (coherent/non-coherent queries, with/without memory, etc.)
and the different goals of the algorithm (minimizing the dependence on the dimen-
sion parameters like n, s, k, achieving the Heisenberg scaling 1/e, etc.). Thus, we only
include a direct comparison in Table 7.2 with the works that explicitly consider the
same structure and the same error metric as us. As a summary, one can say that
for constant € our results achieve better dependence on the parameters n,s,k than
previous work, while also using the weaker model of incoherent queries, where one can
perform only one query before measuring, as opposed to the coherent query model.
We also want to remark that our result for learning unstructured Hamiltonian is time

efficient, while the, to the best of our knowledge, only previous one is not [Car23].

Hamiltonians Reference tiotal Queries Access model

Car23 n/et n/et Coherent queries
Unstructured, £oo error The[orem ]7‘18 1 //53 1554 Incoherent queries
[Zha24]* 1/t 1/€e8 Coherent queries
s-sparse, (o, error [HMG*25]t s?/e s?/e Coherent queries
Theorem 7.21 1/ 1/et Incoherent queries

[CW23] n¥ /e n¥ /e Controlled and inverse queries
k-local, £y error [MFPT24]° (9n)* /e (27n3)k /€2 Coherent queries
Theorem 7.19  exp(k?)/eF  exp(k?)/e¥ Incoherent queries

Table 7.2: Comparison of algorithms for learning Hamiltonians with ||H||op < 1.

* It can be improved to O(1/e2+°(1)) total evolution time and O(1/e5t°(1)) queries by paying huge
constant factors.

t This algorithm works for Hamiltonians with sup, |Az| < 1, a weaker constraint than ||H|lop < 1.

© This algorithm is the only one in the table that uses no quantum memory. We provide an
algorithm with no quantum memory for k-local learning that performs as the one in the last row,
but with an extra factor logn.

Note added. After sharing Theorem 7.12 with Bluhm et al., they independently
improved the analysis of their testing algorithm and showed that it only requires
O(1/(e2 — £1)3e2) queries and O(1/ (g2 —e1)*%€3%) total evolution time, which is very
similar to our Theorem 7.12 [BCO24b|. In addition, for a wide range of k = O(n),

their algorithm does not require the use of auxiliary qubits.
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7.2 Preliminaries

Notation

Every n-qubit operator H can be written down in its Pauli decomposition as

H= Z AzOz,

z€{0,1,2,3}"

where the real-valued coefficients A, are given by A\, = % Tr(Ho,). Parseval’s identity
states that the normalized Frobenius norm of H (denoted as || H||2) equals the £2-norm

of its Pauli spectrum, i.e.,

Tr[HtH
o= 2L S g

z€{0,1,2,3}"

We will repeatedly use that ||H|2 < ||H||op, which holds because ||H||3 is the average
of the squares of the eigenvalues of H. We will also consider the ¢, norm of the Pauli

coefficients of an operator, which is given by
[ Hlle.. = sup|hq].
x

Additionally, we will use ||H|| := max{||H|op, 1}
Given z € {0,1,2,3}", define |z| as the number of indices i € [n] where z; #
0, define

and H<j, as Z\wl <k Az0,. From the formulation of the 2-norm in terms of the Pauli
coefficients it follows that || Hs |2 < || H||2. We note that the distance of a Hamiltonian
H from the space of k-local Hamiltonians is given by ||[Hskl|l2, as H<y is the k-local
Hamiltonian closest to H. The ¢5-distance of H to being s-sparse also has a nice
expression. Assign labels from [4"] to z € {0,1,2,3}" in a way that and |A\;,| >
[Azsl =+ = [Agyn |- Then, 37, ¢y Az, 0a, is the closest s-sparse Hamiltonian to H, so the
{a-distance of H to the space of s-sparse Hamiltonians is \/W

Necessary subroutines

Suppose U is a unitary and we write out its Pauli decomposition as U = >, ﬁmom,
then by Parseval’s identity 3 |U,|> = Te[UTU]/2" = 1, ie., {|U4|?}s is a probability
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distribution. We will be using the fact below extensively.

Fact 7.8. Given access to a unitary U, one can sample from the distribution {|ﬁ1|2}x

Proof. The proof simply follows by applying U ® Ida» to n EPR pairs (i.e., preparing

the Choi-Jamiolkowski state of U) and measuring in the Bell basis, because

U®Ildye[EPR,) = > Us R) (0, @ 1d2|EPR)),
z€{0,1,2,3}n 1€[n]

and the Bell states can be written as o, ® Id3|EPR) for z € {0,1,2,3}. O

We will also use that given a Hamiltonian H, the Taylor expansion of the expo-

nential allows us to approximate the time evolution operator as

U(t) = e "M =1dyn —itH + ct’ Ry (1) | H|12, (7.1)

for t < 1/2, where the first order remainder R;(¢) is bounded ||R1(¢)|op < 1 and ¢ > 1
is a universal constant.
We will also use the celebrated Classical Shadows by Huang, Chen and Preskill.

Theorem 7.9 (Clifford shadows [HKP20]). Let p be an n-qubit state and let {O;}ic[ar
be n-qubit traceless observables. Assume that sup; Tr[O2] = O(1). Then, Algorithm 1
obtains estimates 617[, such that, with probability 1 — 6, satisfy

| Tx[0ip] — O] < €

or every i € [M]. The algorithm uses O w copies of p.
£

7.3 Technical results

In this section, we will first prove our main structural theorems for Hamiltonians
and provide subroutines which will be used later for testing and learning these struc-

tured Hamiltonians.

Structural lemma for local Hamiltonians

First, we prove a lemma regarding the discrepancy on the weights of non-local terms

of the short-time evolution operator for close-to-local and far-from-local Hamiltonians.
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Algorithm 1 Clifford shadows
Input: Copies of a quantum state p, target set of observables {O;};c[ar, error pa-
rameter € € (0, 1), and failure parameter ¢ € (0, 1)

1: Set T' = O(log(M/5)/e?) and J = O(log(M/§))

2: for j € [J] do

3: for k € [T'/J] do

4: Apply a uniformly random Clifford gate C' to a copy of p
5 Measure in the computational basis. Let |b; 1) be the outcome
6: for i € [M] do

7 Let Oi,j,k = (2” + 1)<bj,k|0710710|bj,k>

8 end for

9 end for

10: for i € [M] do

11: Let 6i,j = Mean((éi,j,k)k)

12: end for

13: end for

14: for i € [M] do
15: Set O; := Median((()m)j)
16: end for

Output: (O;)ie(n

Lemma 7.10. Let 0 <&y < e9. Let a = (g2 — 1)/(3¢) and H be an n-qubit Hamil-
tondan with |Hl|lop < 1, where ¢ is the constant appearing in Taylor expansion (see
Eq. (7.1)). If H is e1-close k-local, then

2e1+¢
[U@)sell < (2 — o) 522,
c
and if H is eo-far from being k-local, then
€1+ 2
[U(a)>kll2 = (g2 = 61)%-

Proof. Recall that U(a) = Idan — iacH + ca?R(«) by Eq (7.1) where ||R|/op < 1. For
simplicity, we set U = U(a) and R = R;(«). First, assume that H is e;-close k-local,
then by definition we have that ||Hsg|l2 < &1. Then

2
€9 — € €9 — € 2e1 + €
1Uskllz < allHspllz + ca®||Roplls < 2—er +c| 2t ) =(e2—e1) 2,
3c 3c 9¢

where in the first inequality we have used the triangle inequality, and in the second
that H is e1-close to k-local and that ||Rskll2 < ||R|l2 < ||Rllop < 1. Now, assume
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that H is eg-far from being k-local (i.e., ||[Hsg|l2 > €2). Then

2
€2 — €1 g2 — €1 €1+ 2e2
U > a||H —cd?||R > _ > (e —
1Usklla > ol Hakll2 = co®[ Rorll2 > =5 e ( > )(w e1)"g

where in first inequality we have used triangle inequality on icH = ct?R(a) — U(«)
to conclude af Hsgll2 < ||Uskll2 + ca?||R>k|l2, and in the second the fact that H is

eo-far from k-local. O

Structural lemma for sparse Hamiltonians

Similar to local Hamiltonians, we show a discrepancy in the sum of the top Pauli
coefficients of the short-time evolution operator for close-to-sparse and far-from-sparse
Hamiltonians. To formally state this result we need to introduce the concept of top
energy. Let U(t) the time evolution operator at time ¢ and let {fj(t)}z be its Pauli
coefficients. We assign labels from {xq,...,24n_1} to = € {0,1,2,3}" in a way that
(7960 = Upn and |Uy, | > |Uy,| > -+ > |(7x4n_1|. Now, we define the top energy at time

t as
TopEnergy(t; s) == |Us, (1)[> + > [Un, ()2,

i€[s]

Lemma 7.11. Let H be a n-qubit Hamiltonian with || H||op < 1 and Tr[H] = 0. Let
t € (0,1). On the one hand, if H is e1-close to s-sparse, then

TopEnergy(t;s) > 1 — e2t? — O(t3s).
On the other hand, if H is eo-far from s-sparse, then
TopEnergy(t;s) < 1 —e3t? + O(t3s).
Proof. For this proof we need to consider the 2nd order Taylor expansion of U (t),
U(t) =1d — itH — t*H? /2 + O(t*) Ry,

where Ry is the remainder of the series of order 2 that satisfies ||Rallop < 1, because
| Hlop < 1. Since Tr[H] =0 (so Agn = 0), we have

77 t? 2 3

z€{0,1,2,3}"
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so, using that |a? — b?| = |a — b||a + b|, we have that

Dol = (1= > A

z€{0,1,2,3}"

=O0(t%). (7.2)

To control |U,(t)| for = # 0°", we use the first order Taylor expansion of U(t) =
Idgn — itH + ct? Ry (t) and get

T (6)] = [EXa]| < [T () — (=ithe)| < U () = (—itH)|2 < O(£?)|| Rall2 < O(t?),
(7.3)

where we again used that ||R;||2 < 1. From this it follows that

1T = 2X2] = | (1T = [#al) - (T2 (0)] + A1) | = OE) (T2 + 2]}

= O(t?) (2]tA:| + O(1?)) = O(t?),
(7.4)

where the second and third equality both used Eq. (7.3); and in the last line used
[Az] < |H|lop < 1. In particular, the above implies that

U= (0)]7 = x> = O(F) (7.5)

Now we will define a quantity similar to the top energy, but now we will define
the top coeflicients as the top coefficients of H. To be precise, we assign labels to
{Y0,---,yan_1} to the elements of {0,1,2,3}" in a way such that yo = 02" and |\, | >

> A

yan_1 |- We now define

TopEnergy (t;s) := (1 —t? Z Ai) + Z(t)\yi)Q.
z€{0,1,2,3}™ i€[s]

If the top s Pauli coefficients of H coincided with the ones of U(t) and there was no
error in the Taylor expansion, then TopEnergy(¢; s)(t) = TopEnergy(t; s). However,

this may not be true in general. Nevertheless, we show that both quantities are close
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to each other. To this end,

TopEnergy(t;s) = |l_'7:,30 (t)]? + Z |T/J\'m ()2
i€[s]

> Uy () + Y [T, (1)
1€[s]

> (11— ) )+ D ()P~ (s+ 1DO(E)

2€{0,1,2,3}" i€[s]

= TopEnergy; (t;5) — (s + 1)O(t?),

where in the first inequality we used that z1,...,zs correspond to the s largest coeffi-
cients of U(t), so 3¢ (g |ﬁz (t)|? is larger than the sum of the squares of any other s
coefficients of U; in the second inequality we used Egs. (7.2) and (7.5). Similarly, one
can check that TopEnergy; (t;5) > TopEnergy(t; s) — (s + 1)O(t3), so

| TopEnergy; (t; s) — TopEnergy(t; s)| < O(st?).

Now, the claimed result follows by noticing that

TopEnergy  (t;s) = 1 — t? Z Ay, %
i>s
and that >, |)y,|? is the square of the fo-distance of H to the space of s-sparse
Hamiltonians, because ), ¢y Ay, 0y, is the s-sparse Hamiltonian closest to H. O

7.4 Testing Hamiltonians

In this section, we give our testing algorithms for local Hamiltonians.

7.4.1 Testing local Hamiltonians

We now state our locality testing algorithm and prove its guarantees.

Theorem 7.12. Algorithm 2 solves the locality testing problem (Problem 7.1 with the
property of being k-local) with probability > 1— 3§, by making O(1/(e3 —e1)* -log(1/6))
queries to the evolution operator and with O(1/(e2 — €1)? - log(1/3)) total evolution

time.

Proof. Let t = (e2 —e1)/(3¢) and let U = U(t). For notational simplicity, let ay :=
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Algorithm 2 Locality tester

Input: Query access to the time evolution of U(t) = e ®H closeness and farness
parameters €1, €2 € (0,1), locality parameter k¥ € N and failure parameter § € (0,1)
1: Set T = O(log(1/8)/(e2 — €1)*)
2: Let t = (2 —£1)/(3¢) and U = U(¢)
3: Initialize o), = 0
4: fori=1,...,T do
5 Perform Pauli sampling from U. Let = € {0,1,2,3}" be the outcome.
6: if |z| > k then
7 o) oy +1/T
8 end if
9: end forSet o) =0
10: fori=1,...,T do
11: Perform Pauli sampling from U. Let « € {0,1,2,3}" be the outcome.
12: If |z| > k, o) o]l +1/T
13: end for
Output: If o} > (3/4)(e2 —e1)? or off > (g2 —e1)(e1 + 22)/(9¢) — (g2 — £1)?/(18¢)
output that H is far from local, and close to local otherwise

|Usx|13. We will first estimate oy, upto error (e2 —e1)?/4. To do that we sample from
{|U4|?}, using Fact 7.8 a total of T = O(1/(e2 — £1)*1og(1/4)) times, which can be

done with T queries. If zq,...,z7 are the outcomes of those samples, we define our
estimate as .
o) = > il > K.
i€[T)

By the Hoeffding bound, we have that indeed |a}, —aj| < (e2 —1)?/4 with probability
>1-4/2.

If of > (3/4)(e2 — £1)?, then oy > (e2 — £1)?/2, so by Lemma 7.10 we conclude
that H is far from k-local. Otherwise, if o), < (3/4)(g2 — £1)?, then ay < (g3 — £1)2.

Now we take again 7" samples from vy, ..., yr from {|(7';,5\2}z and define a new estimate
(=7 3 Ml >
o T
€T

By definition o equals oy, in expectation. Furthermore, oy is the empirical average

of random variables whose variance is considerably small, because

Elllyl > k%] = Ellly| > K]} = [[U> k3 < (e2 — e1)*.
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Then, an application of Bernstein’s inequality (Lemma 2.22) shows that «} approxi-
mates ||Us||3 up to error ((e2 —e1)?/(18¢))? with success probability 1—§/2. At this

point, using our structure Lemma 7.10, this is sufficient for testing k-locality. O

Remark 7.13. We remark that the algorithm for testing locality can be used in more
generality for testing if the support of the Hamiltonians is a given § C {0,1,2,3}"™.
Also, by a union bound one can test for M supports Si,...,Sy by paying a factor
log(M).

Theorem 7.14. Let H be a n-qubit Hamiltonian and let S1,...,Sy C {0,1,2,3}™.
Then, with O(1/(g2 —e1)*log(M/5)) queries and O(1/(e2 — 1) log(M/6)) total evo-
lution time one can simultaneously, for every i € [M], test if H is e1-close or or eo-far

from being supported on S;.

Theorem 7.12 is one case of Theorem 7.14 where M =1 and &; = {z € {0,1,2,3}" :
x| < K}

7.4.2 Testing sparse Hamiltonians

Now we state our sparsity testing algorithm and prove its guarantees.

Algorithm 3 Fully tolerant sparsity tester

Input: Query access to the time evolution of U(t) = e ®H closeness and farness

parameters €1, €9 € (0,1), sparsity parameter s € N and failure parameter § € (0, 1)
1: Set T = O(s%/(3 — £2)% - log(1/9))
2: Let t = O((e3 — %) /s) and U = U(t)
3: Perform Pauli sampling from U a total of T times. Let (|az|?)sefo,1,2,33 the
empirical estimate of (|U,|?), obtained this way.
4: Let |ag, [, ..., |og, |? the s-biggest elements of (|o|?)ze(0,1,2,30m—{on}
5 Set I' = |agn|? + Dicps |, 2

212
—€7)

Output: If ' > 1 —¢? (c3 )" %(Eg—jf)g
> - -
from sparse otherwise

output that H is close to sparse, and far

Theorem 7.15. Algorithm 3 solves the s-sparsity testing problem with probability
> 1— 46, by making O(s5/(e3 — e2)® - log(1/6)) queries to the evolution operator and
with O(s®/(e3 — €2) - log(1/6)) total evolution time.

Proof. Let t = O((¢2 — €%)/s). By Lemma 7.11 we have that if H is £;-close to being

sparse, then
2 2\2 2 2)3
€3 —e7) 1(e5 —&7)
TopEnergy(t; >1—2(2 Vo -2
p nrgy(,s)_ &1 $2 3 52 )
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while if H is eo-far from s-sparse, then

222 (22
TopEnergy(t;s) <1 — 2 (53— o1 -2 U
pEnergy(t;s) < € 52 + 3 52

From here, it follows that to test it suffices to estimate TopEnergy(¢;s) up to error

=i (1o Al LGNy gEoAf LG
= 2 1 82 3 82 2 82 3 32
-y

To do that we will obtain an estimate ({|o|2}s of {|U»|2}s and use it to approximate
TopEnergy(t; s). Using Fact 2.6, we obtain an empirical distribution {|a|?}, that is
obtained after T = O(s2log(1/6)/e2) samples from {|U,|2}, (which can be performed
with T' queries to U(t) thanks to Fact 7.8) satisfies that

2 (77 |2 €

— < .
laa? = 7] < 55 (7.
for all z € {0, 1,2,3}™ with probability > 1 —¢§. We assign new labels yo,y1, ..., yan_1
to {0,1,2,3}™ in a way such that |y, |> = |agn

we define our estimate for TopEnergy(t; s) as

% and |0‘yl|2 =2 ‘ay4n71‘2' NOW’

TopEnergy'(£; 5) = |ay, (£)]> +2 Y _ low, (B)]*.
i€[s]

It only remains to show that TopEnergy’(t; s) e-approximates TopEnergy(t;s). We will

see that in two steps. First,

TopEnergy'(;5) = |avy, (H)* +2 Y |y, (1)]
i€[s]
> o (0> +2 ) o, (8)]?

i€[s]

> Juzg ()P +2 ) Jua, (1)* — &

1€[s]

= TopEnergy(t; s) — e,

where the second line is true by definition of yg,...,y4n_1 and the third line is true

because Eq. (7.6). Switching the roles of TopEnergy’(t; s) and TopEnergy(t; s), one can
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prove that TopEnergy(t;s) > TopEnergy’(t;s) — ¢.
Complexity analysis. We have queried U(t) a total of T = O(s%log(1/6)/e?)

times with e = (¢3 — £%)3/6s? and t = O((¢3 — €2)/s), so the number of queries is

0 <(52i%)6 1og(1/5))

2

and the total evolution time

O

Furthermore, for the regime where e = O(e2/5%®) we propose a more efficient

testing algorithm.

Algorithm 4 Not that tolerant sparsity tester

Input: Query access to the time evolution of U(t) = e~*#  sparsity parameter s € N,
closeness and farness parameters €1, €9 € (0, 1) satisfying €1 = O(e2/+/s) and failure
parameter § € (0,1)
1: Set T = O(s?/e4 - log(1/6))
2: Let t = Q(ez/+/s) and U = U(t)
3: Perform Pauli sampling from U a total of T times. Let X the set of sampled
Paulis.

Output: If |[X — {0?"}| < s output that H is close to sparse, and far from sparse
otherwise

Theorem 7.16. Let H be a traceless Hamiltonian with | H|lop < 1. Provided that
g1 = O(ez/s"5), Algorithm /4 solves the s-sparsity testing problem with probability
> 1— 4. The algorithm makes O(s?/e3 - log(1/8)) queries to the evolution operator
and uses O(s'5 /€3 -log(1/6)) total evolution time.

Proof. Let C > 1 be a constant that appears in the first-order Taylor expansion,
U(t) =1d — itH + Ct* Ry (1)

with ||R1llop < 1 for t € (0,1). We will assume that § = 1/3, as the case ¢ € (0,1/3)
follows by a standard majority voting argument. Algorithm 4 is simple. One just
performs Pauli sampling of U = U(t) a number of T times, for some t and T to be

determined later. Let X be the labels of the Pauli strings sampled in this process. If
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|X — {0?"}| < s we output that H is sparse, and otherwise we output that is far from

sparse. It remains to analyze the correctness.

Correctness. In the case that H is £;-close s-sparse, there exists S C {0, 1,2,3}"

of size s where H is e;-concentrated. Then, by Taylor expansion,

S Gt | Y PO <te 4 O <208,
2 (SU{02n)) 2@ (SUT02"))

where in the last inequality we have assumed that

Hence, the probability of sampling an element outside S U {0?"} in one sample is at
most 4C2t*. Thus, the probability of not sampling an element outside S U {0?"} in T

samples is at least
(1 —4C**)7T > 1 — 4C*'T.

In particular, if

1 1

S 31070 (7.8)

it will be satisfied that |X — {02"| < s with probability > 2/3, as desired.

In the case that H is eo-far from s-sparse, we will perform an analysis similar to

the coupon collector problem. By Taylor expansion we have that for every set S of

size s,
N t
> (TP zet-cz (7.9)
z¢(S—{02"})
where we have assumed that
Ct <eq/2. (7.10)

Let X; the random variable that accounts for the number of samples between the (i—1)-
th sampled non-0>"-Pauli and the i-th sampled non-0?"-Pauli. Applying Eq. (7.9) to
every X;, it follows that E[X;] < 4/e3t? for every i € [s + 1], so

4(s+1)

E[X) + 4 Xop1] € —5
est
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Hence, by Markov’s inequality, if

4 1
T> ﬁ*j) (7.11)
gst
it will be satisfied that |X — {0?"}| > s + 1 with probability > 2/3, as desired.
Finally, we note that we have assumed conditions Egs. (7.7), (7.8), (7.10) and (7.11)
to ensure the correctness of the algorithm. All these equations are satisfied provided

that

o s=0(%)

7.5 Learning Hamiltonians

7.5.1 Learning unstructured Hamiltonians

We start by showing how to efficiently learn an arbitrary n-qubit Hamiltonian in £,
error. To do that, we propose a protocol to estimate a given set of Pauli coefficients
X of a Hamiltonian via Shadow tomography. To describe the protocol, we introduce

the following 2n-qubit observables. Given z € {0, 1,2,3}"™, we define

1
Ry = §(|Bellozn><Bellw\ + |Bell, ) (Bellpzn ),

1
Z, := 5 (~i[Bellgen ) (Belly | +i[Bell,) (Bellgen ).

Lemma 7.17. Let H be an n-qubit traceless Hamiltonian and X C {0,1,2,3}™. Then,
Algorithm 5 allows one to estimate the Pauli coefficients corresponding to X with suc-
cess probability > 1—6. It uses O((log |X|/0)||H||*/e*) queries and O(log(|X|/d)||H|? /)
total evolution time. The minimum evolution time is /|| H||?, the number of ancillas
is n, and the time complezity is O(poly(n)|X|||H||*/e* - log(|X|/9)).

Proof. Correctness of the algorithm: Let tg = O(¢/||H||?) and U = U(to). As
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7.5. Learning Hamiltonians

Algorithm 5 Estimating a given set of Pauli coefficients of a Hamiltonian

Input: Query access to the time evolution of U(t) = e~ ®H  target set of Pauli co-
efficients X C {0,1,2,3}™ — {0™}, error parameter ¢ € (0,1), and failure parameter
d€(0,1)
1 Set T = O(|[H|[*/* - 1og(|X|/5)) and to = ©(c/||H|?
2: Set U = U(to)
3: for j € [T] do
4: Prepare |J(U)) = (U @ Idan )| Bell,,)
5: Apply a uniformly random Clifford gate C'
6 Measure in the computational basis. Let |b;) be the outcome
7 for z € X do
8 Let Rw,j = (2" + 1)<b]|0_1RIC|bJ> and Im,j = (2" + 1)(bj\C_1IIC|bj>
9: end for
10: end for
11: for x € X do _
12: Set R, := MedianOfMeans(R, ;); and I, := MedianOfMeans(Z, ;);
13: end for

Output: (R, + il,)/(—it))secx

Tr[R2] = Tr[Z2] = 2, by Theorem 7.9, the numbers R, and I, that Algorithm 5
outputs satisfy

2 2

| T [Ze [ JO)(JU)]] = Le| < e

9
[H*°

| TR J(U) (T ()] = Ral < (7.12)

for every z € X with probability > 1 — §. By Taylor expansion, as Agz» = 0, we have

that |Ugzn — 1| < O(t2||H||?). Thus,

1 = 73 73 i 7T 7T 77
Tr[R | J(U)NI(O)]] = 5 (UsUgen + Up2nUy) = Re(UUg) = Re(Us) & O(t5 | H|1*),

(7.13)

and similarly Tr[Z, | J(U)){J(U)|] = Im(ﬁ,;)iO(tgHHHQ). Hence, combining Eqs. (7.12)

and (7.13) we have that

52

1>

2
L O H|? go(g),

for every x € X. Finally, by Taylor expansion we have that |Tj'x /(=itg) — Az| <
O(tol H|I?), so

Ry +il,

ho = B <0 (Lo ) + Ol ) = Ofe)

toll H|[?
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Chapter 7. Testing and learning quantum Hamiltonians

for every x € X, as claimed.

Time complexity: The time complexity is dominated by the first loop in Al-
gorithm 5, whose time complexity is O(|X| - T - (test + poly(n)), where the poly(n)
comes from applying a random Clifford gate and t.s is the time taken to compute
(b|C~1R,C|b) for an n-qubit Clifford gate C and a computational basis state |b). Now,
expanding R, one can write (b|C~1R,C|b) as an algebraic expression of a finite num-
ber of terms of the kind (y|D|z), where |y) and |z) are computational basis states and
D a Clifford gate. Hence, via Gottesman-Knill theorem [Got98, AG04] follows that
test = O(n?), so the total time complexity is O(poly(n)|X|||H||*/e* - log(|X|/d)). O

Now, we are ready to present our learning algorithm for arbitrary Hamiltonians

with no promise about its structure.

Algorithm 6 Learning unstructured Hamiltonians

Input: Query access to the time evolution of U (t) = e~®*H#

and failure parameter § € (0,1)
+ Set T'= O(|| H||*/* - log(|| H||*/€26)) and to = O(c/|| HI|?)

, error parameter ¢ € (0,1),

—_

2: Set U = U(to)

3: Set X =0

4: for j € [T] do

5: Prepare |J(U)) = (U ® Idan)|Bell,)

6: Measure in the Bell basis and add the outcome x € {0, 1,2,3}" to X if 2 # 02"

7: end for _

8: Run Algorithm 5 run with U(t), X, ¢ and J as inputs. Let (A;).cx the output.
Output: H = D ozex Xzax

Theorem 7.18 (Learning unstructured Hamiltonians). Let H be an n-qubit and trace-
less Hamiltonian. Then, Algorithm 6 e-learns all Pauli coefficients of H with suc-
cess probability > 1 — 6. It uses O((||H||/e)*) queries to the evolution operator and
O(||H||2/€3) total evolution time. The minimum evolution time is O(e/|H|?), the al-

gorithm uses n ancilla qubits and only one round of adaptivity, and the time complexity
is poly(n, 1/e, || H|).

Proof. Let tg = O(¢/||H||?) and U = Ul(tg) and let T = O(||H||*/&* - log(|| H||?/£26)),
as in Algorithm 6.

Correctness: We claim that with probability > 1 — § the set X generated in
Algorithm 6 contains all z such that

|Az| > e, (7.14)
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and that

x| <0 (”H4) (7.15)

To show Eq. (7.14) we note that by Taylor expansion, if [A;| > e, then |U,| =
Q((e2/||H|?)), so |Us|? = Q((e*/||H||*)). Hence, the probability that such an z does
not belong to X, which stores the non-0?" outcomes of sampling from (|f]\x|2)m, is at

most

- T i 12 625
1|0, 2) <TI0 < :
(1-102F) <0 < g

Hence, as there is at most ||H||?/e? coefficients with [\;| > &, because Y [X;|* <
|H||?, Eq. (7.14) follows from a union bound. Eq. (7.15) holds because |X| < T.

Now, if Egs. (7.14) and (7.15) are satisfied, Algorithm 5 provides estimates of the
coefficients of X', which contains all labels z of coefficients |\;| > e.

Complexities: The query complexity is 27" = O(||H||*/e*), the minimum evolu-
tion time t, = O(¢/|H|?) and the total time evolution 2Tty = O(||H||2/e3). Ad-
ditionally, the time complexity of Algorithm 6 is dominated by the call to Algo-
rithm 5, which runs in time O(poly(n)|X||H||?/¢?), which thanks to Eq. (7.15) is
poly(n, 1/, |[H||). O

7.5.2 Learning local Hamiltonians

We now introduce our local Hamiltonian learner and prove its guarantees.

Algorithm 7 Local Hamiltonian learner

Input: Query access to the time evolution of U(t) = e~ *# | error parameter € € (0,1),

locality parameter k € N and failure parameter § € (0, 1)

1: Set T = exp(O(k? + klog(1/e))log(1/4)

2: Let t = efTlexp(—k(k +1)/2) and U = U(t)
3. Set 7 = (e/|[H|[2)** exp(—k(k +1)/2) and 8 = /| H|
4: Learn (-estimates X\, of A\, via Algorithm 6
5: for |z| <k do

6: if |\| <+ then

7. XI =0

8: else

9: Az = )\;

10: end if

11: end for

Output: ngk Xxo'x
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Theorem 7.19. Given a n-qubit k-local Hamiltonian H, Algorithm 7 outputs H
such that with probability > 1 — § satisfies ||[H — H||y, < . The algorithm makes
exp(O(k? + klog(||H||?/e)) log(1/8) queries to the evolution operator with exp(O(k? +
klog(||H|?/¢))log(1/6) total evolution time.

To prove this theorem, we use the non-commutative Bohnenblust-Hille inequality
by Volberg and Zhang [VZ23].

Theorem 7.20 (Non-Commutative Bohnenblust-Hille inequality). Let H = Y A0,

be a k-local Hamiltonian. Then, there is a universal constant C' such that

H= Y |n|#r <chH]|.
2€{0,1,2,3}n

Proof of Theorem 7.19. We only analyze the correctness of Algorithm 7, as the com-
plexity quickly follows from Theorem 7.18. In this proof we also use the notation of

Algorithm 7. The {s-error of approximating H with H is

IH-Hlz, = Y PP+ Y e N~ (7.16)
A<y 27 Jal <k

We show separately that the two terms are at most O(¢2?). To bound the contribution

of the small Pauli coefficients, we first note that by Theorem 7.18 we have that
Mel<y = [N <y+8=0(). (7.17)
Hence,

S P D PonFET) YT lFT <qE (CHH|P)FT = 0(e),
[ALI<y [Xz|<O(7) z€{0,1,2,3}"
(7.18)

where in the first inequality we have used Eq. (7.17), in the third inequality we have
used Theorem 7.20 and in the last inequality that v = (/|| H||?)**! exp(—k(k+1)/2).
To bound the contribution of the coefficients |A;| > v we notice that there is at most
|H||?/~v? of them, because Y |A\;|* < | H||?. Thus,

1H]?
Z |)\x*>\;:|2§751gip|/\x*)\;|2§

AL |2y |z|<k

IH?8% _
S — =¢
Y

)
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7.5. Learning Hamiltonians

where in the second inequality we use the )\, are S-estimates of )\, and in the last
equality we use that 5 = ~ye/||H]|. O

7.5.3 Learning sparse Hamiltonians

In this section we introduce our sparse Hamiltonian learner and prove its guarantees.

Algorithm 8 Sparse Hamiltonian learner

Input: Query access to the time evolution of U(t) = e~®H  error parameter ¢ € (0, 1),
sparsity parameter s € N and failure parameter ¢ € (0,1)

1: Learn (e/2)-estimates A, of \; via Algorithm 6

2: forz € {x: A\, #0} do

3: if Al <¢e/2 then

4 Az =0

5 else), > ¢/2
6: Xz = )\;
7 end if

8: end for

Output: H= d>ow Xwam

Theorem 7.21 (Sparse Hamiltonian learning). Given an n-qubit, s-sparse Hamil-
tonian H, Algorithm 8 outputs another Hamiltonian H = meaw such that with
probability > 1— 6 satisfies |H — H||, < e, The algorithms uses O(||H||*/e*) queries
and O(||H|[2/&®) total evolution time.

Furthermore, if A\, = 0, then Xm = 0. This implies that running Algorithm 8 with
e = ¢'/\/s outputs H such that |[H — H||,, < ¢'. In this case, the algorithm uses
O(||H||[*s%/e"*) queries and O(||H|>s' /"3) total evolution time.

Proof. The first part, concerning learning in the /., error follows from Theorem 7.18.
The fact that A, = 0, then Xe = 0 follows from Line 3 of Algorithm 8. Finally, we
note that having A, =0 = X, = 0 and |\, — A\y| < &'/+/5, implies ||[H — H||,, < ¢'.
Indeed,

|H — Hl, = Z |Ae — )\ac|2 < ssup|A; — >‘a:|2 = 5,27
An 20 v

where in the first step we have used that A, = 0 = Xm = 0, in the second that
[Az — Az| < €'/4/s and in the third that H is s-sparse. O
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Chapter 8

Cute remarks

In this chapter, we gather new proofs of known results that we find elegant and concise.

All of them relate to functions defined on the Boolean cube.!

8.1 Generalizing a work of Kalai and Schulman

Kalai and Schulman studied the influences of multilinear polynomials with {—1,0,1}-
valued coefficients [KS19] (we refer to their work for motivation). They showed an
upper bound of 3,1 /Inf;[p] in terms of ||p[|cc. They proved that

> VInfi[p] < 3%d°|p]lo
i€[n

]

for unimodular polynomials. We can improve this bound, generalize it to arbitrary
polynomials (not necessarily unimodular), and show that the exponential dependence
on d is necessary. Our proof is simple, short and based on hypercontractivity [Bon70]
and a bound on the sum of L; influences [BB14, FHKL16].

Before diving into the proof of the main result of this section, Proposition 8.3, we

need to the define the L, influences and state two results that we use as lemmas. The

q}

)
1The results of Section 8.1 were derived in a conversation with Miquel Saucedo during a research

stay in Hausdorff Institute for Mathematics, in Bonn, Germany.

L, influence is defined by

i*)l) _

2

i%*l)

p(x p(x

Inf{[p] = E, {

149



8.2. Generalizing a work of Kalai and Schulman

where the expectation is taken with respect to the uniform distribution on {—1,1}"™.
Note that Inf?[p] equals the Inf[p] defined in Section 2.5. In the Boolean case, Inf?[p] =
Inf?[p] for every ¢ € [1, 00).

Theorem 8.1 (Hypercontractivity). Let p: {—1,1}" — R be a polynomial of degree
at most d. Then,
E, [p(«)]? < e"Eq|p(z)].

Theorem 8.2 (Bound on sum of Ly influences). Letp: {—1,1}" — R be a polynomial
of degree at most d. Then,

> Infi[p] < d?||plloo-

1€[n]

Proposition 8.3. Letp: {—1,1}" — R be a polynomial of degree d. Then,

> Ve p) < e?|jp].
]

i€[n

In addition, there is a unimodular degree d polynomial p such that
d—2
> /Ifip] = V2T p]lee.
i€[n]

Proof. By Theorem 8.1 it follows that for every i € [n]
Inf?[p] < e®Inf] [p].

Now, taking the sum over i € [n] and applying Theorem 8.2 we arrive at the claimed
result.

Let n = 297!, The (unnormalized) address function of p : ({-1,1})*)? — R of
degree d is defined as

p(z) = Z (z1(1) —a121(2)) .. . (xg—1(1) — ag—124-1(2)) z4(a), (8.1)

ac{-1,1}d-1

ga(®1,esTa—1)

where we identify {—1,1}9~! with [2971]. Tt is satisfied that ||p||cc = 297!, because
given (z1,...,74-1) € ({—1,1}")4"1 there is only one a € {—1,1}4"! such that
Ga(T1,...,24_1) is not 0, in which case it takes the value £2971. For every of the
24=1 variables 2q(a) we have that Inf] ,[p] = 2972, so 3_ \/Inf}[p] > (2972)%/2. O
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Chapter 8. Cute remarks

8.2 The adversary method via Grothendieck’s in-
equality

In the first part of this thesis, we have focused on the polynomial method. Here, we will
revisit the other main method to prove quantum query lower bounds: the adversary
method [Amb00, HLv07] (see [LS21] for a survey). To define the adversary bound we
must introduce some notation. Let f: {—1,1}" — {—1,1}. A matrix I' € M. (C) is
an adversary matriz for f if it is Hermitian and for every z,y € {—1,1}" such that
f(z) = f(y) we have that

(z[lly) =0,

where {|x)} is an orthonormal basis of C2". Given i € [n], D; € My is the matrix
defined by

0 if z; =y,

(z|Dily) = . '

1 if x; # y;.

The adversary bound of f is defined by
[IT]lop

Adv(f) :=sup

r max;ep [T o Dillop’

(8.2)

where the supremum runs over all adversary matrices I' and o denotes the entry-wise
matrix product, namely (Ao B);; = A;;B;;. In this section, we will give a, to the best
of our knowledge, novel proof of the following result via Grothendieck’s inequality (see
Section 2.7.1).

Proposition 8.4. Let f:{—1,1}" — {—1,1}. Then, Q(f) = Q(Adv(f)).

Before diving into the proof, we give an intuition of why such a result holds. Con-
sider an algorithm whose bias approximates f with high probability. Before making
any query, the algorithm prepares a state that does not depend on the input z. In
terms of adversary matrices I', this will mean that some closeness measure, to be
defined below, will have value ||T'||op before making any query. Also, at the end of
the algorithm, the state prepared on a pair of inputs « and y such that f(z) # f(y)
must be far away, so the algorithm can distinguish them with a measurement. In
terms of ', this will be formalized via Grothendieck’s inequality and will mean that
the closeness measure will have value < K¢ /5 - ||T'||lop at the end of the algorithm.
Finally, it will follow from a simple argument that the algorithm can only separate

the states prepared when querying z and y a bounded amount per query. In terms of
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8.2. The adversary method via Grothendieck’s inequality

I', this will mean that the closeness measure can only decrease 2max; ||I' o D;||op per

query. Putting everything together we have that the algorithm must make at least

ITllop — #2 I Tlop

2maxie(p) [IT' 0 Dil[op

queries.

Proof. We will show that Q2/100(f) = Q(Adv(f)). Let A be an algorithm that makes
t queries and whose bias 2/100 approximates f(z). This means, that A fails with
probability [|[TI_ ;) [vL)||3 < 1/100. Let I' be an adversary matrix for f. Let [§) be
such that [(§|T'|6)| = ||T'||op. We define the closeness measure at step s € {0,...,t} as

C* = | 3 Ty 026, (W315) .
x,Y

where |12} is the state prepared by the algorithm on input « just after the sth query.
We divide the rest of the proof in three steps. First, we note that

CO =1 Tuyb8, (W5 = | Tay038,| = [(8IT18)] = [IT lops
T,y z,y

where we have used that [¢?) does not depend on z because no queries have been
made.
Second, we claim that
Kg
¢ < 5 IFllop

where K¢ is the (complex) Grothendieck’s constant, which is strictly smaller than 5.

Indeed, let IT_q,II; be the measurement performed by the algorithm, then

Cl =1 Loy, (WL =1 Y Tay6sd, (WLI(IT_y + ) [})]
Y z,y:f(2)#£f(y)

I Z Fwy5;5y(<¢fz|nff(m))|¢;>| + ‘ Z Fwy6;5y<wi‘(nff(y)w;>)|
zy: f(2)#f(y) zy: f(2)#f(y)

2 .
sup ‘ eryéz‘sywm vy)|

10 g 12, oy o<1 45

2K
<5 a0, 00,
10 az,ﬂye{fl,l}lmzy: e

IN

IN

Kg
= L4y,
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where in the first line we have used that I' is an adversary matrix; in the third line
that [|TI_ f(,)|4L)[3 is the failure probability, so it is smaller than 1/100; and in the

fourth line we have used Grothendieck’s inequality, Theorem 2.19.
Finally, we claim that
C* —C* ' <2max||T o Diop

for s € [t]. Let U® be the unitary in between the (s — 1)th and the sth queries.
Recall that O, acts as the controlled version of |i) — x;]i), so O,]0)|i) = |0)|¢) and
O.|1)|i) = x;]1)|i). Let d be the extra dimensions of the algorithm as in Eq. (2.3).
Then,

C* = <D Ty 838, (W3 lwg) — (w3 Hws )|

= | DTy 336, (3 1(02 ©1d0) U0y ©1da) — (1dana) 95|
~——

Idong

=D Tayd30, (5 (|1 1] @ 1da) (ziy; — 1)(115)(15] @ Ida) |5
by —2(Di)ay

=2/ (T 0 Di)ay 63 (5 (|14) @ Tda) ((Li] @ Tda) [1h5 )5, .
iz

Now, if we define [ as the block diagonal matrix with I' o D; as diagonal blocks for
i € [n], and G as the block diagonal matrix whose blocks are the Gram matrices of
{6:((1i] ® Idg)|vs~1) 1., we have that

C* =" = 2T, G)| < 2/|Tlop I Glen
= 2max IT"© Dillop Z tr[Gram ({0, ((1i] ® Ida) |3~ ") }a )]

= 2max "o Dilop Z 622 D (Wit (11aKLi] @ Lda) i)

\w—/
=(6,6)=1 <(pa s =1

= 2max || o D;l,
ma [0 Dop

Putting everything together, it follows that

0
S LY Y (S - .
2 max;e(p] HFODHOP maxie[n]HFoDiHOp
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measures

8.3 Average sensitivity lower bounds all reasonable

complexity measures

We will show that the average sensitivity 3(f) of a Boolean function lower bounds
all the reasonable complexity measures of a Boolean function, which is the list of
well-studied complexity measures considered in [ABDK™21]. For total Boolean func-
tions, all of these measures are polynomially related to classical and quantum query
complexity. In particular, we will show that the average sensitivity lower bounds the
spectral sensitivity of a Boolean function A(f). This is enough, as A(f) lower bounds,
up to constant factors, all the reasonable complexity measures. From there, we can
easily show that all reasonable complexity measures are {2(n) for almost all Boolean
functions, concisely reproving previous results such as Q(f) = Q(n) for almost all total
Boolean functions [Amb99, ABSdW13]. More formally, given f: {—1,1}" — {-1,1}

its average sensitivity is defined by
N 2
- fl@) = f(=®)
sy [y
i€[n]

which also equals the sum of the influences, 3, Inf?[f]. Its spectral sensitivity is
given by

I
A(f) :=sup ,
( ) I 1MaX;cp] HFODl”

where the supremum runs over all adversary matrices that satisfy I'[z,y] = 0 if the
Hamming distance between x and y is not 1 (see Section 8.2 for the definitions of

adversary matrix and D;).

Proposition 8.5. Let f: {-1,1}" — {—1,1}. Then, 5(f) < A(f). Furthermore, the
inequality is tight for f = X[n-

Proof. Let I' be the adversary matrix such that I'; , = 1 if the Hamming distance
between z and y is exactly one and f(x) # f(y) and 0 in the other case. Note that T’

can be written as

; 2
(@) = f®)
Doy = 0s01 07 (@), f(2®) = Oamry (2 :

For this matrix, we can see that ||I'|lop > 3(f) and ||T' o D;llop = 1 for all i € [n].
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Indeed,

_ @i\ 2
P> 3 b= 3 b, (L2510

z,ye{-1,1}" z,ye{—1,1}n
; 2
z) — f(z®
i1€[n]

On the other hand,

Do Dillop = sup 3" Ustigeipa) paeny) S sUD Y [uptige:
Hu”2:1$6{_1,1}n ”u”2:1w6{—1,1}"

< sup uf3 =1.

lull2=1
Finally, for f = x,) we have that A(f) =3(f) = n. O

Corollary 8.6. Let CM be any reasonable complexity measure. For a 1—exp(— exp(n))
fraction of all Boolean functions f : {—1,1}" — {—1,1} we have that CM(f) = Q(n).

Proof. If we pick a uniformly random Boolean function f: {—1,1}" — {—1, 1}, then

— f(x) f(2® n
E;3(f) :EmZEf% :EwZ% =5

i

Now, note that changing the value of f on one input makes 3(f) change at most 2n/2".

Then, by McDiarmid’s inequality, Lemma 2.23, we have that

Pr [5(/) < 5] < exp(—exp(n)).

Now, the statement follows from Proposition 8.5 and the fact that A(f) lower bounds,

up to constant factors, all reasonable complexity measures [ABDK™21]. O
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Abstract

In this thesis, Quantum computing, norms, and polynomials, we investigate the inter-
play between quantum mechanics, complexity theory, and functional analysis, three
central areas of physics, computer science, and mathematics, respectively. The unify-
ing theme throughout the thesis is the dynamic exchange between quantum computing
and functional analysis: we explore new applications of functional inequalities in quan-

tum computing, and, in the process, establish novel results in functional analysis itself.

In the first part, we study quantum query algorithms through their correspon-
dence with completely bounded polynomials, as established in earlier work. We begin
by revisiting this correspondence, extending it, and presenting it in a new form. Build-
ing on this foundation, we draw an analogy between quantum query algorithms and
the Grothendieck inequality. Finally, we conclude this part by employing completely
bounded polynomials to solve a special case of one of the main open problems in quan-

tum query complexity, the Aaronson—Ambainis conjecture.

In the second part, we turn to quantum learning theory, which seeks to determine
how much information must be extracted from a quantum system to fully characterize
it. We begin by applying existing versions of the Bohnenblust—Hille inequalities and
deriving new ones to obtain results in the learning of low-degree quantum objects. We
conclude by presenting some of the first results in the emerging area of Hamiltonian

testing and learning.

We also include a third part, as a bonus, where we gather three new proofs, that we

find elegant and concise, of known results related to the analysis of Boolean functions.
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Samenvatting

In dit proefschrift, Quantum computing, normen en polynomen, onderzoeken we wis-
selwerking tussen de kwantummechanica, complexiteitstheorie en functionaalanalyse
— drie centrale deelgebieden binnen respectievelijk de natuurkunde, de informatica
en de wiskunde. Het overkoepelende thema van dit werk is de dynamische interactie
tussen kwantumcomputing en functionaalanalyse: we verkennen nieuwe toepassingen
van functionale ongelijkheden binnen de context van kwantumcomputing en bewijzen

daarbij tevens nieuwe resultaten in de functionaalanalyse zelf.

In het eerste deel bestuderen we kwantumquery-algoritmen via hun corresponden-
tie met volledig begrensde polynomen, zoals vastgesteld in eerder werk. We beginnen
met het herzien, uitbreiden en in een nieuwe vorm presenteren van deze corresponden-
tie. Op basis hiervan leggen we een analogie tussen kwantumquery-algoritmen en de
ongelijkheid van Grothendieck. Ten slotte besluiten we dit deel met het gebruik van
volledig begrensde polynomen om een speciaal geval te bewijzen van een van de belan-
grijkste open problemen in de kwantumquery-complexiteit: het Aaronson—Ambainis-

vermoeden.

In het tweede deel richten we ons op de kwantumleertheorie, die probeert te bepalen
hoeveel informatie uit een kwantumsysteem moet worden gehaald om het volledig te
kunnen karakteriseren. We beginnen met het toepassen van bestaande versies van de
Bohnenblust—Hille-ongelijkheden en het afleiden van nieuwe versies om resultaten te
verkrijgen voor het leren van laaggradige kwantumobjecten. We concluderen dit deel
met enkele van de eerste resultaten op het opkomende onderzoeksgebied van Hamil-

toniaantesten en -leren.

Tot slot voegen we een derde deel toe, een bonus, waarin we drie nieuwe, naar ons
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oordeel elegante en beknopte bewijzen presenteren van bekende resultaten die verband

houden met de analyse van Booleaanse functies.
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