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Abstract
Background: Generative AI (GAI) tools like GitHub Copilot and
ChatGPT are transforming software development by automating
code generation and enhancing developers’ productivity. However,
since these tools are often trained on open-source repositories,
they may inadvertently reproduce vulnerable code, raising con-
cerns about the security of AI-generated outputs. Aims: In this
paper, we aim to investigate how developers perceive code secu-
rity when using GAI tools. Method:We conducted a survey with
105 software developers with diverse experience levels to gather
their perceptions regarding the security of generated code and their
suggestions for improving it. Results:While developers reported
increased development speed when using GAI tools, many spend
additional time on security reviews and documentation of the gen-
erated code, and they are worried about the overreliance on AI and
vulnerabilities in the code. Only about a quarter of the developers
expressed confidence in the code generated by AI, and, moreover,
experienced developers perceive that their proficiency in secure
coding decreases when using GAI tools. Our results provide orga-
nizations with a better understanding of the risks associated with
GAI tools and help improve their software security programs.

CCS Concepts
• Computing methodologies → Artificial intelligence; • Secu-
rity and privacy → Software security engineering.
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1 Introduction
Generative artificial intelligence (GAI) tools such as GitHub Copi-
lot1 or OpenAI’s Codex2 and ChatGPT3 have demonstrated impres-
sive capabilities in generating code, allowing developers to quickly
translate ideas into functional code [46].

However, since GAIs are often trained on data from open-source
repositories like GitHub, they may inadvertently learn and replicate
code that contains software bugs and security vulnerabilities [46].
The 2024 Open Source Security and Risk Analysis (OSSRA) report4
revealed that 84% of the analyzed codebases contain at least one vul-
nerability, with 74% having high-risk vulnerabilities. Consequently,
there is a concern that the GAI tools could perpetuate vulnerabili-
ties learned from the training during the code generation process,
resulting in flawed and highly exploitable code [46]. For example,
studies have shown that Copilot generates insecure code about
40% of the time [31], and only 5 out of 21 programs produced by
ChatGPT were initially secure [20]. Additionally, participants who
had access to an AI assistant tended to write less secure code com-
pared to those without [32]. As AI-driven programming becomes
more prevalent, it is important to understand what are the effects
perceived by software developers on security of their code and on
their own behavior. Are they concerned about potential insecurities
in the generated code? What do they do to mitigate these issues?

In this paper, we aim to investigate developers’ perceptions re-
garding code security when using GAI tools, such as GitHub Copilot
and ChatGPT. We explore these perceptions from several directions:
we study the changes in secure coding proficiency and behavior
that developers report, the perceived benefits and risks of using
GAI, the security best practices followed by developers, and the
factors contributing to security of generated code, the GAI tools
used by developers, and the level of trust they have in these tools.
Concretely, we formulated these research questions for our study:
RQ1 What is the effect of using code generation tools on developers’

behavior (with respect to code security)?
RQ2 What are the perceived benefits and risks of using generated

code?
RQ3 What do developers recommend to improve the security of gen-

erated code?
RQ4 How do developers perceive the security of code generated by AI

tools they use?
RQ5 How does the level of development experience affect developers’

perceptions regarding security of generated code?

1https://github.com/features/copilot
2https://openai.com/index/openai-codex/
3https://chatgpt.com/
4https://www.synopsys.com/blogs/software-security/open-source-trends-ossra-
report.html
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To address these RQs, we conducted a surveywith 105 developers
to gather their perceptions of the security of GAI code. We analyzed
the survey data and discussed the findings in the context of existing
literature on the use of AI-generated code in software development.
Our main findings are as follows:

• Developers perceive substantial changes in their secure coding
proficiency when not using GAI tools compared to when using
them. While self-reported proficiency without GAI aligns robustly
with their development experience, their proficiency with GAI
varies: novice developers tend to perceive that they become better
in secure coding, while advanced developers tend to perceive their
proficiency to be degraded. More experienced developers are also
more likely to have less trust in the security of AI-generated code
compared to less experienced developers.

• Developers also report changes in their behavior when using GAI:
while they see AI programming assistants as productivity boost-
ers, they also report paying more attention to code review before
integration and to documenting the generated code properly.

• The major GAI-introduced risks that developers perceive are the
overreliance on AI, security vulnerabilities in the code, and ethical
and privacy concerns.

• To reduce these risks and improve security of generated code,
developers recommend thoroughly reviewing the AI-generated
code and using code scanning tools for vulnerability detection.
Another recommended security practice is avoiding submitting
sensitive data to GAI tools.

• Developers’ perceptions of security of AI-generated code are influ-
enced by various factors, including clarity and understandability of
the code and the absence of known vulnerabilities on the generated
code.

• Among all prominent GAI tools that most participants are familiar
with, IntelliCode and Copilot are considered to be somewhat more
reliable.

• Overall, the perceptions of security of AI-generated code appear
to be consistent across all levels of developers’ experience
Our results provide organizations with a better understanding

of the risks associated with GAI tools and generated code, and help
improve their software security.

2 Research Methodology
2.1 Questionnaire Design
We designed our survey questions to answer the research ques-
tions using the Qualtrics platform5. To ensure quality, we followed
the guidelines for conducting survey studies in Software Engineer-
ing [26]. The survey took about 15 minutes to complete. It was
anonymous and participants were required to read the study infor-
mation and provide their consent before answering the question-
naire. The target audience of the survey was software developers.
We aimed to survey both experienced and junior developers, as
well as students learning to develop software, to capture the per-
ceptions and trends among the different groups of developers. The
complete survey questionnaire is available in the supplementary
materials [22].

5https://www.qualtrics.com/

To construct the multiple-choice questions, we relied on the
existing literature on developers’ behaviors, potential benefits, chal-
lenges, and risks associated with using AI-generated code, as well
as factors contributing to security [8, 34, 35, 42, 45]. Additionally,
we engaged in discussions with developers in our network to gain
insights into their experiences with using AI-generated code, which
helped us validate the constructed multiple-choice questions. Fur-
thermore, a pilot study involving five participants from our profes-
sional networks was conducted to assess the clarity, flow, and over-
all quality of the survey questions. Based on the feedback received
from these participants, the survey was refined and improved.

2.2 Survey Response Collection and Analysis
The survey was run from May 19, 2024, to 13 July, 2024. We invited
people to participate in our survey via the personal network of the
authors, as well as via invitations given out during several large in-
dustry and academic conferences dedicated to software engineering
and software security. In addition, prospective participants within
our professional networks were invited by mail and direct messages
on the LinkedIn platform6. The participants were not compensated,
but we offered to share the study findings if the participants were
interested in them.

We received 196 responses to the survey in the study period.
Out of these collected responses, we considered 105 to be valid
responses by participants that 1) were not considered by Qualtrics
to be bots (based on the CAPTCHA scores and time spent on the
survey) and 2) viewed and answered all questions. The 91 discarded
answers included 10 bots and 81 people who did not complete the
whole survey.

The demographic information of the 105 participants with valid
responses is depicted in Figure 1. For further analysis, we group the
participants into junior (student/learning, 0-2 years of experience),
medior (3-5 years), and senior (more than 6 years) groups based on
their years of experience. The distribution of the study participants
by experience level is then as follows: junior – 41%, medior – 28%,
and senior – 31%. It is worth noting that about half of our respon-
dents do not identify themselves as professional developers, but
they are, e.g., students, hobbyists, and freelancers. We deliberately
did not exclude them from the target audience as today such people
play a significant role in global software development, including
open-source software projects.

For closed-ended questions, we aggregated the results using
descriptive statistics. Answers to open questions were analyzed
and common themes were identified.

We did three statistical tests: two Kruskal–Wallis tests, and one
Brunner-Munzel test. Accounting for multiple comparisons, we ap-
ply the Bonferroni correction and set the significance level 𝑝=0.016.

2.3 Ethical considerations
The study design was approved by the Science Ethics Committee
at Leiden University. To protect participants’ privacy, we limited
the collection of their personal data as much as possible. We stored
and analyzed the data in compliance with the EU General Data
Protection Regulation (GDPR). All participants were presented with
a consent form explaining the goals of the research, the collected
6https://linkedin.com/
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Current occupation

Student Professional Programmer Researcher Hobbyist Programmer Freelancer Programmer Other:

Experience

Student/learning 0 to 2 years 3 to 5 years 6 to 8 years 9 to 11 years More than 11 years 

0% 20% 40% 60% 80% 100%

Programming languages

Python JavaScript TypeScript Java other C++ PHP C# Go Ruby

Figure 1: Demographic information of the participants.
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21%
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Figure 2: Change in the proficiency level in writing secure
code with GAI tools.

data, and the research method. We only considered answers from
participants who explicitly consented to participate in the study
and allowed us to publish the results in an anonymized, aggregated
format.

3 Results
3.1 RQ1: Perceived Secure Coding Proficiency

and the Effect of GAI Tools
The influence of AI on secure coding proficiency. To understand
the impact of GAI on self-assessed programming proficiency, we
asked participants to rate their proficiency levels in writing secure
code with and without the GAI tools. The results are summarized
in Table 1. As we can see, more than half of the participants rated
their code security proficiency levels as intermediate, both with
and without GAI. However, as we examine further, these are not
the same people.

We explored the relationship between self-reported proficiency
in writing secure code without GAI tools and years of professional
experience. There is a strong correlation between the level of pro-
ficiency in writing secure code without AI tools and experience
(Spearman’s rank correlation 𝜌 = 0.94). That means that, as expected,
the level of proficiency in writing secure code without GAI tools
increases with years of professional experience. The participants’s
self-assessment of proficiency in secure coding without generative
AI can thus be considered to be reasonably objective.

We note that the self-assessed secure coding proficiency lev-
els with GAI tools are nuanced – some participants reported that
their proficiency increases with GAI, while others indicated that
their proficiency actually decreases. To show how developers move

from one proficiency group to another, we depict the results in
the Sankey chart 2. This figure indicates that GAI tools have some
positive impact on the perceived secure coding proficiency levels
of more junior developers, while more senior developers appear to
be more concerned about the security of the code they write with
GAI. Overall, 20% of participants estimated that their secure coding
proficiency increases with GAI, while 24% considered that their
proficiency decreases. Proficiency of the rest (56%) remained at the
same level. There is now almost no correlation between the level of
proficiency in writing secure code with GAI and the years of expe-
rience (Spearman’s rank correlation 𝜌 = -0.028). Thus, developers
perceive that the presence of GAI tools substantially affects their
proficiency in writing secure code, and this proficiency no longer
reflects their actual professional experience.

This interesting phenomenon with the self-assessed proficiency
in secure coding with and without AI can be potentially attributed
to the Dunning-Kruger effect: perhaps, more senior and experi-
enced people are more aware of the security issues with generated
code [21, 31, 32, 36] and they suspect that the security of their code
would overall diminish, while more junior developers might be
prone to over-estimate their capabilities in secure coding with AI,
because they are less aware. It would be interesting to investigate
this more in-depth in future studies.

Behavior change with AI. To understand the impact of GAI
on the software development process, we investigated the changes
in developers’ behavior when using GAI tools. Table 2 shows that
the majority of the participants (61%) agreed with spending less
time writing code with generative AI tools compared to the code
written by themselves. Neutral participants were 13%, while almost
26% replied that the time spent on coding using generative AI tools
was not decreased. This result is consistent with studies from the
literature that show faster coding with GAI tools [18, 40].

Likewise, the majority of the participants (61%) were more cau-
tious about deploying generated code to production compared
to deploying their own code, while 26% remained neutral on this
aspect, and a small percentage (13%) reported not being cautious
about deploying AI-generated code to production. Spending more
time on reviewing security of AI-generated code was reported
by almost half of the participants (44%), while nearly 36% of respon-
dents were neutral. One-fifth (20%) of the participants disagreed
on spending more time on security reviews. Understanding the
logic behind generative AI code proved to be a challenge for a
significant portion of the respondents (41%) who disagreed with
finding it easier than understanding their own code. Around a third
(30%) of the responses neither agree nor disagree. While 29% found
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Table 1: Distribution of secure coding proficiency levels with and without AI by experience level

Experience Level Beginner (%) Intermediate (%) Advanced (%)

Without AI With AI Without AI With AI Without AI With AI

Student/learning 47 35 53 35 0 23
0 to 2 years 19 15 81 77 0 8
3 to 5 years 13 21 59 52 28 28
6 to 8 years 0 0 44 56 56 44
9 to 11 years 0 29 29 43 71 29
> 10 years 0 50 30 40 70 10
Total population 16 22 56 55 28 23

the logic behind AI-generated code less challenging to grasp. Al-
most half of the participants (49%) found it more important to
document the purpose and limitations of generated code for future
reference. A neutral response was provided by around one-third
(32%) of participants. One-fifth (19%) of the participants disagreed.

To investigate whether the reduction in coding time was per-
ceived differently based on the experience level (junior, medior,
senior), we performed cross-tabulation. As shown in Figure 3, a
higher percentage of junior developers (29%) expressed skepticism
about spending less time on coding with AI assistance, compared to
28% of medior developers and 21% of advanced developers. In con-
trast, the majority of senior developers (67%) agreed that they spent
less time on coding with AI. Similarly, 61% of medior developers and
57% of junior developers agreed with this perception. Our analysis
using the Kruskal-Wallis test with the Bonferroni correction did
not show that the experience level of the developers significantly
influenced the time spent on coding with GAI tools compared to
code written by themselves (𝐻 = 2.4, 𝑝 = 0.3).

We also cross-tabulated the experience level with the perception
of spending more time reviewing security of generated code. The
Figure 3 shows that 39% of senior developers, 48% of medior devel-
opers, and 47% of junior developers agreed that they spend more
time on security reviews of generated code. On the other hand, 15%
of senior developers, 14% of medior developers, and 29% of junior
developers disagreed. We observed that the largest percentage of
developers (29%) who disagreed with spending more time review-
ing GAI code came from the junior experience level, compared to
senior and medior developers. However, the Kruskal-Wallis test
with the Bonferroni correction did not show that the experience
level of the developers influences the time spent on security reviews
of generated code (𝐻 = 6.9, 𝑝 = 0.03).

3.2 RQ2: Perceived Benefits and Risks of GAI
Tools

Perceived benefits. We asked the developers about the benefits
of generative AI tools they perceived. A significant proportion of
respondents (78%) identified faster development (decreased time
to production) as a key advantage. Furthermore, 65% of the partici-
pants viewed increased efficiency (i.e. spending less resources on
a project) as a major benefit. Almost equal proportion received im-
proved detection of vulnerabilities (36%) and improved code
maintainability (32%). Automatic generation of patches for
vulnerabilities was indicated by 24%. A small number of partic-
ipants (4%) used the opportunity to list their own answers under

Junior Medior Senior

Strongly Disagree

Somewhat Disagree

Neither Agree nor Disagree

Somewhat Agree

Strongly Agree

Less time on writing code with GAI More time to review GAI code

Figure 3: Agreement with statements “I spend less time writ-
ing code with GAI” and “I spendmore time reviewing generated
code”: comparison among experience levels.

0%

20%

40%

60%

80%

100%
Increased Efficiency

Automatic generation
of patches for
vulnerabilities

Faster developmentImproved detection of
vulnerabilities

Improved code
maintainability

Junior Medior Senior

Figure 4: Perceived benefits for code security of using gener-
ative AI tools, per experience level.

“Other”. These answers included increased security awareness, stan-
dardization of code implementation, and easier development due
to AI-refactored code.

The mapping of perceived benefits with the level of experience
is depicted in Figure 4. The graph shows that the percentage of
participants who identified each benefit as a key advantage of using
generative AI tools across different levels of experience is nearly the
same. The only gap is in the increased efficiency, where the percent-
age of participants who identified this benefit as a key advantage is
higher for junior developers (72%) compared to intermediate-level
developers (52%).
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Table 2: Participants’ self-assessment of behavioral changes when using GAI tools. Percentages in italics on the chart (N%) repre-
sent the percent of the distribution that reported “Strongly Disagree”/“Somewhat Disagree” (left) and “Somewhat Agree”/“Strongly
Agree” (right).

Behavioral changes Distribution
I spend less time writing code with GAI compared to writing myself 26% 61%
I am more cautious about deploying GAI code to production compared
to deploying without GAI

13% 61%

I spend more time on security reviews when using GAI code compared
to code written by myself

20% 44%

I find it less challenging to understand the logic behind GAI code com-
pared to the code I write myself

41% 29%

I find it more important to document the purpose and limitations of
GAI code for future reference compared to the code I write myself

19% 49%

Strongly Disagree Somewhat Disagree Neither Agree nor Disagree Somewhat Agree Strongly Agree

Perceived risks and challenges. We then examined the per-
ceived risks of generative AI in code security. The overreliance
on AI without human oversight was found to be the greatest
risk perceived by 65% of the participants. Additionally, the other
important perceived risks and challenges were: likely to gener-
ate code with similar vulnerabilities (59%), the introduction
of new vulnerabilities (52%), privacy and ethical concerns in
AI-generated solutions (48%), integration challenges with the
code/infrastructure (29%), and integration challenges with
existing security tools (21%). Some participants (3%) suggested
additional risks associated with using generative AI code, including
supply chain-related risks (the possibility of incorporating expired
or conflicting libraries) and the risk of hacked GAI tools, which
could lead to bugs in many pieces of software. The prominent
concern of our participants about vulnerabilities aligns with the lit-
erature showing that generated code is frequently vulnerable [9, 31]
as well as software professionals being wary about this [21].

After mapping the perceived risks with years of professional
experience (Figure 5), we found that overreliance on AI without
human oversight is the highest perceived risk for junior (76%) and
senior (64%), with a drop for medior developers (52%). In contrast,
the integration challenges with existing security tools are perceived
to be the smallest risk by all levels. Notably, perceptions of the risk
of introducing new vulnerabilities and the integration challenges
with existing code and infrastructure increase with experience.
Privacy and ethical concerns in AI-generated solutions and the
risk of generating code with similar vulnerabilities are perceived
to be somewhat more significant with increased experience, with
their perceived importance rising from junior to medior and then
decreasing slightly for senior (46%).

Looking forward, we investigated the challenges related to the
security of AI-generated code in five years envisaged by our par-
ticipants. Unintended biases in generated code (56%), privacy
and ethical concerns in AI-generated code (52%), and lack of
transparency and auditability of AI-generated code (51%) were
considered the most important challenges. A small portion of partic-
ipants (5%) provided own suggested challenges regarding the high
risk of similar code with vulnerabilities, having less experienced
developers, and overreliance on AI.

When comparing the current perceived risks that developers
have with the challenges anticipated for generative AI in code
security in five years, we see that privacy and ethical concerns
are perceived to become even more important in five years (3%

Junior Medior Senior

20

30

40

50

60

70

P
er

ce
nt

ag
e 

(%
)

Overreliance on AI without human oversight
Introduction of new vulnerabilities
Integration challenges with existing security tools
Privacy and ethical concerns in AI-generated solution
Likely to generate code with similar vulnerabilities
Integration challenges with the code/infrastructure

Figure 5: The perceived risks of using generative AI in code
security, per experience level.

increase). The integration challenges are at the bottom of both lists
with a small percentage of developers selecting them as a current
risk and a predicted challenge in five years.

3.3 RQ3: Improving Security of Generated Code
Recommended security best practices. Figure 6 presents the secu-
rity best practices that developers recommend when incorporating
AI-generated code. Most of the participants (82%) believed that a
thorough review and understanding of all AI-generated code
before integration is the most important. In addition, 68% of the
respondents suggested avoiding submitting sensitive data or
personal information to GAI tools. Furthermore, 62% of the par-
ticipants mentioned using active code scanning tools to identify
vulnerabilities as one of the best security practices. Two partici-
pants provided their own responses, suggesting to “use safe tools”
and “utilize an enterprise plan like Copilot, which ensures source code
confidentiality on their servers”. Thus, to eliminate security risks,
developers recommend reviewing, testing, and fully understanding
generated code before integrating it and being mindful of confi-
dentiality and privacy issues when using remote GAI tools. We
note that other studies also consistently highlight the importance
of maintaining vigilant security reviews to prevent security issues
(e.g. [21, 43]).
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0 20 40 60 80
Percentage of respondents (%)

Choose GAI tools
from reputable vendors
with a focus on security

Thoroughly review and
understand all AI-generated

code before integration

Use active code
scanning tools to

identify vulnerabilities

Do not enter sensitive
or personal information into

the GAI tools

Incorporating secure
coding standards

and guidelines

Junior
Medior
Senior

Figure 6: Security practices recommended by developers.

After mapping the recommended security practices with the ex-
perience level, we observe that junior developers were less inclined
to choose the recommended security practices compared to medior
and senior developers. The only exception was for choosing a GAI
tool from a reputable vendor, where junior developers were more
likely to recommend this practice. Overall, all security practices
received the same share of medior and senior respondents.

We also asked developers which security best practices they cur-
rently follow when coding with generative AI tools. The answers
mostly came from juniors (64%). In total, 20 security best practices
were reported. Although the question was open-ended, most of
the answers were similar to those we gave as options to discover
the security practices recommended by developers, suggesting a
priming effect. The most frequently reported option (provided by
12 participants) emphasized a thorough review of AI-generated
code, including manual review to ensure the correctness and full
understanding of the code before implementing it. Several partici-
pants (10) stated that they do not share sensitive information with
AI tools to preserve privacy and prevent data leakage, including
”turning off data sharing so the AI will not learn from my input when
working with sensitive data”. There was also an emphasis on sani-
tizing inputs and avoiding the use of real credentials or identifiable
data. In addition, six developers mentioned using tools such as
SonarQube for code scanning to identify security vulnerabilities
and code smells as part of the build process. One participant de-
scribed their work with AI-generated code in this way: “Usually,
I take the generated code, throw it away, and write it again myself.
Not saying that this is more secure. The reason for this, however, is
not primarily security, but maintainability of the code”.

Factors contributing to security. Participants ranked the se-
curity factors they should consider when reviewing AI-generated
code. The factors are ranked from 1 (most important) to 5 (least
important) (Figure 7). What we see is that the clarity and un-
derstandability of the code are the most important factors for
developers when reviewing code generated by AI. The absence
of known vulnerabilities in the generated code is the second
most important factor. The reputation and security track record

1
Most Important
2345

Least Important

No known vulnerabilities

Code is clear and understandable

Code aligns with security best practices

Code integrates with security tools

Reputation of GAI tool

Figure 7: Boxplots of the rating of factors that contribute to
code security according to the participants.

of the GAI tool is the least important factor for developers when
reviewing code generated by AI.

We note that the factors contributing to security align closely
with the security practices that developers follow and recommend.
The clarity and understandability of the code were consistently
highlighted as the most important factor and a thorough review of
the generated codes was the most frequently recommended security
practice. Similarly, the use of scanning tools to find vulnerabilities
was both a prominent recommended security practice and the ab-
sence of vulnerabilities is an important factor that contributes to
security. On the other hand, choosing a generative AI tool from
reputable vendors was considered the least recommended practice
and ranked as the least important factor in ensuring security.

Around 20% of the participants also responded to the open ques-
tion about what other security factors are important when review-
ing generative AI code. One prevalent idea was the importance of
protecting and checking confidential data in the code, like API keys,
IDs, and personal information when using generative AI tools: “Se-
crets like API keys and IDs must not be shared with the GAI provider”.
Some of the responses focused on the need to check that the AI-
generated code followed secure coding practices, such as input
validation, proper error handling, and avoiding insecure coding
patterns. Another group of respondents suggested that generative
AI might be less suitable for certain programming languages with
unique characteristics. Solidity7 was mentioned as an example:
“Consider Solidity, it is less likely to give an optimal code for it.”

The need for proper testing procedures to validate the gener-
ated code was another important theme. Furthermore, the structure
should be up to date with current versions of the chosen program-
ming language to reduce the risk of backdoors or newly discovered
vulnerabilities. Two participants also recommended abstaining from
using GAI: “Code without any GAI tools, practice yourself ”, consid-
ering writing code without AI tools as a factor that contributes to
security. As we can see, the responses to the open question were
consistent with the responses to the open question regarding the
security practices developers follow. We can conclude that develop-
ers consider the factors that contribute to security while using GAI
tools and reflect these factors in the security practices they follow.

7Solidity, a programming language designed for creating smart contracts for the
Ethereum blockchain platform https://soliditylang.org/
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3.4 RQ4: Used GAI Tools and Confidence in
Generated Code

Security of different GAI tools. We asked participants if they
trust the security of code generated by different generative AI tools
varies significantly. The most substantial part of the participants
(49%) agree with this statement, while a much smaller proportion
(15%) disagree. Interestingly, one-third (36%) of developers were
unsure about whether there are significant variations in the security
of code generated by different GAI tools.

We then asked developers about the factors that contribute to
the differences in generated code security among different GAI
tools. The majority (74%) of the respondents chose transparency
and explainability of the generated code as the main factor.
The specific functionalities of the tool, such as code completion
versus full program generation, was the secondmost popular choice
(64%), which agrees with the results from [29]. Reputation of the
GAI tool and regular updates and patching of the tool seem
to be less important factors with equal amounts of votes (38%).
Other factors mentioned by the participants include the nature of
the coding language, true positive and false negative rates, and
the goal of the tool (e.g., logical reasoning, coding, or answering
complex questions). Two participants highlighted the importance
of the amount of training the AI tool had and the quality of the
source code on which the tool was trained: “It also depends on how
much training this AI tool has had, the less training – the more likely
it is to screw up a line or two in the sense of security.”

Commonly used GAI tools. We asked which GAI tools the
participants used and how they would assess confidence in the
security of the code generated by those tools. ChatGPT was the
most (89%) used GAI tool, followed by GitHub Copilot (59%). This
aligns with themost recent literature [11, 21] and the StackOverflow
developers’ survey [39]. Table 3 presents the confidence levels of
the participants in security of the code generated by the AI tools
they use. It appears that IntelliCode is perceived to be the most
reliable tool because more than half of developers who use it (62%)
are confident in the security of the code it generates, while nobody
stated that they were not sure about it. GitHub Copilot creates
doubts in 20% of the participants, while 46% of satisfied users. The
Tabnine AI assistant received the most conflicting votes. However,
very few people answered about this tool, so no conclusion can be
drawn about it. Similarly, most of the participants did not select
the OpenAI CodeX model. Overall, among the two most used GAI
tools, Copilot from GitHub is considered to be more reliable.

As GitHub Copilot and ChatGPT were the most commonly used
tools, we compared the confidence in the security of the code gen-
erated by these tools using the Brunner-Munzel test with the Bon-
ferroni correction. We found that, overall, the confidence in the
security of the code generated by GitHub Copilot was not sig-
nificantly higher than the confidence in the security of the code
generated by ChatGPT (𝑍 = -2.4, 𝑝-value: 0.017).

Program creation versus code completion. We asked the par-
ticipants whether there is a higher risk of vulnerabilities in code
generated by full program creation tools compared to code comple-
tion tools. A slight majority (59%) agreed that full program creation
tools pose a higher risk of security vulnerabilities compared to code

Junior Medior Senior

Strongly Disagree

Somewhat Disagree

Neither Agree nor Disagree

Somewhat Agree

Strongly Agree

Figure 8: Agreementwith the statement “There is a higher risk
of security vulnerabilities in code generated by full program
creation GAI tools compared to code completion tools”.

completion tools, with 19% disagreeing with this assessment. The
remaining 22% of respondents remained neutral on this issue.

When mapping the answers with the experience levels, we ob-
served that more mediors (36%) strongly agreed, while only 17% of
juniors and 21% of seniors strongly agreed with this statement. In
contrast, the percentage of juniors (21%) who somewhat disagreed
with the statement was higher compared to mediors (7%) and se-
niors (9%). The results in Figure 8 suggest that more experienced
developers are slightly more likely to perceive that full program cre-
ation tools pose a higher risk of security vulnerabilities compared
to code completion tools.

Confidence in AI-generated code. Figure 9 illustrates the par-
ticipants’ confidence in security of AI-generated code compared to
code written by themselves. The results indicate that a significant
portion (43%) of the respondents expressed a lack of confidence in
the security of AI-generated code. A substantial proportion of the
participants (32%) stated that they were neutral on this question.
A quarter (25%) reported feeling somewhat or very confident in
the security of AI-generated code. Notably, a larger percentage
(11%) lacked confidence entirely, compared to the small group (1%)
who were very confident. This general distrust in security of the
generated code aligns with the findings from a recent qualitative
study by Klemmer et al. [21].

When examining the confidence levels based on experience, it
is interesting to note that the small group of developers who were
very confident in AI-generated code were only juniors. On the other
hand, medior (14%) and senior (15%) developers were more likely
to express a complete lack of confidence compared to juniors (5%).
This suggests that more experienced developers are more likely to
have less trust in the security of AI-generated code compared to
less experienced developers.

3.5 RQ5: The Effect of Experience on
Perceptions

As discussed above, for all major questions we have mapped the
responses with the level of developers’ experience to discover the
difference in perceptions regarding security of GAI-generated code.
We now synthesize these results and answer our final research ques-
tion. Overall, our statistical analysis did not reveal a substantial
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Table 3: Participants’ confidence in the security of code generated by generative AI tools. Percentages in italics on the chart
(N%) represent the percent of the distribution that reported “Not Confident at All”/“Somewhat Unsure” (left) and “Somewhat
Confident”/“Very Confident” (right).

GAI tools % users Distribution
ChatGPT 89% 33% 34%
Github Copilot 59% 20% 46%
IntelliCode 14% 0% 62%
OpenAI CodeX 7% 43% 43%
Tabnine 4% 25% 50%

Not Confident at All Somewhat Unsure Neutral Somewhat Confident Very Confident

Junior Medior Senior

Not confident at all

Somewhat unsure

Neutral

Somewhat confident

Very confident

Figure 9: Answers to the question “How confident are you in
the security of code generated by AI tools compared to code
written by yourself?”.

difference in perceptions between the groups, but some notable dis-
tinctions emerged. Particularly, senior developers spend less time
coding with AI assistance, while junior developers do not perceive
such a substantial productivity gain, and both medior and junior
developers perceive spending more time on security reviews of
generated code compared to senior developers. However, our sta-
tistical analysis did not find any significant difference between the
groups, and an industry study [13] previously found productivity
gains with GAI to be the most pronounced for junior developers.
So, our observation needs further investigation in a larger study.

The benefits of using GAI were found to be consistent across all
levels of experience, with one exception. Junior developers were
more likely to identify increased efficiency as a key benefit, com-
pared to medior-level developers. Interestingly, while junior devel-
opers were less inclined to mention spending less time coding with
GAI tools, they were more likely to perceive increased efficiency.

We observed slight variations in perceived risks based on ex-
perience level, but there were no visible major trends. In terms of
security practices, medior and senior developers showed similar
eagerness to recommend best practices, whereas junior developers
were less likely to do it. Additionally, more experienced developers
tend to see full program generation tools as posing higher secu-
rity risks compared to code completion tools and generally trust
AI-generated code less than less experienced developers.

4 Limitations
Our survey has several limitations that may impact our results.
Firstly, there is a possibility of self-selection bias [1] because we had
no control over sample selection. This may introduce a bias towards
individuals who are more interested or knowledgeable about the
topic. Furthermore, the non-response bias could be present because
the participants who did not respond to the survey could have
different opinions than those who did respond [14].

Additionally, our survey relies on self-reported answers. That
means that participants could give wrong or incomplete answers
about themselves because they want to appear better than they are
or if they misunderstand the questions [7]. We tried to mitigate this
in the pilot test.

Due to the limitations of the survey format, we were unable
to ask many follow-up questions or add many options for multi-
select questions because it would increase the cognitive load on
the participants and could decrease the response rate [12]. We
attempted to compensate for this by designing and pilot-testing
concise questions, with an open-ended option for the most critical
questions to receive additional information or clarify the responses.

Lastly, our results may not be generalizable to the whole pop-
ulation of developers [5]. The main reason for this is our sample
size of 105 respondents. However, as we discuss in Section 5 our
results broadly align with findings from several previous studies.
Thus, we believe that our results still provide valuable insights into
the current landscape and can offer meaningful implications for
organizations.

5 Related Work
We now overview the literature on security issues with generated
code, the effects of generated code on developer productivity, and
the perceptions of developers towards AI tools.

Security concerns about AI-generated code. Recent research
highlights the security vulnerabilities associated with code gener-
ated by LLMs [2, 6, 15, 17, 20, 31, 32, 36, 38, 41, 49]. For instance,
Pearce et al. [31] reported that Copilot produced insecure code in
about 40% of cases, while Perry et al. [32] observed that AI-assisted
developers introduced more vulnerabilities. Thus, our more experi-
enced participants perhaps correctly perceive their proficiency in
secure coding to degrade when using GAI tools.

Developers’ perceptions of AI tools. Research demonstrated
that developers’ perceptions and experiences influence their actual
productivity [33]. Thus, the literature on developers’ perceptions
regarding AI tools in software development provides an under-
standing of the impact of these tools on software engineering. One
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important aspect that has been investigated is trust, as it plays a
crucial role in shaping user interaction with AI [10, 25]. Thus, if
developers do not trust AI-generated code, they are less likely to
use it [16].

Several studies show that perceived utility and trust of AI tools
contribute to users’ intention to use them [3, 4, 50]. For example,
Ge and Wu [16] found that trust and utility have a significant
impact on the intention to use ChatGPT for bug fixing. Wang et
al. [47] discovered that developers trust AI tools as these increase
productivity and improve code quality, but some developers prefer
to use AI tools only for simple tasks such as writing unit tests.
Sergeyuk et al. [37] report that the main reasons why developers
avoid using AI assistants are the lack of need, inaccuracy of AI-
generated outputs, the lack of trust, and failure of AI assistants
to understand the context. Indeed, several studies [23, 28, 30, 44]
demonstrated that both ChatGPT and Copilot show a limited ability
to understand the context and requirements, thus generating code
containing errors and requiring additional debugging. Focusing on
the usability of AI coding assistants, Liang et al. [24] found that,
while developers appreciate AI assistants for reducing keystrokes
and speeding up tasks, they face significant usability issues.

Despite the limitations of AI-generated code, academic and indus-
try research show that developers prefer using AI tools in their daily
programming tasks as it provides a helpful starting point [13, 40, 44]
and can improve developer productivity by reducing the time spent
on coding [48]. However, studies also highlight the problems asso-
ciated with using AI-generated code, such as code correctness [49].

Regarding perceived productivity, Ziegler et al. [51] found that
if developers frequently accept the Copilot suggestions, they tend
to feel more productive. Mendes et al. [27] explored benefits and
challenges related to GAI tools in a qualitative study, finding that
increased productivity is the main perceived benefit.

The annual developer survey from Stack Overflow measures
the usage of GAI tools among a large population of developers
and evaluates developers’ perceptions towards them [39]. Davila et
al. [11] surveyed 72 developers in a Brazilian company regarding
their GAI tools adoption. These surveys are broad and not geared
toward security, unlike our study.

Developers’ perceptions of security of AI-generated code.
Kholoosi et al. [19] studied the perceptions of security professionals
and software developers who shared their views on using ChatGPT
for security tasks on Twitter (X). Vulnerability detection was the
most discussed task, and users generally expressed positive sen-
timent towards this tool, though concerns about credibility and
practicality persisted, especially for complex security tasks.

Klemmer et al. [21] reviewed 190 relevant Reddit posts and in-
terviewed 27 software professionals to investigate how they use AI
assistants in secure software development. Oh et al. [29] surveyed
238 developers (mostly students) to investigate how much they
use code completion and code generation tools and whether they
trust the security of the code produced by such tools. These studies
confirm that, although there are security and quality concerns, soft-
ware professionals widely use GAI tools. Some developers reported
that they verify AI outputs similarly to human code [21]. This is
in line with our findings, as our participants also reported an in-
creased time spent on code review and stressed the importance of
a thorough examination of the generated code.

Using a different instrument (quantitative survey) we come to
some similar conclusions compared to [21], which used qualitative
methods. Thus, our work independently confirms [21]. At the same
time, our work has several important distinctions from [21, 29].
First, to the best of our knowledge, we are the first to observe the
phenomenon when developers rather objectively (i.e., in line with
their actual years of programming experience) assess their own
proficiency in secure coding without AI assistants, but their self-
assessment of proficiency with AI is practically disconnected with
the objective experience measure. Second, our study also examined
many other aspects: the behavioral changes that the participants
self-reported when using GAI tools, the perceived benefits and risks
that generated code entails, factors and practices contributing to
code security, factors that contribute to a GAI tool being perceived
as more secure, and the differences in developers’ perceptions based
on their experience.

6 Conclusions
We investigated how developers perceive the impact of AI-generated
code on security and found that GAI tools can bring both benefits
and risks. While developers reported faster coding, they also noted
the need for additional time on security reviews and documentation
of AI-generated code. And, despite the perceived efficiency gains
from using GAI, there is a clear concern about the security of the
generated code, with many experienced developers perceiving their
secure coding proficiency to decrease when using AI. To address
the security risks, developers recommend several best practices:
thoroughly understanding AI-generated code before integration, us-
ing scanning tools to identify vulnerabilities, and avoiding sharing
sensitive information with the GAI tool.

Our findings underscore the need for caution when integrat-
ing AI-generated code into the development process. While GAI
tools positively impact developer productivity, the broader secu-
rity implications must be addressed before these tools can be fully
embraced. Building on our results, future research can investigate
more in-depth how developers use and adapt to AI technologies.
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