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Hysteresis and metastable states are typical features associated with ergodicity breaking in the first-order
phase transition. We explore the scaling relations of nonequilibrium thermodynamics in finite-time first-
order phase transitions. Using the Curie-Weiss model as an example, for large systems we find the excess

work scales as v%/3

We further reveal a crossover in the scaling of the excess work from v

when the magnetic field is quenched at a finite rate v across the phase transition.

2/3 to v when downsizing the system.

Our study elucidates the interplay between the finite-time dynamics and the finite-size effect, which leads
to different scaling behaviors of the excess work with or without ergodicity breaking.

DOI: 10.1103/PhysRevLett.134.177101

Introduction—Phase transitions are drastic changes of a
system’s state under variation of the external parameters
[1,2]—for example, the density in a temperature-driven
liquid-gas transition, or the magnetization in a paramagnet-
ferromagnet transition [3]. In the past few decades, owing
to the recent development of nonequilibrium thermody-
namics [4-11], there is a growing interest in the field of
stochastic thermodynamics with phase transitions [12-27].
A central concept in thermodynamics is the work per-
formed on such a system [28-34], when some external
parameters of the system are varied with time. The second
law of thermodynamics constrains that the work W per-
formed on the system is no less than the free energy
difference AF between the initial and final states. In other
words, the excess work done in a finite-rate quench with
respect to the quasistatic quench process is non-negative
W — AF > 0. A natural question is how thermodynamic
quantities such as the excess work scale with the rate of
quench.

In the regular cases without phase transition, it is well-
known that in slow isothermal processes, the excess work is
proportional to the quench rate as a result of the linear
response theory [35-46]. While in slow adiabatic proc-
esses, the excess work is proportional to the square of the
quench rate according to the adiabatic perturbation theory
[47-52]. In the presence of phase transitions, the scaling
behavior becomes much more involved. For the second-
order phase transition, it is found that the excess work done
during a quench across the critical point exhibits power-law
behavior with the quench rate, and the corresponding
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exponents are fully determined by the dimension of the
system and the critical exponents of the transition [22,53],
as in the traditional Kibble-Zurek mechanism [54-59].
Besides the second-order phase transition, the first-order
phase transition is ubiquitous in nature, e.g., in biochemical
[10,17,25,60,61], ecological [62], and electronic systems.
Such phase transitions have been studied in the past three
decades [63—71], mainly focusing on dynamical properties
in the thermodynamic limit with ergodicity breaking [72].
However, the stochastic thermodynamics of the first-order
phase transition remains largely unexplored. Also, a central
problem in statistical mechanics is how the finite-size effect
will influence the thermodynamic properties. For meso-
scopic systems, nevertheless, little is known about how the
finite-size effect influences the thermodynamic properties
of finite-time first-order phase transitions.

In this Letter, we study the ergodicity breaking [72] and
the scaling behavior of the excess work with the quench
rate v in the first-order phase transition. Our focus is put on
the interplay between the finite time of the quench process
and the finite size of the system. Using the Curie-Weiss
model with a varying magnetic field as a paradigmatic
example [26,73,74], we find the v?/3 scaling relation of
the excess work with the quench rate for a large system.
The delay time and the transition time are found to scale as
v~'/3. When downsizing the system, ergodicity of the
system is restored, and the hysteresis shrinks. Meanwhile,
the scaling of the excess work transitions from v?/3 to .
These results will be helpful in optimizing the energy cost
and the speed of thermodynamic processes, and may have
potential applications in information erasure and heat-
engine design.

The model—We consider the kinetic Curie-Weiss model
with ferromagnetic interaction introduced in Refs. [26,75].

© 2025 American Physical Society
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The Curie-Weiss model consists of N Ising spins ¢; = %1,
labeled i = 1, ..., N, with the coupling strength J/(2N).
The system is embedded in a heat reservoir at an inverse
temperature = 1/(kgT), and subject to a varying field
H(1) controlled by some external agent. The state of the
system can be characterized by the magnetic moment
M =", 0,. Asingle spin can flip £1 —F 1 due to thermal
fluctuations of the heat bath, and the magnetic moment
changes as M — M. = M + 2. The probability P(M, t) of
finding the system in state M at time ¢ evolves under the
master equation,

% - ;{WW(M—;W H(1)P(M_,,1)

— W, (M. H(1)) P(M. 1)]. (1)

The corresponding transition rates W (M, H) under the
external field H are given by [75]

NFM
Wi(M,H) = :FTeiﬁ[J(Mﬂ)/;\HHL @)
0

with microscopic relaxation time 7.

In the thermodynamic limit N — oo, we use the mean
magnetization m = M /N to denote the system state. The
internal energy density is given by

H(m,H):—gmz—Hm. (3)

The deterministic dynamics is described by the equation of
motion of m(r) [26,76],

dm = 2 [sinh(fJm + pH) — m cosh(fJm + fH)]
dt T

= f(m. H), (4)

with the microscopic relaxation time z.

The curve characterizing steady state as a function of H
is shown in Fig. 1, where we choose the parameters to be
79 =2, J =1, p = 2. For different H, the ordinary differ-
ential equation (4) can have one, two, or three steady-state
solutions. For small and large values of H, the system
has only one steady state, i.e., the system is monostable. For
intermediate values of H, there are three steady states: mqp,
Myo, and Mg, 1.€., the system exhibits bistability. Among
the three, one is globally stable; one is metastable, and the
one in between is unstable. The two black dots are the
turning points (Hy,m.), where the metastability
disappears.

During the quench process, the external field H is tuned
quasistatically from H; = —1.0 to H; = 1.0. The quasi-
static hysteresis loop is shown with the pink dotted curve in
Fig. 1. The quasistatic state mg, gets trapped in the local
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FIG. 1. Quasistatic and dynamic hysteresis loops for Curie-
Weiss model. The top, middle, and bottom solid lines show the
steady states mqp, Mpyig, and My, as functions of H. The black
dots denote the right and left turning points (H ., m. ). The pink
dotted lines indicate the quasistatic state mq. The gray dashed
lines represent the transient state of the system m(f) when H is
quenched at the rate v = 6.

minimum as H is increased quasistatically from H; to Hy,
i.e., mgy follows the lower branch m,, even when the local
minimum is metastable rather than globally stable, until the
right turning point (H_, m_ ). Then the system state jumps
to the upper branch. This is what we refer to as “quasistatic
first-order phase transition.” So much the same for the
return path. The quasistatic state my, remains on the upper
branch and jumps down to the lower branch at the left
turning point (H_, m_).

When H(t) is tuned at a finite rate v, the system tries to
keep pace with—but ultimately lags behind—the continu-
ally changing quasistatic state, as is shown by the gray
dashed curve in Fig. 1. This mismatch becomes evident
around the turning point. A detailed illustration of the
finite-time first-order phase transition can be found in [76].

Scaling relations of time—During the quench process,
the trajectory follows local equilibrium, be it metastable
or globally stable, until an abrupt transition into a totally
different state from the original one. This transition relies
on the system’s history and is regarded as a finite-time
first-order phase transition. This is caused by the collapse
of the metastable state. The turning points (Hy,my) =

(£H*,£m*) are solved from f(m,H)=0 and
0 f(m,H) =0 as
1
=y [1=—, 5
m 5 (5)

o lpr -1
H —E[ ﬂJ(ﬁJ—l)—arctanh( ﬂ—J)] (6)

We consider the case in which the external magnetic field
H(t) is varied from the initial value H; to the final value H
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according to the linear protocol

¢
H(t):Hi+(Hf_Hi)t_s 0<t<t;, (7)
f

with the quench rate v = (H;—H;)/t; and the time
duration 7,. We label the time when H(¢) reaches the right
turning point H* as the turning time ¢* [62].

It is important to note that while the potential landscape
has drastically changed from bistable to monostable at the
turning time ¢, in a finite-rate quench the dynamics of the
system cannot catch up with the change of the potential
landscape, i.e., the system displays a delay in transitioning
to the global minimum. The transition occurs later than
the turning time ¢* by a delay time 7, defined
through m(t* + 74,) = m*. The delay time depends on
the quench rate v.

We further analyze the scaling relation between the delay
time and the quench rate. We shift the variables in the
following way: H = H — H*, i = m —m*,1 =t — t*. The
evolution equation is turned into

dn A
d—r;:f(m*+ﬁ1,H*+vt)

~ Tg {ﬂh/ﬂ] — 1”2 + \/'gv?] ) (8)
0

In the second line, the equation of motion is expanded
around the turning point for slow quench approximation
[76]. It can be adimensionalized into [80]

d

d_l; =u’+s 9)
by rescaling the variables u = a1, s = yi, where a =
(BIVPT =13 (zgv/B/1/2)713 and y = (B] /BT =T)!/?
(40\/B/T/75)".

Under the  asymptotic  boundary  condition
§ = —oo, u — +/—s, the solution to Eq. (9) is the Airy
function [63]

A¥(—s)
Ai(=s) "

u(s) = (10)

In this way, the delay time can be computed as

v ——alagrar=n L. 11
Igel = —A] pI(p )72” , (11)
0

where A} =~ —1.019 represents the first zero point of the
Airy prime function.

Besides the delay time 7., there is another time 7,
characterizing the non-catching-up of the dynamics.
When the system is quenched at a finite rate, the transition

time 7, to reach the monostable state, which is defined
through m(t* + Zns) = Mg, depends on the quench rate .

Here myg~ 142~ P/=2VPW=0 (2, /BT (BT —1)=2p] +1)
stands for the nondegenerate root of f(m,H,) = 0. For
pJ > 1, myy can be approximated by 1. The transition time
can be calculated as

. B -1/3
Tirans = _Al 4 :Bj(ﬂ‘] - I)T_QU ’ (12)
0

where A; ~ —2.338 stands for the first zero point of the
Airy function [62].

Equations (11) and (12) show that both the delay time
and the transition time scale with the quench rate as v~'/3.
The matching between analytical expressions and numeri-
cal results for 74y and 7., is presented in Fig. 2. The
exponent —1/3 results from the quadratic leading order 7>
in Eq. (8) around the turning point.

Scaling relation of excess work for large systems—In a
finite-rate quench process, the work performed on the
system is greater than that in the quasistatic quench process.
In other words, the non-catching-up in the dynamics
between the transient state and the quasistatic state results
in the excess work, which characterizes the irreversibility of
the process. It is desirable to explore the relation between
the excess work and the quench rate.

From the microscopic definition of work [86,87], the
work (per site) performed on the system is

v OH . f
W—A dta—HH——v[) dtm(t). (13)

In the quasistatic isothermal process, the work can be
calculated from

. e ny 1/3
100F "*-e T‘:’** tirans OC U /
f. . L
ot T
td ] XV ° Rl
. =
1 L)
rz‘
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/A’
. g
L 2/3 -
0.01 Wex X 0/ e
’4.
’..
.-
1074+ ,r"
-
1077 10-3 0.001 0.100

v

FIG. 2. The scaling relations of the delay time, the transition
time, and the excess work with the quench rate. The delay time
74 and the transition time 7, scale as v~!/3 while the excess
work scales as v%/3. The dots are obtained by numerically solving
Egs. (4) and (13). The dashed lines show the analytical ex-
pressions in Eqgs. (11), (12), and (15).
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Hf 0H(m S )
= [ an TR, (14)

The excess work, defined as we, = w — wy, describes the
excess amount work that one has to perform when the
system is quenched at a finite rate rather than quasistati-
cally. In a slow quench, the excess work can be approxi-
mated by the enclosed rectangular area between the
dynamic and quasistatic hysteresis (see Fig. 1),

2 *
Wex = Uttrans(mnd —m )
—A(1+,/1-54%

Bl
) [ pI(BT - 1)£] 707 (15)

where we approximate m,q with 1 in the second line.
Equation (15) shows that the excess work scales with the
quench rate as w,, o v>/3, which is verified numerically in
Fig. 2. This 2/3 scaling relation of the excess work is due to
the breaking of ergodicity [72] in large systems.

Scaling relation of excess work for small systems—So
far, the results above are caused by neglecting the
fluctuations that disappear for infinitely large systems.
Nevertheless, for small systems, fluctuations become
non-negligible. A central problem in statistical mechanics
is how the finite-size effect will influence the thermody-
namic properties. We further study the scaling relation of
excess work for small systems.

In order to take fluctuations into consideration, a
stochastic approach has to be envisaged. For finite systems,
M is a random variable, and its probability distribution
P (M, t) evolves under the master equation (1). The average
magnetization per site (m) =>_,,MP(M,t)/N can be
calculated from the solution of the master equation (1).
Figure 3(a) shows the mean magnetization for finite-size
systems. The dynamic hysteresis loop approaches the
deterministic case (dashed gray curve) as the system size
N increases, and shrinks as N decreases.

The work done on a system during the manipulation of
the external field, along a stochastic trajectory m(t), is
given by Eq. (13). The average work can be calculated from

(W) = —p /O " dt(m(1)). (16)

The average excess work is defined as the average total
work subtracted by the quasistatic work (wey) = (W) — wgs.

For small systems, in the slow driving regime, the
quench rate is slower than the system’s relaxation rate,
which depends on the system size. The system is ergodic
and the dynamics falls within the near-equilibrium regime
without phase transition. The quasistatic work is equal to
the free energy difference that vanishes when H; = —H;
(due to the symmetry of Curie-Weiss model). Thus, the

1.0

(b)

10°  107° 10™* 0.001 0.01

__ 050
3 7 N=380
0.10 '// ----- (Wey) x 0?3
0.05
0.01 0.050.10 0.50
v
FIG. 3. The finite-size effect on the dynamic and thermody-

namic properties. (a) The hysteresis loop: the average magneti-
zation per site (m) as a function of the magnetic field H for
different system sizes N. The green solid lines represent the cases
for N = 4, 10, 80 from the inside out. The dashed and dotted line,
respectively, represent the dynamic and static hysteresis with
N — 0. The quench rate is fixed at the same value » = 0.01 for
all curves. (b) For N = 10. the average excess work is propor-
tional to the quench rate as (we,) « v. (¢) For N = 80, the
average excess work scales as (w.,) o v*/3. The dots in (b) and
(c) are obtained from numerically solving Egs. (1) and (16).
(d) The crossover between two regimes in the N—v plane. The
excess work scales as (we,) « v in the light-color region, and
(Weyx) & v%/3 in the dark-color region (see [76] for details).

excess work equals the total work, which is proportional to
the quench rate v, ie., (wy) ~v [see Fig. 3(b)] as a
consequence of the linear response theory [35-46].

For large systems, when the quench rate is slow but not
slower than the system’s relaxation rate, nonergodic behav-
ior emerges and the quasistatic work can be approximated
by that in the deterministic limit. We plot the average
excess work (w.,) as a function of the quench rate v for
system size N = 80 in Fig. 3(c). We observe that the
average excess work scales as (Wey) o v?/> when the
quench rate is slow but not too slow. As the quench further
slows down, ergodicity is gradually restored, leading to the
deviation from the 2/3 scaling.

As the system size increases, the scaling of the average
excess work transitions from (we,) o v to (W) o v?/3 [see
Fig. 3(d) and [76] for details]. This crossover is a
consequence of the breaking of ergodicity [72], which
has its origin in the interplay between the quench rate and
the relaxation rate (system size). For small N, thermal
fluctuation is strong enough to overcome the energy barrier
between two minima. The system is ergodic and the linear
scaling relation (w.,) v can be explained with the linear
response theory. As the system size increases, the first-
order phase transition shows up. For large N, thermal
fluctuation cannot overcome the energy barrier, and ergo-
dicity is broken [72], leading to the 2/3 scaling of the
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TABLE I.  The scaling relations of the excess work w,, with the
quench rate v for different situations.

Finite-time isothermal process [35—46] Wex X U

Finite-time adiabatic process [47-52] Wex & 17
Finite-time first-order phase transition Wey & 02/3
Finite-time second-order phase transition [22,53] Wex & 101

excess work. Moreover, it is noteworthy that stochastic
thermodynamics brings us more information apart from
the average value of work. By evaluating the probability
distribution of work for finite-size system, Jarzynski’s
equality is verified [76].

Last but not least, we would like to compare our results
in the first-order phase transition for open systems with
those in the second-order phase transition for isolated
quantum systems and the cases without phase transition
in Table I. In the second-order phase transition for isolated
quantum systems, the v* scaling behavior of the excess
work due to finite-rate quench is obtained for isolated
quantum systems in Refs. [22,53]. It is relevant to but
different from the Kibble-Zurek scaling for the average
density of defects [54-57]. The scaling exponent §; is
determined by the dimension of the system and the critical
exponents of the transition. While the v°' scaling behavior
is valid for large systems, it transitions [22] to »* for small
systems without phase transition according to the adiabatic
perturbation theorem [47-52]. In the first-order phase
transition for open systems, we find that the excess work
scales as v>/3 for large systems where ergodicity is broken
[65,66,68-72]. When downsizing the system, there is a
crossover in the scaling relation of the excess work from
v*/3 to v. In small systems where ergodicity is restored, the
scaling relation transitions to w,, « v in finite-time iso-
thermal processes without phase transition, as a result of
linear response theory [35-46].

Conclusions—In this Letter, we study the excess work in
a finite-time first-order phase transition. We show a v%/3
scaling relation of the excess work, which manifests itself
as a sign of ergodicity breaking [72] in large systems, and
its crossover to v when downsizing the system. The
underlying mechanism of such a crossover is that ergo-
dicity is restored when decreasing the system size. The
hysteresis and metastable state disappear in small systems,
and the scaling behavior of the excess work transitions to
the case without phase transition. It can be seen that in order
to minimize the energy dissipation, one should avoid
ergodicity breaking. Our results on the crossover in the
scaling relation between excess work and quench rate in
first-order phase transitions of finite-size systems enhance
the understanding of finite-time phase transitions and
nonequilibrium thermodynamics in driven systems, with
potential applications in information erasure and heat-
engine design. Our findings have general relevance beyond

the present model, extending to various systems under-
going the first-order phase transitions [76], including
open quantum systems [81-83] and chemical reaction
networks [25,84,85]. In the future, it is desirable to explore
the scaling properties of the higher moments of the excess
work [22] and the scaling properties of quantum first-order
phase transitions, which would hopefully bring more
insights about the nonequilibrium properties of phase
transitions.
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