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Highlights

• A new method is proposed to cluster the nodes based on the k-means

method.

• This node clustering is based on the local structural similarity of the

nodes.

• This node clustering method can be applied to community detection.

Abstract

In the structural analysis of complex networks, node clustering is a method that identifying nodes with the same function or

structural properties, which is also a part of the community detection. In this work, based on the structural similarity of nodes

and the k-means++ algorithm, a new method of node clustering is proposed. This method can easily divide the hub nodes and

peripheral nodes in the network with a core-peripheral structure into two sets. We also find that the changes in the number of

nodes in different classes is a manifestation of the rules that guide the growth of the network under different conditions.

Specifically, when the network’s growth follows the Erdős–Rényi model, the cluster of nodes is homogeneous. When the

network’s growth adheres to the Barabási–Albert model, the peripheral nodes are the majority, and this trend will not change

with the growing network size. All the results show that the clustering of nodes in the networks based on the nodes’ structural

similarity can be used as a new method for research on the structural analysis of complex networks.
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1. Introduction

Since the late 20th century, the properties of ’small-world’ [1]and ’scale-free’ [2] have been found in networks, triggering

widespread interest in complex networks. Complex networks are not only a new kind of models for physics or mathematics [3],
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[4], it also a new tool that can be applied in different research fields, such as biology [5], [6], neuroscience [7], [8], financial

systems [9], [10], and even social sciences [11], [12]. Over time, various researchers have invested significant efforts in

understanding the deep implications of complex networks, covering explorations of node centrality [13], [14], [15], self-similarity

[16], [17], [18], statistical mechanics properties [19], [20], [21], [22], [23], and dynamic behavior [24], [25], [26], [27]. These

studies delve into the rich connotations of complex network structures, providing important theoretical foundations for

applications across various fields.

Network structure analysis is one of the core components of complex network research. In the analysis of complex network

structures, how to extract the information hidden in the topological structure is a core problem. These structural information

includes identifying the influential nodes [28], [29], [30], quantifying structural similarities between nodes [31], [32], and

detecting the community structures in the network [14], [33], [34], [35]. Among those researches, the detection of community

structure in complex networks plays an important role.

As a fundamental technology in the structural analysis of networks, network community detection is the automated discovery of

groups of nodes that are strongly connected or share similar features or roles [36]. This involves partitioning nodes in the

network into different groups, where nodes within groups are densely connected while nodes between groups are sparsely

connected. The illustration of community structure in complex networks builds a bridge to understanding the structural

properties of complex networks from the microstructure to the macro characteristics. Thus, studying the structural properties of

networks through spatial distribution clustering of nodes can reveal the organizational principles and operational functions of

the network. Therefore, many community detection methods have been proposed [37], including clustering [38], divisive

algorithms [33], [39], modularity-based methods [40], [41], [42], dynamic algorithms [43], [44], and statistical inference [45],

[46], [47]. Actually, most of those traditional methods try to find the groups of nodes that are strongly connected. Only a few

community detection methods try to find the nodes that share similar features or roles, which is important for the macroscopic

structural analysis of the network.

From the information view, detecting the community structure in complex networks is analogy with the clustering algorithm in

artificial intelligence. They are all based on the information of each data point (nodes) and their neighbors and try to find the

natural clusters in the data set. In other word, the detecting of the community in complex networks can be treated as finding the

evidential information carried by different nodes and gather those nodes with the same structural information into a same set

[48]. This process also need to consider the change of the order of those evidential structural information carried by those nodes

[49], [50].

Therefore, it can be expected that combining the clustering algorithm and nodes’ structural information to cluster the nodes in

the complex networks can give us some special information about the whole network. Traditional computer clustering methods

mainly include hierarchical [51], [52], partitioning relocation [52], [53], and density-based clustering [38], [54]. When combining

the clustering algorithm and the nodes’ clustering in complex networks, the k-means++ method is easy to apply. Compared to the

traditional k-means algorithm, k-means++ is more dispersed when selecting initial cluster centers, which helps avoid the

problem of falling into local optima, resulting in better robustness and stability. Thus, we chose K-means++ to cluster the nodes

in the complex networks based on the structural similarity, which is defined by the topological similarity of the local network

that surrounds each node and quantified by the relative entropy [31], [55], [56].

The rest of this paper is structured as follows: Section 2 introduces the preliminary work on calculating the structural relative

entropy and similarity between nodes. Section 3 proposes a node clustering method based on network structure and relative

entropy. In Section 4, we use BA and ER growth rules to guide the growth of core–periphery and randomly distributed seed

networks, respectively. Based on this, we cluster the networks using the proposed method and provide results and analysis.

Section 5 presents the conclusion.

2. Preliminaries

In the structural analysis of complex networks, nodes’ similarity is an important metric, which is crucial for many research

methods in the research on complex networks, such as node classification, network community structure detection, and network

link prediction. Among these existing methods, the nodes’ similarity quantification based on the topological structure similarity

of the local network that surrounds each specific node is a unique one [31]. This method is based on the local network of each

node consisting of its neighboring nodes and the edges between them, and each node itself is also included in its local network,

as shown in Fig. 1

The method consists of three key steps: generating probability sets, calculating relative entropy, and quantifying node similarity.

The local network of the node  as , where  represents the set of nodes in the local network and  represents the set

of degrees for each node in . The maximum degree in the entire network is defined as .  denotes the probability set
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for node . Considering that each node’s local network includes its neighbors and itself, The size of the probability set, denoted as

, is as follows:

The probability set associated with node  is defined as:

When the node’s degree matches , each element in the probability set P(i) is determined based on the degree set D in the

local networks . In complex networks, however, the degrees of most nodes are smaller than . Consequently, when

a node’s degree is less than , the residual elements in the probability set are set to zero. The definition of p(i, k) under this

condition is as follows: where Degree(i) is the degree of node i, D(k) is the degree of node k in the local network .

The order of the elements in the probability set affects the relative entropy and the accuracy of the similarity measure. Before

calculating the relative entropy of the elements in the probability set, we first order the elements, denoting the sorted set as

. Then, the relative entropy is calculated as follows:

Download: Download high-res image (182KB)

Download: Download full-size image

Fig. 1. The topological structure of network A and the local structure of the node 3. Network A is shown in sub-figure (a), while

(b) specifically displays the local network of node 3 in network A.

In this method, the elements of the probability set may be equal to 0, and when the value of P ’(j, k) is equal to 0, there will be

problems in the calculation of relative entropy, so we redefine relative entropy as

where  is defined as

The relative entropy value for each pair of nodes represents the difference in their local structure distributions. The relative

entropy value is large, it indicates that there is a significant difference in the local structure between the corresponding nodes.

Conversely, a smaller relative entropy value indicates a higher similarity in the local structure between nodes. Therefore, based

on the definition of the relative entropy of each pair of nodes, we will have the incidence matrix  of the network as

The associated values should be equal for each pair of nodes, but the relative entropy is not symmetric. Therefore, the associated

value  for each pair of nodes is defined as

Based on the definition of relative entropy for each pair of nodes, we can establish an association matrix  to describe the

(1)
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(8)
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similarity relationship between nodes in complex networks. The entries in this association matrix reflect the relative entropy

values between nodes, depending on their local structures. If the relative entropy value between nodes is large, the

corresponding value in the association matrix will also be large, and vice versa. Therefore, by observing the values in the

association matrix, we can understand the degree of similarity between nodes in the network.

3. Node clustering based on structural similarity

In the previous section, we introduce a specific method for measuring node similarity in complex networks based on relative

entropy and the local structure of each node. In this section, we propose a new node clustering method based on the similarity

between nodes in the network and k-means++. Our method draws inspiration from and improves upon the k-means++ clustering

algorithm. The traditional k-means++ clustering algorithm relies on the coordinate representation of data points, whereas our

method employs a distance metric based on node similarity, eliminating the need to directly access the coordinates of data

points, rendering the traditional approach unsuitable. To address this issue, we enhance the k-means++ algorithm and apply it to

network clustering. We quantify the similarity between nodes in complex networks using local network information and the

relative entropy method. Compared to the traditional k-means++ algorithm, which employs Euclidean distance to evaluate the

distance between sample points and cluster centroids, our method better captures the intrinsic structure and patterns of the

dataset. Additionally, we improve the cluster center updating rules, distance calculation between sample points and cluster

centroids, and initialization process, thereby enhancing the algorithm’s performance and stability. The algorithm process is as

follows:

Step1: Similarity matrix calculation: through the previously proposed methods of relative entropy and node local structure, we

compute the network’s correlation matrix  and use it as a measure of similarity denoted as , where  represents the

similarity between node  and node .

Taking network A as an example, after the calculation process introduced earlier, we obtained the correlation matrix  of

network A, which is of size . In this matrix, each element represents the similarity between corresponding nodes. These

similarity values will be used as distance measures  in the subsequent clustering algorithm.

To facilitate the explanation of subsequent applications, we will use the first five nodes of Network A as an example to detail the

process of the K-Means++ clustering algorithm. The values of the distance matrix are shown in Table 1.

Step2: Initialize the cluster centers: First, we randomly select a node as the initial cluster center . In the subsequent process

of selecting cluster centers, we will calculate the squared distance from each node  in the dataset to the currently selected

cluster centers. If multiple centroids have already been selected, we will compare the distance of each node to all the selected

centroids and choose the nearest centroid, recording the squared distance. Subsequently, we construct the probability

distribution for each node to be selected as the next cluster center based on the calculated squared distance values. The specific

calculation formula is:

In this formula,  represents the squared distance from node  to its nearest centroid, while  is the set of all nodes in the

dataset. Through this probability distribution, nodes that are farther from the existing centroids have a higher probability of

being selected as the next cluster center. Finally, based on the constructed probability distribution, we randomly select the next

cluster center and repeat the above calculation process until  cluster centers are selected: . The detailed

implementation of the algorithm is presented in Algorithm 1.

As an example, we use the first five nodes of Network A and set . First, we randomly select a node as the initial cluster

center, here assumed to be Node 1. Next, we calculate the squared distances from each of the other nodes to Node 1:

We then sum these squared distances:

(9)

(10)
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According to the K-Means++ algorithm, the probability of a node being selected as the next center is proportional to the square of

its distance. The probabilities of each node being selected as a center are calculated as follows:

This mechanism ensures that nodes farther away are more likely to be selected as cluster centers. According to the calculation,

node 5 has the highest probability of being chosen as the next cluster center, updating the set of cluster centers to .

Next, if we set , we calculate the squared distances from the remaining nodes (Nodes 2, 3, and 4) to each of the current

centers (Nodes 1 and 5) to identify their respective nearest center. Based on these distances, we then construct the

corresponding probability distribution. The squared distances from Node 2 to Nodes 1 and 5 are as follows:

Since Node 2 is closer to Node 5, we select Node 5 as the nearest center for Node 2. Similarly, we calculate the squared distances

from Nodes 3 and 4 to both Nodes 1 and 5 to determine their respective nearest centers. Based on the squared distances from

each node to its nearest center, we construct a probability distribution that gives nodes further from any center a higher

likelihood of being selected as the next cluster center. Using this probability distribution, we then choose the next cluster center,

completing the selection of the third center.

: distance matrix

: number of clusters

initial_centers: array of initialized cluster centers

initial_centers  array(1 to )

initial_centers[1]  random_integer(1, length( ))

for  to  do

 distances  

 min_dists  min(distances, dimension=1)

 probabilities  min_dists /sum(min_dists )

 initial_centers[ ]  random_sample(1 to length( ), 1, true, probabilities)

end for

return initial_centers

Step3: Iterative Update: First, calculate the distance from each data point to each cluster center using the distance matrix , and

assign data points to the nearest cluster center. Next, for each cluster , identify the data point that best represents the cluster

as the new cluster center. The detailed implementation of the iterative update algorithm is shown in Algorithm 2.

The update of the cluster centers is based on the principle of minimizing the internal distances of the clusters. Specifically, we

need to find a new center for each cluster  that minimizes the average distance to all other points in the cluster. This can be

formalized through the following optimization problem:

1. Calculate Distances: For each node  in cluster , compute its distance to the other nodes using the

distance matrix  and record these values.

2. Find Nearest Neighbor: Identify the nearest neighbor of node , i.e., the node with the minimum distance to

it. The index of this node  can be obtained using the following formula:

Here,  denotes “the index of the minimum value”, which means finding the node  that minimizes the

distance . The result  is the index of the node that is nearest to node  within cluster , which is used

for updating the cluster center.

Algorithm 1: K-Means++ initialization

Require:

Ensure:

1.

2.

3.

4.

5.

6.

7.

8.

9.

(11)
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3. Count Frequency: Record the nearest neighbor indices  of all nodes . Calculate the occurrence frequency

of each index in the array  and select the node with the highest frequency as the new cluster

center. If multiple nodes have the same frequency, randomly select one as the new cluster center to ensure

that the newly selected center best represents the current category.

4. Iterative Convergence: Repeat the above steps until the cluster centers no longer change significantly or until

a specified number of iterations is reached. At this point, the clustering process is complete, and all sample

points will be assigned to the final clusters.

D: distance matrix

K: number of clusters

labels: labels for each node

N  length(D)

centers  K-Means++ Initialization(D, K)

max_iterations  2000

iteration  0

while true

 dists  D[centers, :]

 labels  assign nodes to nearest centers based on dists

 for each i in 1 to length(centers) do

 labels[centers[i]]  i

 new_centers 

 for each i in 1 to n_clusters do

 clusterNodes  nodes assigned to cluster i

 subDists  D[clusterNodes, clusterNodes] + I

 minDistIndex  compute minimum distances from subDists

 v, counts  count occurrences of minDistIndex

 newCenter  node with the most occurrences in counts

 new_centers.add(newCenter)

 if centers == new_centers or iteration  max_iterations then

 break

 else

 centers  new_centers

 iteration  iteration + 1

end while

return labels

In the iterative update process, we have the initial cluster centers set as Node 1 and Node 5. Based on the distance matrix , we

calculate the distance from each data point to the various cluster centers and assign the data points to the nearest cluster center.

The calculation results show that the distance from node 2 to node 1 is 0.501, while the distance to node 5 is 0.176, thus node 2 is

assigned to the category belonging to cluster center 5. Continuing to calculate the distances of nodes 3 and 4 to the initial cluster

centers, the clustering situation is as follows: , .

Algorithm 2: Iterative Update

Require:

Ensure:

1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.
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For the update of the cluster centers, we find the nearest neighbor nodes for each node in  based on the distance

matrix . The distance between node 2 and node 3 is 0.051, making node 3 the nearest neighbor node of node 2. Similarly, the

nearest neighbor node of node 3 is node 2, the nearest neighbor node of node 4 is node 3, and the nearest neighbor nodes of

node 5 are node 3 and node 4. Next, we count the frequency of each node appearing as the nearest neighbor node and select the

node with the highest frequency as the new cluster center. The statistical results show that node 3 has the highest frequency

(being the nearest neighbor node for nodes 2, 4, and 5), thus node 3 is chosen as the new cluster center. The updated cluster

centers are as follows:  remains unchanged, centered at node 1, while  is updated to be centered at node 3. This process will

continue until the cluster centers no longer change or the maximum number of iterations is reached. The final clustering result is

 and .

We applied our method to network A and successfully clustered it into three classes. To illustrate the clustering results more

clearly, we displayed them in the network’s structure graph and scatter plot in Fig. 2, where the horizontal and vertical axes

represent closeness centrality and betweenness centrality, respectively. By observation, we can clearly see the distribution of the

network and the different roles of each category of nodes in both the network’s structure and functionality.

Download: Download high-res image (276KB)

Download: Download full-size image

Fig. 2. The clustering of nodes in Network A. The position of nodes in network A with different clusters is shown in the left sub-

figure. The scatter plot of the nodes’ clustering results is shown in the right sub-figure. In the right sub-figure, the horizontal axis

represents closeness centrality, and the vertical axis represents betweenness centrality.

We can observe the peripheral nodes, which have fewer connections in the network and play relatively marginalized roles, with

less importance in the network. Secondly, we notice the core nodes, which hold the most critical positions and functions in the

network. These nodes have strong connectivity within the network and exhibit significant closeness centrality and betweenness

centrality. They typically serve as the core hubs of the network and are crucial for its stability and functionality. We also identify

the hub nodes, which are situated between the peripheral and core nodes in the network. These nodes act as bridges between

peripheral and core nodes, facilitating the flow and exchange of information within the network. From the test of our method on

the small example network, our clustering method reveals the distribution and roles of different types of nodes in the network,

providing essential clues and references for further research and analysis of network structure.

4. Node clustering and structure analysis

The new clustering method proposed in the above section shows that the clustering of the nodes based on the k-means++

method and the nodes’ structural similarity can cluster the nodes in different groups, and each group of nodes has its own

specific function. Obviously, the change in the network’s topological structure will be illustrated by the change of the clusters

that got by our proposed method. Then this very interesting question needs to be answered: if the change of the clusters of nodes

in the process of the network’s growth show us what rules guide the network’s growth? In other words, can the change in the

nodes’ clustering in the process of network growth be used as a general tool for the structural analysis of complex networks?

To answer this question, in this section, we construct two different structured seed networks and grow them under two different

growth rules, resulting in four networks with different structures and sizes. Subsequently, we will use the method mentioned

above to cluster these networks and analyze the clustering results. Our goal is to elucidate how the clustering results of the

networks reflect the structural characteristics of the networks and the structural characteristics of the nodes in the networks

when different seed networks exist and grow under different rules.

4.1. Network growth under different rules
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We build four different network growth processes to reveal the strong link between network clustering outcomes and changes in

network structure. Special attention is paid to how the network structure evolves with different seed networks and growth rules.

Before delving into structural changes in networks, we want to introduce two key factors: the definition of seed networks and

how network growth rules guide network evolution. The growth process of the network is influenced by these two key

conditions. The first is the initial structure of the seed network, which determines how the network growth rules are applied

throughout the network. Second, the rules used to guide the seed network’s growth further shape the way the network’s

structural complexity changes as it grows. By understanding these two critical factors, we can better explain the relationship

between clustering results and the evolution of network structure.

4.1.1. Seed-networks

We establish two seed networks to ensure there is a clear differentiation of their structures, which is shown in Fig. 3.

Seed network A adopts a core–periphery structure consisting of core nodes and peripheral nodes, with a distinct centrality

difference in the network topology. Specifically, core nodes have higher connectivity and importance in the network, while

peripheral nodes are connected to core nodes but have relatively lower connectivity and status. In contrast, the seed network B

we constructed is a network where almost all nodes have randomly connected to the same extent. In network B, there are no

core nodes, and each node has an equally important position in the network topology. Such design ensures significant structural

differences between the two seed networks and provides a clear starting point for the subsequent study of network growth and

evolution. We generated two networks, each containing 100 nodes, and provided corresponding diagrams, illustrating their

structural characteristics.

Download: Download high-res image (557KB)

Download: Download full-size image

Fig. 3. The topological structure of the two seed networks. Seed network A has a Core–Periphery structure, with only a few nodes

having a high degree and most nodes having a low degree. Seed network B is a random network. Each of its nodes has almost the

same degree. Because the topologies of the two seed networks are different, several different structural changes will occur

during the network’s growth. By clustering networks of different structures, we can observe the relationship between the

clustering results and the network structure.

4.1.2. Growth rules

The growth of the network can be divided into two key steps: introducing new nodes and attempting to establish connections

with existing ones. The newly introduced nodes will attempt to establish connections with nodes in the seed network according

to growth rules. In order to ensure the difference in structural change paths, in our study, we introduce two kinds of rules based

on the classical network growth model, namely the BA rule and the ER rule.

The first rule is the BA rule, which originates from the Barabasi–Albert (BA) model [2], an important method for generating scale-

free networks. In such networks, most nodes are only connected to a few other nodes, while a very small number of core nodes

have a large number of connections to other nodes. The degree distribution of this network follows a power-law form, meaning

that a few nodes have very high degrees, while the vast majority of nodes have relatively low degrees, exhibiting highly uneven

characteristics. Under the BA rule, newly introduced nodes are more likely to connect to the core nodes in the network, i.e., those

nodes already having higher degrees, rather than connecting to low-degree peripheral nodes. Specifically, the probability 

of a new node connecting to an existing node  is proportional to the degree  of node . Its mathematical expression is as

follows:
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where  is the total number of nodes in the network at the current time.

The second rule is the ER rule, originating from the Erdős–Rényi (ER) model [57]. In the ER model, network generation is

completely random, where nodes and edges are generated randomly, and connections between nodes are independent, with the

probability of an edge existing between any pair of nodes being equal.

Therefore, the ER model is considered a random network model that does not consider any specific structure or properties

between nodes. Under the ER rule, the probability of a new node connecting to existing nodes is equal and independent of the

degrees of existing nodes. Specifically, the probability of establishing a connection between any two nodes is fixed and

unaffected by the degrees of nodes. When generating networks using the ER rule, we specify a connection probability of 0.1 for

edge creation.

4.1.3. The growth of seed network A

The Seed Network A is generated from one node under the guide of the BA rule to a network with 100 nodes. Obviously, it is a BA

network, and its degree distribution has confirmed this result. Therefore, when Seed Network A continues to grow under

different rules, then depending on the illustration of the variations in the topological structure of Seed Network A under different

growth rules, we can find how the network’s structure will be affected by the growth rules. The detailed topological structure

changes of Seed Network A under the BA and ER rules are shown in Fig. 4.

Under the ER rule, with the increase of network scale, the network presents the characteristics of homogeneity. The connections

of nodes show a uniform distribution. However, under the BA rule, newly added nodes are more inclined to connect to core

nodes with higher degrees in the network, resulting in a small number of hub nodes with very high degrees. These hub nodes

and core nodes form the core part of the network, while other nodes form the periphery of the network. Therefore, the network

still presents the characteristics of the core–periphery structure under the BA rule. The change of the Seed-Network A’s

topological structure in the process of growth under different rules can also be found in the change of degree distribution of each

network in that process, which is shown in Fig. 5.

Download: Download high-res image (765KB)

Download: Download full-size image

Fig. 4. The growth of Seed Network A under ER and BA rules. subfigures in the top line show the change of networks’ topological

structure under the ER rule, where bottom line show the topological structure of change under the BA rule.

With the expansion of seed networks, the network degree distribution under ER rules gradually changes from power law to

Poisson. Initially, the number of nodes presents a power-law distribution, and a few nodes have higher degrees. With the growth

of the network, the node connections become more random, resulting in the degree distribution gradually becoming uniform.

However, under the BA rule, the network degree distribution always maintains the power law distribution. With the growth of

the network, the new nodes are more inclined to connect to the existing highly connected nodes, which maintains the uneven

degree distribution.
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Fig. 5. The degree distribution of the networks that are grown from the Seed-Network A under different rules. The top line shows

the degree distribution of the networks, which growth is under the ER rule. The bottom line shows the degree distribution of the

networks that are grown under the BA rule. Obviously, Seed Network A is a BA network, and its power-law degree distribution is

changed by the ER rule but reinforced by the BA rules.

To further analyze the characteristics of seed network A and its performance under different growth rules, we conducted a

clustering analysis on seed network A, as shown in Fig. 6. The clustering results successfully partitioned the seed network into

core nodes and peripheral nodes, illustrating their distribution. In the subsequent chapters, we will continue to explore the

clustering analysis during the growth process.
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Fig. 6. The clusters of nodes in the Seed Networks A. The clustering results of Seed Network A clearly delineate the core nodes

and peripheral nodes. High-density node clusters form the network core, while scattered nodes constitute the periphery. The

clustering outcomes demonstrate a pronounced core–periphery structure in Seed Network A.

4.1.4. The growth of seed network B

The Seed Network B is an ER network, which is growing from 1 node to 100 nodes guided by the ER rule. When the following

growth of the Seed Network B is guided by different rules, then the topological structural change will illustrate the relationship

between the ER core and the new peripheral nodes. The topological structure changes of Seed Network B under different rules

are shown in Fig. 7.

When the Seed Network B’s growth under the ER rule, there is no obvious core nodes. The probability of connection between

new and existing nodes is consistent, so the network structure keeps the characteristics of uniform distribution. In contrast,

under the BA rule, new nodes are more likely to connect to the hub node. Since the nodes in the seed network have similar

degrees, the probability of the new node connecting with most nodes in the initial network is also equal, resulting in the initial

node becoming the core node. As the network grows, it becomes easier for new nodes to connect to these core nodes, making the

network gradually shift from a uniformly distributed structure to a core–periphery structure. There is a core community when

Seed Network B is guided by the BA rules. These structure changes are also illustrated in those networks’ degree distribution as

shown in Fig. 8.
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Fig. 7. The topological structure changes of Seed Network B under ER and BA rules. There is a core community in the bottom

networks.

We can find that under the ER rule, with the increase of network size, the degree distribution of seed networks with uniform

distribution always presents Poisson distribution. This shows that the connections of nodes show uniformity throughout the

network. On the contrary, under the BA rule, as the scale of the network increases, new nodes are more inclined to connect to

nodes with higher degrees of existing nodes, thus aggravating the inhomogeneity of the network and the degree distribution of

the network gradually moves from Poisson distribution to power law distribution.
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Fig. 8. The degree distribution of the Seed Network B’s growth. Obviously, the is a special bulge in the degree distribution of

networks growing under BA rule.

We conducted a clustering analysis on the seed network B, as shown in Fig. 9. The clustering results indicate that as the number

of clusters increases, the network nodes are relatively uniformly distributed, reflecting its homogeneity characteristics.

Subsequent chapters will delve into the clustering analysis during the growth process to gain a more comprehensive

understanding of how the seed network and growth rules influence the overall characteristics of the network.
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Fig. 9. As the number of clustering categories increases, the node distribution in seed network B gradually becomes more

uniform, indicating the characteristic of lacking prominent central nodes.

4.2. Node clustering and structure analysis in the networks’ growth

In our study, we are committed to exploring networks formed by different seed networks under various growth rules. We apply

similarity-based clustering methods for analysis to help us gain a deeper understanding of the characteristics of network

structures and their evolutionary mechanisms. Before the analysis, we will focus on the following aspects: Firstly, we will

investigate whether the clustering states can reflect the structural characteristics of the network. Secondly, we will explore
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whether the changes in clustering results can reflect the differences between different network growth rules. By comparing

clustering results under different growth rules, we will seek patterns influencing network structures and infer the evolutionary

paths and mechanisms of networks under different growth rules. Finally, we will discuss whether clustering categories can

indicate different node structural characteristics.

4.2.1. The nodes’ clusters and structure change of the seed network A

This section have two parts, the first part is focus on the nodes’ clustering in the process of the Seed Network A’s growth under

BA rule. The second part focus on the details that are based on the ER rule.

When the Seed Network A is under the BA rule, the network contains essential nodes in the core and edge nodes. When the

network size is small, the clustering results usually show that the network is divided into core and peripheral nodes, which

accords with the characteristics of the Core–Periphery seed network. With the increase in network size, the proportion of

different types of nodes shows an obvious trend. No matter what size the number of network nodes grows to, there will always

be one category of nodes that dominates, while the other categories have a relatively small percentage. This shows that with the

increase of the network size, the classification features of the core and edge nodes of the network grown by the BA rule become

more obvious. Therefore, by clustering states, we can clearly reflect the center-edge characteristics of the network. The change in

the percentage of nodes in different classes is shown in Table 2.

It is clear that there is a big group of nodes when Seed Network A is growing under the BA rule. The binary clustering has divided

all the nodes into two sets: the core-hub nodes and the periphery nodes. They are labeled by class 1 and class 2. When the

number of clusters increases, the are new classes emerge, but the biggest class is still class 2, which represents the periphery

nodes. The details can be found in Fig. 10.

Table 1. Distance matrix for the first 5 nodes of network A.

0.000 0.501 0.632 0.782 1.230

0.501 0.000 0.051 0.100 0.176

0.632 0.051 0.000 0.028 0.061

0.782 0.100 0.028 0.000 0.061

1.230 0.176 0.061 0.061 0.000

Table 2. Two-cluster, Three-cluster, and Four-cluster Results of Seed Network A under BA Rule.

20 (10%) 180 (90%) 20 (10%) 171 (85.5%) 9 (4.5%) 17 (8.5%) 171 (85.5%) 9 (4.5%) 3 (1.5%)

21 (4.2%) 479 (95.8%) 19 (3.8%) 438 (87.6%) 43 (8.6%) 19 (3.8%) 438 (87.6%) 39 (7.8%) 4 (0.8%)

152 (15.2%) 848 (84.8%) 21 (2.1%) 848 (84.8%) 131 (13.1%) 20 (2%) 848 (84.8%) 107 (10.7%) 25 (2.5%)

In core–periphery networks based on growth rules, new nodes tend to connect to existing, more tightly connected nodes, thus

forming a distinction between core and periphery nodes. This becomes particularly evident when we divide the network into

two categories.

Node Node 1 Node 2 Node 3 Node 4 Node 5

Node 1

Node 2

Node 3

Node 4

Node 5

Node number Two-cluster Three-cluster Four-cluster

Class 1 Class 2 Class 1 Class 2 Class 3 Class 1 Class 2 Class 3 Class 4
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Fig. 10. The clustering of nodes in the Seed Network A under the BA model. In the Two-cluster, nodes with high closeness

centrality are clustered as class 1. The increase of new class is the bridge nodes.

From the scatter plot, it can be observed that the first category of peripheral node clusters is located on the left side of the core

node clusters. These nodes are directly connected to the core nodes, thus possessing high closeness and betweenness centrality.

The structural characteristics are detailed in Fig. 11(a). In contrast, the second category of peripheral nodes is distributed at the

margin of the network. These nodes are not directly connected to the core nodes but maintain indirect connections through the

first category of peripheral nodes or intermediary nodes. Their betweenness centrality is relatively low, and the structural

characteristics are shown in Figs. 11(b1) and (b2).
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Fig. 11. The scatter plot of a network with 500 nodes clustered into three categories and the structural characteristics of the node

clusters in each category.

The third category of nodes consists of pink intermediary nodes, which play a crucial bridging role in the network by connecting

peripheral nodes of different hierarchies. In simpler network structures, the pink nodes are connected at one end to the first

category of peripheral nodes and at the other end to the second category of peripheral nodes, forming an important transitional

layer between the core and peripheral layers. This bridging function facilitates the flow of information between core nodes and

peripheral nodes, enhancing the stability and connectivity of the network, as illustrated in Fig. 11(c1).

When the network structure becomes increasingly complex, the pink intermediary nodes continue to play a bridging role,

connecting the first and second categories of peripheral nodes, as shown in Fig. 11(c2). Regardless of the complexity of the

network, the pink nodes maintain a high level of connectivity and stability by linking peripheral nodes of different hierarchies to

the core nodes. This phenomenon indicates that intermediate nodes act as bridges between most peripheral nodes and core

nodes in the network.

When the growth of the Seed Network A is under the ER rule, the structure changes, and the nodes’ clustering is totally

different from the one that is under the BA rule. In the core–periphery network under the ER growth mechanism, each new node

has an equal probability of being connected to previous nodes, resulting in a more evenly distributed structure. Through cluster

analysis of the network, we can find that under ER rule growth, the network structure gradually tends to be uniformly
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distributed, the existing core–edge structure gradually weakens, and the node connections show the characteristics of uniform

distribution. This trend can be found in the percentage of nodes into different classes as shown in Table 3.

For networks with a core–periphery structure growing under the ER rule, we observe that the structural characteristics of the

network and the performance of the scatter plot are very similar to those of random networks under the ER rule, as shown in Fig.

12.

Table 3. Two-cluster, Three-cluster, and Four-cluster Results of Seed Network A under ER Rule.

144 (72%) 56 (28%) 114 (57%) 56 (28%) 30 (15%) 114 (57%) 53 (26.5%) 30 (15%) 3 (1.5%)

407 (81.4%) 93 (18.6%) 225 (45%) 93 (18.6%) 182 (36.4%) 225 (45%) 37 (7.4%) 182 (36.4%) 56 (11.2%)

620 (62%) 380 (38%) 373 (37.3%) 380 (38%) 247 (24.7%) 373 (37.3%) 380 (38%) 227 (22.7%) 20 (2%)

It is worth noting that the order in which different categories of nodes are classified may vary, but clustering analysis still reveals

the characteristics of peripheral, semi-peripheral, hub, and central nodes in the network. Specific explanations are provided as

mentioned earlier. This similarity further emphasizes the dominant role of the ER rule in shaping network structure formation.

Compared to the structure of seed networks, the ER rule has a greater influence on networks’ overall structure and organization,

resulting in networks of different scales and complexities exhibiting similar structural characteristics.
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Fig. 12. The structure change and the nodes’ clustering of Seed Network A under the ER model. The new classes come from the

core community. The clustering of nodes is distributed uniformly.
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Fig. 13. The structure change and nodes’ clustering of Seed Network B under the BA rule. The initial Seed Network B works as the

core structure in the process of the network’s growth. The periphery nodes are always clustered into the same class. And the

emergence of the new class is separated from the core community.
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Fig. 14. The nodes’ clustering of Seed Network B under the ER rule. Each class has the same size, and there is no special class in

this process.
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Fig. 15. The clustering of node in the networks that are generated from a BA seed network under BA rule, with node number

2000, 3000, 5000 and 8000.
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Fig. 16. The clustering of node in the networks that are generated from a BA seed network under ER rule, with node number

2000, 3000, 5000 and 8000.
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Fig. 17. The node clustering in the networks generate from ER seed networks under BA rule, with node number 2000, 3000, 5000

and 8000.
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Fig. 18. The cluster of node in the network that are generated from a ER seed network under ER rule, with node number 2000,

3000, 5000 and 8000.

4.2.2. The nodes’ clusters and structure change of the seed network B

The Seed Network B is an ER network with 100 nodes, and its degree distribution is a Poisson distribution. When it is under

different rules to continue to guide its growth, the topological structure of those networks will be different, and so will the

nodes’ clustering.
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When the Seed Network B is under the BA rule, the distribution of nodes in the initial stage is relatively uniform. following the

increase of the network size, the probability of the occurrence of centralized nodes gradually increases. This is due to the growth

mechanism under the BA rule, that is, newly added nodes are more likely to connect to nodes with higher degrees of existing

nodes, resulting in a small number of nodes in the network with more connections, forming a centralized node. With the

increase of network scale, node connections gradually show a trend of uneven distribution, and dominant node categories

appear. This phenomenon is caused by the BA growth rule, in which new nodes are more inclined to connect to nodes with

higher degrees of existing nodes, thus exacerbating the centrality of a few nodes in the network. The change of the number of

nodes into different classes also shows this special topological structure change in Seed Network B’s growth, as shown in Table 4.

According to the information from the table above, when Seed Network B grows to 200 nodes, class 1 has 100 nodes, and class 2

also has 100 nodes, which means the two classes have the same size. The initial seed network has 100 nodes, which means the

newly added nodes may all be clustered into the same class. Actually, when Seed Network B’s size reaches node numbers 500

and 1000, class 1 still has 100 nodes, and the size of class 2 is increased. When the number of classes increases from 2 to 3 and 4,

class 2 always has the same size as in the Two-cluster. It looks like there is a community in the network with 100 nodes, and the

newly added nodes are not included in this community, i.e., there is a core in the network, and the core is the initial Seed

Network B. This assumption is verified in Fig. 13.

Table 4. Two-cluster, Three-cluster, and Four-cluster Results of Seed Network B under BA Rule.

100 (50%) 100 (50%) 58 (29%) 100 (50%) 42 (21%) 58 (29%) 100 (50%) 35 (17.5%) 7 (3.5%)

100 (20%) 400 (80%) 53 (10.6%) 400 (80%) 47 (9.4%) 53 (10.6%) 400 (80%) 37 (7.4%) 10 (2%)

102 (10.2%) 898 (89.8%) 41 (4.1%) 896 (89.6%) 63 (6.3%) 41 (4.1%) 896 (89.6%) 46 (4.6%) 17 (1.7%)

This special structure arises from the characteristics of the initial seed network and the BA model. Under the BA model, new

nodes are more likely to connect with high-degree nodes. However, due to the uniform degree distribution of the nodes in the

initial seed network, the probability of new nodes connecting with nodes in the initial seed network is equal. This results in new

nodes primarily serving as peripheral nodes, gradually forming new categories. Meanwhile, the nodes in the initial seed network

continue to form new connections. This not only alters the structure of the core nodes but also complicates the relationships

between them. As the network develops, new links among the core nodes continue to increase, further enhancing the

importance of these core nodes.

Therefore, as the number of clusters increases, the new categories are often subsets of the core community. This transition from

the division between core and peripheral to the refinement within the core reveals the evolutionary process of network structure

under different scales of clustering. Nodes in the core community play a crucial role in the network; they are centrally located,

possess high closeness and betweenness centrality, and have strong connections with other nodes, leading to efficient

information dissemination. The core community not only facilitates rapid information propagation but also effectively connects

different groups of nodes, promoting the flow and exchange of information within the network, making it a key hub. The high

centrality of core nodes further intensifies the trend of network centralization and the phenomenon of “the rich get richer”. This

finding provides important insights for understanding the structure of complex networks.

When the Seed Network B is under the ER rule, the growth of random seed networks growing under the ER rule is different

from that under the BA rule. Under the BA rule, as the size of the network increases, there will usually be one category of nodes

that will always dominate. However, under the ER rule, we observe that with the gradual increase of cluster categories, there is

no case that nodes of a certain class always dominate. Instead, we find that the proportion of node categories is relatively

uniform and that the differences between different categories are not significant. Even in the case of large differences in the

number of nodes in some categories, with the increase of cluster categories, this part of nodes will be divided into new

categories, and the gap will gradually become smaller. This shows that the random network formed under the ER rule has a

uniform distribution structure.

Through clustering networks with different structural features, the structural characteristics of the networks can be reflected. We

specifically analyzed the clustering situations of seed networks with core–periphery structures grown under the BA rule and

random seed networks grown under the ER rule. We examined networks with different numbers of nodes and the number of

nodes in each category under binary clustering, ternary clustering, and quaternary clustering, which is shown in Table 5.

Node number Two-cluster Three-cluster Four-cluster

Class 1 Class 2 Class 1 Class 2 Class 3 Class 1 Class 2 Class 3 Class 4
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The first Two-cluster works on the network with 200 nodes. Class 1 has nearly 100 nodes, and class 2 also has nearly 100 nodes.

There is no clear difference between the two classes. This phenomenon continues to network with 500 nodes in it. The two

classes are still the same size. However, when the network’s size reaches 1000 nodes, class 1 is bigger than class 2. The difference

in the topological structure of those nodes emerges. This finding is also verified in Fig. 14.

Table 5. Two-cluster, Three-cluster, and Four-cluster Results of Seed Network B under ER Rule.

106 (53%) 94 (47%) 106 (53%) 74 (37%) 20 (10%) 74 (37%) 74 (37%) 20 (10%) 32 (16%)

219 (43.8%) 281 (56.2%) 219 (43.8%) 213 (42.6%) 68 (13.6%) 160 (32%) 213 (42.6%) 68 (13.6%) 59 (11.8%)

626 (62.6%) 374 (37.4%) 626 (62.6%) 296 (29.6%) 78 (7.8%) 233 (23.3%) 296 (29.6%) 78 (7.8%) 393 (39.3%)

Seed Network B is an ER network that is under ER rule in its process of growth; the whole process is equivalent to the classical ER

model. Each node in the network generated by that model has the same local structure, so this clustering of nodes based on the

structural similarity of the local network of each node will be homogeneity.

We have clustered the nodes in the networks with node number 2000, 3000, 5000 and 8000. We can find that from left to right,

in the network with 2000, 3000, 5000 and 8000 nodes, nodes in the same cluster still located in the same position will the

cluster are located before. This means the increasing of networks size have not show a distinguish difference on their node

cluster. The results are shown as follows: (see Fig. 15, Fig. 16, Fig. 17, Fig. 18).

5. Conclusions

In this paper, we propose a network clustering method based on structural similarity, utilizing the local structure of the network

and relative entropy to measure the similarity between nodes. We consider the structural characteristics of each node as a

special of information, and we use relative entropy to measure the differences between these pieces of information, thereby

effectively evaluating the similarity between nodes. Compared to traditional methods based on local structure, our method not

only incorporates more information but is also easier to use than methods based on global structure. Our clustering method is

inspired by the K-means++ algorithm, and we have improved the update rules for cluster centers, the distance calculation

between sample points and cluster centroids, and the initialization process, thus better capturing the intrinsic structure and

patterns of the dataset.

We applied this clustering method to two seed networks with different initial configurations: core–periphery structure and

uniformly distributed structure networks. The core–periphery seed network features a structure with identifiable central and

peripheral nodes, while the uniformly distributed structure approximates real-world random networks. These seed networks

grow under the BA and ER rules. The BA rule implies that newly introduced nodes are more likely to connect to the core nodes in

the network, i.e., those nodes that already have high degrees, rather than to low-degree peripheral nodes. The ER rule indicates

that the probability of new nodes connecting to existing nodes is equal, regardless of the existing nodes’ degrees. By growing

under these two rules, we generated four networks with different structures exhibiting significant differences in topology and

node distribution. We performed clustering analysis on these networks, and the results show that our clustering method

effectively reflects the structural characteristics of the networks.

We found that the clustering results under different network structures effectively reflect the structural characteristics of the

networks. Specifically, through clustering analysis of core–periphery structured networks grown under the BA rule and random

networks grown under the ER rule, we divided these two structural networks into different categories and recorded the number

of nodes in each category. Statistical analysis shows significant differences in the distribution characteristics of different types of

nodes in networks of different sizes. In the core–periphery network, when clustered into two categories, one category dominates

while the other category has fewer nodes. This phenomenon becomes more pronounced as the network size and clustering

categories increase. Further analysis reveals that the category with fewer nodes corresponds to core nodes, while the category

with more nodes corresponds to peripheral nodes. This indicates the “rich get richer” phenomenon, where core nodes become

more concentrated and important as the network size increases. Important nodes are in the minority, but they have high

connectivity, and as the network expands, their influence further strengthens. In contrast, the proportion of node categories in

random networks remains relatively uniform, and this feature remains unchanged as the network size increases. Furthermore,

the clustering changes effectively reflect the growth patterns of the network. By comparing random networks under the BA rule

and core–periphery networks under the ER rule, we found that different growth rules have a significant impact on the network
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structure. Under the BA rule, as the network size increases, the probability of central nodes appearing in a uniformly distributed

network gradually increases. In contrast, in core–periphery structured networks grown under the ER rule, the network structure

tends to be more uniform, with no obvious central nodes. This suggests that the structural characteristics of the network are

mainly determined by its growth rules rather than the initial structure. All the results show us that the clustering of nodes in the

networks based on the topological structure similarity is a reliable method that can be used to check the rules that guide the

network’s growth, as well as the structure properties.
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