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3 A unified model for the
clustering of quasars and
galaxies at z ≈ 6

Abstract

Recent observations from the EIGER JWST program have measured for
the first time the quasar-galaxy cross-correlation function at z ≈ 6. The
auto-correlation function of faint z ≈ 6 quasars was also recently estimated.
These measurements provide key insights into the properties of quasars and
galaxies at high redshift and their relation with the host dark matter halos.
In this work, we interpret these data building upon an empirical quasar
population model that has been applied successfully to quasar clustering and
demographic measurements at z ≈ 2−4. We make use of a new, large-volume
N-body simulation with more than a trillion particles, FLAMINGO-10k,
to model quasars and galaxies simultaneously. We successfully reproduce
observations of z ≈ 6 quasars and galaxies (i.e., their clustering properties
and luminosity functions), and infer key quantities such as their luminosity-
halo mass relation, the mass function of their host halos, and their duty
cycle/occupation fraction. Our key findings are: (i) quasars reside on
average in ≈ 1012.5 M⊙ halos (corresponding to ≈ 5σ fluctuations in the
initial conditions of the linear density field), but the distribution of host
halo masses is quite broad; (ii) the duty cycle of (UV-bright) quasar activity
is relatively low (≈ 1%); (iii) galaxies (that are bright in [O III]) live in
much smaller halos (≈ 1010.9 M⊙) and have a larger duty cycle (occupation
fraction) of ≈ 13%. Finally, we focus on the inferred properties of quasars
and present a homogeneous analysis of their evolution with redshift. The
picture that emerges reveals a strong evolution of the host halo mass and
duty cycle of quasars at z ≈ 2− 6, and calls for new investigations of the
role of quasar activity across cosmic time.

Published in: EP, Joseph F Hennawi, Joop Schaye, Matthieu Schaller, Anna-
Christina Eilers, et al. (15 authors), A unified model for the clustering of quasars
and galaxies at z ≈ 6, Monthly Notices of the Royal Astronomical Society, Volume
534, Issue 4, November 2024, Pages 3155–3175, doi.org/10.1093/mnras/stae2307
Reprinted here in its entirety.
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92 3.1. INTRODUCTION

3.1 Introduction

Supermassive black holes (SMBHs) are thought to be ubiquitous in the Uni-
verse, residing at the center of almost every massive galaxy (e.g., Magorrian
et al. 1998; Ferrarese & Merritt 2000; Kormendy & Ho 2013). The basic
elements of our formation story for these enigmatic objects have hardly
changed since their existence was hypothesized, triggered by the discovery
of the first quasar (Schmidt 1963). Luminous quasars are powered by accre-
tion onto a SMBH (Salpeter 1964; Zel’dovich & Novikov 1967; Lynden-Bell
1969) and the rest mass energy of this material is divided between the small
fraction (≈ 10%) of radiation that we observe, and the growth of the black
hole. This implies that the growth of black holes is directly related to the
accretion of material powering bright quasars.

But this half-century-old picture is challenged by the existence of luminous
high-z quasars powered by ≳ 109 M⊙ SMBHs at z ≳ 6, well into the epoch
of reionization (EoR; Mazzucchelli et al. 2017b; Farina et al. 2022; Fan et al.
2023). Even more puzzling, quasars with similar masses have been discovered
at z ≈ 7.5, merely 700 Myr after the Big Bang (Bañados et al. 2018; Yang
et al. 2020, 2021; Wang et al. 2021). The advent of the James Webb Space
Telescope (JWST) has made these findings even more compelling, with the
record-breaking discoveries of moderately massive SMBHs (≈ 106 − 108 M⊙)
at even higher redshift (z ≈ 8− 11; e.g., Übler et al. 2023; Maiolino et al.
2024; Kokorev et al. 2023; Larson et al. 2023; Bogdán et al. 2024). How
these SMBHs have formed at such early times challenges our understanding
of black hole formation and growth. There does not appear to be enough
cosmic time to grow them from the 100M⊙ seed black holes expected for
Pop III stellar remnants (Heger et al. 2003), even if they accrete at the
maximal Eddington rate. This has led to an industry of speculation that
SMBHs formed from far more massive seeds forming via direct collapse (e.g.,
Bromm & Loeb 2003) or coalescence of a dense Pop III star cluster (e.g.,
Omukai et al. 2008).

Addressing this challenge requires integrating SMBH growth into our
current picture of galaxy formation and evolution. The tight local scaling
relation between SMBHs and galaxy bulges (Magorrian et al. 1998), as well
as the need to tap into SMBH accretion as a source of energetic feedback
that regulates star formation in massive galaxies (e.g., Benson et al. 2003;
Springel et al. 2005; Bower et al. 2006), has led to the modern picture that
SMBHs and their host galaxies co-evolve (Bower et al. 2017). In this context,
an assortment of cosmological simulation models can produce the massive
SMBHs (e.g., Feng et al. 2016; Khandai et al. 2015) that are powering
bright high-z quasars starting with massive ≳ 104 M⊙ seed black holes.
These models generically predict that such quasars are hosted by massive
(M⋆ ≳ 1011 M⊙) and highly star-forming (SFR ≳ 100 M⊙ yr−1) galaxies,
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and reside in the rarest M ≳ 1012.5 M⊙ halos situated in the most overdense
regions of the Universe (Di Matteo et al. 2012; Costa et al. 2014; Feng et al.
2016; Khandai et al. 2015; Barai et al. 2018; Valentini et al. 2021). While
these numerical studies establish the plausibility of the existence of high-z
quasars, rigorous tests of this theoretical picture have been lacking (Fan
et al. 2023; Habouzit et al. 2019).

The key to understanding high-z quasars and SMBH formation in a
cosmological context is determining how they are embedded in the evolving
cosmic web of dark matter (DM) halos that forms the backbone of all
structures in the Universe according to the hierarchical structure formation
paradigm. ΛCDM dictates that the clustering of a population of objects,
or equivalently the size of the cosmic over-densities that they reside in, is
directly related to their host halo masses (e.g. Kaiser 1984; Bardeen et al.
1986; Mo & White 1996). Measuring the masses of the halos that host bright
quasars gives precious information not only on the large-scale environment
that quasars inhabit, but also – by comparing the observed abundance of
quasars with that of the hosting halos – on the fraction of SMBHs that are
active as bright quasars at any given time (i.e., the quasar duty cycle). In
turn, this fraction can be related to the total time SMBHs shine as quasars
(or quasar lifetime, tQ; see e.g., Martini & Weinberg 2001; Haiman & Hui
2001; Martini 2004), which is an essential quantity for determining the
growth of SMBHs and sets an upper limit to the characteristic timescale of
quasar events. For these reasons, a measurement of the clustering of quasars
at high redshift is key to unraveling their formation history (e.g., Cole &
Kaiser 1989; Efstathiou & Rees 1988).

Quasar clustering studies at lower redshifts are already a fundamental
ingredient on which we built our understanding of SMBHs, their accretion
mechanisms, and the co-evolution with their host galaxies. Large-sky surveys,
such as the Sloan Digital Sky Survey (SDSS, York et al. 2000) and the 2dF
QSO redshift survey (2QZ, Croom et al. 2004), have delivered measurements
of the auto-correlation function of quasars up to z ≈ 4 (Porciani et al. 2004;
Croom et al. 2005; Porciani & Norberg 2006; Shen et al. 2007; Ross et al.
2009; Eftekharzadeh et al. 2015). These measurements reveal that in the last
ten billion years (z ≲ 2), quasars have been tracing halos in a way that is
similar to optically selected galaxies, with a linear bias factor close to unity
(Croom et al. 2005; Ross et al. 2009). This implies that quasars are hosted, on
average, by common, ≈ 1012 M⊙ halos which, incidentally, are also the ones
with the highest star formation efficiency (e.g., Eke et al. 2004; Fanidakis
et al. 2010; Fanidakis et al. 2013). At z ≈ 2− 4, however, the clustering of
quasars shows a dramatic change from an auto-correlation length, r0,QQ, of
≈ 8 cMpch−1 at z ≈ 2 − 3 (White et al. 2012; Eftekharzadeh et al. 2015)
up to ≈ 24 cMpch−1 at z ≈ 4 (Shen et al. 2007). This rapid evolution in
quasar clustering implies that quasars live in more massive halos as redshift
increases, with a duty cycle that becomes larger as the number of host halos
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drops rapidly according to the exponential decline of the halo mass function
(Press & Schechter 1974). At z ≈ 4, the situation seems to be particularly
extreme, with host masses of ≳ 1013 M⊙ and a quasar lifetime approaching
the Hubble time (tQ ≈ 108 − 109 yr) (Shen et al. 2007; Pizzati et al. 2024a).
As highlighted by several studies (White et al. 2008; Wyithe & Loeb 2009;
Shankar et al. 2010b), these values imply a steep and tight relation between
the luminosity of quasars and the mass of the host halos, with SMBHs being
either over-massive compared to their host halos/galaxies or having a large
Eddington ratio (Pizzati et al. 2024a). While these trends need to be backed
up by the higher signal-to-noise measurements that will be allowed by future
optical large-sky surveys, they paint a very interesting picture and call for
studies of quasar clustering at even higher redshifts.

Measurements of the quasar auto-correlation function at z ≳ 5, however,
are extremely challenging due to the rapid decline of the quasar abundance
at high redshift (e.g., Schindler et al. 2023). One alternative pathway to
determine the clustering of quasars is to cross-correlate them with some other
tracer, e.g., coeval galaxies. The idea behind these measurements is that, if we
assume that both quasars and galaxies trace the same underlying dark matter
density distribution, but with different bias factors, the cross-correlation
function between these two classes of objects is entirely determined by their
respective auto-correlation functions. Given that the clustering of high-z
galaxies can be determined more easily due to their larger abundance, one
can then measure the cross-correlation between quasars and galaxies (or,
equivalently, study the over-densities of galaxies around quasars) to infer
how strongly quasars are clustered in the high-z Universe.

Studies of the quasar-galaxy cross-correlation function are numerous at
z ≈ 0 − 5, with results that overall confirm an increase in the clustering
strength with redshift (e.g., Adelberger & Steidel 2005; Shen et al. 2013;
Ikeda et al. 2015; García-Vergara et al. 2017; He et al. 2018; García-Vergara
et al. 2019). Nonetheless, two decades of ground- and space-based searches
for galaxy over-densities around z ≳ 6 quasars have yielded mixed results,
and contradictory claims have been made about the density (and clustering
strength) of the primordial environments where these quasars live (e.g.
Stiavelli et al. 2005; Willott et al. 2005; Zheng et al. 2006; Kim et al. 2009;
Morselli et al. 2014; Simpson et al. 2014; Mazzucchelli et al. 2017a; Mignoli
et al. 2020). In summary, even though the first studies on quasar clustering
date back to more than two decades ago, extending these studies into the
first billion years of cosmic history – where the link between quasar clustering
and SMBH growth is even more relevant – has been extremely challenging.

Recently, however, ground-breaking progress has been made following
both of the two independent pathways mentioned above. Exploiting the high
sensitivity of the Subaru High-z Exploration of Low-Luminosity Quasars
(SHELLQs) survey, Arita et al. (2023) have compiled a sample of ≈ 100 faint
quasars at z ≈ 6 and measured for the first time the large-scale quasar auto-
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correlation function at those redshifts. Despite the large uncertainties due
to the limited size of their sample, the authors measured an auto-correlation
length of r0,QQ = 24± 11 cMpch−1, in line with the trend observed at z ≈ 4.

The launch of JWST, on the other hand, has opened up the possibility
of obtaining large statistical samples of spectroscopically confirmed high-
redshift galaxies, thus promising to revolutionize the search for over-densities
around z ≈ 6 quasars. Indeed, several independent studies (Kashino et al.
2023; Wang et al. 2023) have already used NIRCam Wide Field Slitless
Spectroscopic (WFSS) observations of z ≈ 6 quasar fields to show that
these quasars reside in cMpc-scale over-densities traced by [O III] -emitting
galaxies ([O III] emitters). Leveraging these unprecedented capabilities of
JWST in studying the clustering and large-scale environment of high-redshift
quasars, Eilers et al. (2024, hereafter E24) used observations from the EIGER
survey (Kashino et al. 2023; Matthee et al. 2023) to compile a catalog of
[O III] emitters in the environments of four bright z ≈ 6 quasars, and
measured for the first time the quasar-galaxy cross-correlation function at
the same redshift. By also measuring the galaxy auto-correlation function,
the authors concluded that high-z quasars live on average in ≈ 1012.3 M⊙
halos, although with a substantial quasar-to-quasar variance in terms of
environments. This finding implies that z ≈ 6 quasars typically reside in
moderately strong over-densities but not necessarily in the rarest and most
massive environments that are present in the early Universe.

These measurements of the z ≈ 6 quasar auto-/cross-correlation functions
offer a unique opportunity to study SMBHs and their properties at high-
z. In Pizzati et al. (2024a) (Chapter 2; hereafter, P24), we showed that
quasar clustering measurements can be combined with quasar demographic
properties (expressed by the quasar luminosity function, QLF) to infer
fundamental quantities such as the quasar luminosity-halo mass relation,
the mass function of halos that host active quasars (the quasar-host mass
function, QHMF), the quasar duty cycle and the quasar lifetime. P24
makes use of a novel method that combines the outputs of dark-matter-
only (DMO) cosmological simulations (specifically, the halo mass function
and the cross-correlation function of halos with different masses) with an
empirical quasar population model founded on a conditional luminosity
function (CLF) framework (e.g., Yang et al. 2003). The authors applied this
model to measurements of the quasar auto-correlation and quasar luminosity
functions at z ≈ 2− 4, tracing the rapid change in SMBHs properties taking
place at those redshifts.

In this work, we aim to extend the P24 model to interpret the new
measurements of the quasar-galaxy cross-correlation function and the auto-
correlation functions of quasars and galaxies at z ≈ 6. These clustering
measurements encompass a wide range of scales (10−1 ≲ r/cMpc ≲ 103)
and quasar luminosities (1045.5 ≲ L/erg s−1 ≲ 1048). Even more relevantly,
modeling z ≈ 6 galaxies and quasars simultaneously to compute their cross-
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correlation statistics means that we must describe objects whose abundances
span more than seven orders of magnitude (Schindler et al. 2023; Matthee
et al. 2023). To overcome these obstacles, we extended the FLAMINGO
suite (Schaye et al. 2023; Kugel et al. 2023) with a new 2.8 cGpc dark-
matter-only simulation evolving more than a trillion particles and reaching
the same resolution as the previous FLAMINGO DMO high-resolution runs
(Schaye et al. 2023) but in a much larger volume. By employing this new,
state-of-the-art, N-body simulation, named FLAMINGO-10k, we have the
capability of modeling the clustering and demographic properties of quasars
and galaxies simultaneously, providing a simple but powerful framework
to interpret the large-scale environments of quasars and the properties of
SMBHs in the first billion years of cosmic history.

The paper is structured as follows. In Sec. 3.2, we summarize the main
features of the P24 model and describe the improvements performed in this
work. Sec. 3.2.1 lays down the general theoretical framework while the new
FLAMINGO-10k simulation is described in Sec. 3.2.2. Sec. 3.3 describes
the comparison of our model with observational data, and Sec. 3.4 presents
the main results of our analysis. These results are discussed and interpreted
in the framework of current SMBH formation and evolution theories in Sec.
3.5. Conclusions are provided in Sec. 3.6.

3.2 Methods

The P24 model takes two fundamental ingredients from cosmological sim-
ulations, i.e. the halo mass function and the cross-correlation functions
of halos with different masses, and combines these with a quasar condi-
tional luminosity function (which stochastically assigns quasars to halos) to
reproduce observations of the quasar luminosity function and the quasar
auto-correlation function, together with other relevant quantities such as
the mass function of quasar-hosting halos and the quasar duty cycle (see
Fig. 2.1 for an overview).

Here, we plan to adapt this framework to include the presence of galaxies
in the model, with the aim of reproducing their clustering and demographic
properties in conjunction with the ones of quasars. We introduce the quasar-
galaxy population modeling in Sec. 3.2.1 and Appendix 3.A, and present the
FLAMINGO-10k simulation on which the model is founded in Sec. 3.2.2.

3.2.1 Quasar and galaxy population models

The primary goal of our model is to reproduce observations of the luminosity
function and the clustering for both galaxies and quasars. In Appendix
3.A, we outline a general framework that allows us to use a conditional
luminosity function (CLF) to stochastically connect dark matter halos to
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any population of objects that are tracers of the underlying halo distribution
and emit radiation with some luminosity, L. As discussed in the Appendix,
both quasars and galaxies are suitable tracers to which this framework can
be applied. We do so simultaneously: we define a conditional luminosity
function for quasars, CLFQSO(L|M), and one for galaxies, CLFGal(L|M) –
with L being the luminosity of quasars/galaxies and M the mass of the host
halos.

It is important to note that our definition of quasars and galaxies is
entirely empirical, and it is solely based on our objective to reproduce a
specific set of observations concerning these sources (see Introduction and
Sec. 3.3.1). For this reason, our quasar population model is intended to
describe only UV-bright, type-I quasars (e.g., Padovani et al. 2017). As for
galaxies, our objective is to match JWST observations of [O III] emitters
(E24), and thus – when not explicitly stated otherwise – we will use the words
“galaxies” to describe only the ones that are bright in [O III] . Nonetheless,
we stress the fact that the framework presented here is general and can be
extended to different sub-populations of quasars/galaxies.

Another important note concerns the luminosity, L, of quasars and
galaxies, which can also be set to any arbitrary choice (e.g., the bolometric
luminosity or the luminosity of a specific line/band). As also done in P24,
we choose to work with bolometric luminosities when modeling quasars.
Therefore, the quasar conditional luminosity function, CLFQSO(L|M), will
link the mass of host halos to the bolometric luminosities of quasars (i.e.,
L ≡ Lbol). For galaxies, we use the luminosity of the [O III]5008 line, LOIII

instead, as this is the quantity that determines the detectability of the
galaxies in the (slitless) JWST surveys. Therefore, CLFGal(L|M) relates
halos to [O III] luminosities (i.e., L ≡ LOIII). In the following, we will always
use the symbol L, but add the caveat that the specific value of this symbol
is different depending on whether we refer to quasars or galaxies.

We assume the same functional form for the two conditional luminosity
functions, CLFQSO and CLFGal. Following P24, we write1

CLFi(L|M) dL =
f
(i)
on√

2πσ(i)
e
− (log10 L−log10 L

(i)
c (M))

2

2σ(i)2 d log10 L, (3.1)

where i stands either for “QSO” or “Gal”. The characteristic luminosity, L(i)
c ,

has a power-law dependence on halo mass:

L(i)
c (M) = L

(i)
ref

(
M

Mref

)γ(i)

. (3.2)

1As also discussed in P24, the factor fon accounts for the fact that not all quasars/galaxies
may be luminous at any given time. In other words, we are implicitly assuming that a
fraction of sources are inactive or simply too dim to be revealed by any observations and
therefore we do not include their contribution in the CLF.
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with Mref being a reference mass that is associated with the reference
luminosity Lref ; we fix it to log10 Mref/M⊙ = 12.5. The free parameters of
the model, which we will infer directly from observations in Sec. 3.3.1-3.4,
are σ(QSO,Gal), L(QSO,Gal)

ref , γ(QSO,Gal), and f
(QSO,Gal)
on . Note that, as in P24,

we assume that these parameters do not depend on other variables such as
halo mass or quasar luminosity.

Using the general framework outlined in Appendix 3.A (see also P24), we
can combine each conditional luminosity function, CLFQSO and CLFGal, with
the halo mass function, nHMF, to obtain fundamental quantities describing
quasars and galaxies, such as their luminosity functions (nQLF and nGLF),
host mass functions (nQHMF and nGHMF), and duty cycles (εQDC and εGDC).

The quasar luminosity function (QLF) and the galaxy luminosity function
(GLF) are observable quantities, and hence the predictions from our model
for these functions can be directly compared with data. As for the quasar-
host mass function (QHMF) and the galaxy-host mass function (GHMF),
they determine the clustering properties of quasars and galaxies, respectively.

In particular, we follow here the approach described in P24 (see their
Section 1 and Appendix A) to write the clustering properties of a population
of objects given its host halo mass distribution. This approach assumes that
the cross-correlation functions of dark matter halos with different masses are
known. We describe in Sec. 3.2.2 and Appendix 3.B how to extract these
cross-correlation terms from a cosmological simulation. Here, we assume
that, after creating bins in halo mass, we can write the cross-correlation
between two mass bins as ξh(Mj ,Mk; r), with Mj,k being the bin centers.

The point made in P24 is that all the correlation functions concerning
quasars and galaxies are simply weighted averages of these cross-correlation
terms, with the weights (Qj , Gj) determined by the specific host mass
distribution we are considering (nQHMF for quasars and nGHMF for galaxies).
In particular, we can define the weights Qj to be:

Qj =
nQHMF(Mj |L > Lthr)∆M∫Mmax

0
nQHMF(M |L > Lthr) dM

, (3.3)

with ∆M being the width of the mass bins. The identical weighting for
galaxies, Gj , reads:

Gj =
nGHMF(Mj |L > Lthr)∆M∫Mmax

0
nGHMF(M |L > Lthr) dM

. (3.4)

With these definitions, we can write all correlation functions in the general
form (with A and B representing two different populations of halo tracers):

ξAB(r) =
∑
j,k

AjBkξh(Mj ,Mk; r). (3.5)
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This expression implies that the quasar auto-correlation function, ξQQ(r),
can simply be written as:

ξQQ(r) =
∑
j,k

QjQkξh(Mj ,Mk; r), (3.6)

with the weights set by eq. 3.3. In the same way, the galaxy auto-correlation
function, ξGG(r), reads:

ξGG(r) =
∑
j,k

GjGkξh(Mj ,Mk; r), (3.7)

Finally, the cross-correlation function between quasars and galaxies, ξQG(r),
is retained by weighting over the QHMF and the GHMF simultaneously:

ξQG(r) =
∑
j,k

QjGkξh(Mj ,Mk; r). (3.8)

As a final step, all of these correlation functions can be integrated along
the line of sight direction to average out the contribution of redshift space
distortions. In this way, we compute quantities that can be directly matched
with data, such as the projected correlation function, wp(rp), or the volume-
averaged correlation function, χV (rp). The former follows from a simple
integration along the line of sight direction, π, with a limit πmax that is
chosen according to observations:

wp(rp) = 2

∫ πmax

0

ξ(rp, π) dπ, (3.9)

while the latter implies that we choose a radial binning in the perpendicular
direction, rp, and a maximum distance in the parallel direction, πmax, and
perform a spatial average of the correlation function on every cylindrical bin.
If we define rp,min and rp,max as the lower and upper limits of the radial
bins, respectively, χV (rp) can be simply expressed as:

χV (rp) =
2

V

∫ rp,max

rp,min

∫ πmax

0

ξ(rp, π) 2πrp drp dπ. (3.10)

3.2.2 Simulation setup
As described in P24 (see Figure 2.1), we use dark-matter-only (DMO)
cosmological simulations to extract two fundamental quantities that are
at the core of our model: the halo mass function, nHMF, and the cross-
correlation functions of halos with masses Mj and Mk, ξh(Mj ,Mk; r).

P24 used multiple simulations with different box sizes and resolutions to
extend the range of masses that can be reliably modeled in their framework.
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The argument in support of this approach was that every different simula-
tion can describe the demographic and clustering properties of halos in a
different range of masses, and putting together these properties allows for an
exploration of a larger set of quasar-host mass distributions. This approach
was particularly suited for getting an estimate of the quasar auto-correlation
function, as this quantity primarily depends on the auto-correlation function
of the halos whose mass is the maximum of the QHMF. For this reason,
resolving very low and very high mass halos in the same simulation was
not necessary, and the terms of the cross-correlation functions ξh(Mi,Mj ; r)
with, e.g., Mi ≫ Mj were just extrapolated by appropriate analytic functions
(see P24 for more details).

The problem we are facing here, however, is intrinsically different, as we
need to model the cross-correlation function between quasars – which are
very rare and are expected to live in massive halos – and galaxies – which are
much more abundant and hence are hosted by much more common systems.
This implies that the cross-correlation functions between very massive and
less massive halos are at the core of our model, and hence they need to be
faithfully represented in our numerical setup. For this reason, we use here a
single simulation with a larger number of particles, intending to represent in
the same box halos whose range of masses is broad enough to account for the
presence of quasars and galaxies simultaneously. In the following, we give
more details about the properties of this simulation, and we then proceed
to describe how we extract from the simulated box the halo properties that
our population models require.

3.2.2.1 Extending the suite of FLAMINGO runs: FLAMINGO-
10k

FLAMINGO (Schaye et al. 2023; Kugel et al. 2023) is a suite of state-of-
the-art, large-scale structure cosmological simulations combining hydrody-
namical and dark-matter-only (DMO) runs in large volumes (≥ 1 Gpc).
The simulations were performed using the coupled Particle-Mesh & Fast-
Multipole-Method code swift (Schaller et al. 2024). The fiducial runs
adopt the “3x2pt + all” cosmology from Abbott et al. (2022) (Ωm = 0.306,
Ωb = 0.0486, σ8 = 0.807, H0 = 68.1 km s−1 Mpc−1, ns = 0.967), with a
summed neutrino mass of 0.06 eV. Initial conditions (ICs) are set using
multi-fluid third-order Lagrangian perturbation theory (3LPT) implemented
in MonofonIC (Hahn et al. 2020; Michaux et al. 2021). Partially fixed ICs
are used to limit the impact of cosmic variance (Angulo & Pontzen 2016) by
setting the amplitudes of modes with wavelengths larger than 1/32 of the
simulation volume side-length to the mean. The most demanding simulation
in the suite (the L2p8_m9 run of Schaye et al. 2023) encompassed a volume
of side-length 2.8 cGpc with particles of mass 6.72× 109 M⊙.
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Whilst the volume of this flagship run is sufficient for the present study,
the resolution is not high enough to reliably characterize the halo mass and
clustering of the [OIII] emitters we seek to study. We thus ran an addi-
tional simulation, FLAMINGO-10k, which we add to the FLAMINGO suite.
FLAMINGO-10k was run on 65 536 compute cores, using the same setup
(software, cosmology, ...) as the previous DMO FLAMINGO simulations,
but with 8x higher resolution than the L2p8_m9 run and a higher starting
redshift (z = 63). The box size of this new simulation is chosen according
to the flagship FLAMINGO run, L = 2.8 cGpc, while the resolution of the
simulation reaches the one of the 1 cGpc FLAMINGO DMO high-resolution
run (mCDM = 8.40 × 108 M⊙). The simulation makes use of 100803 cold
dark matter (CDM) particles and 56003 neutrino particles, resulting in a
total number of particles close to 1.2 × 1012. As detailed in Sec. 3.4, this
large number of particles will let us model halos whose masses span more
than two orders of magnitude at z ≈ 6 throughout the (2.8 cGpc)3 volume.
The particles and halo catalogs were stored at 145 redshifts between z = 30
and z = 0 with 31 outputs at z > 6, allowing for the precise tracing of the
growth of structures at early times.

3.2.2.2 Obtaining the sub-halo catalogue with HBT+

The first step that we take once we have the final simulated volume is to
build a halo catalogue containing the positions and masses of all (sub-)halos
in the simulation. In P24, we included only central halos in the catalogue
and discarded the contribution of satellite haloes completely. This was done
because our main focus was the auto-correlation function of quasars at large
scales (r ≳ 5 cMpc). Here, instead, we aim to reproduce correlation functions
down to r ≈ 0.1 cMpc (i.e., well within the virial radii of massive halos),
and hence the contribution of all sub-haloes must be carefully considered.
We note that in our framework (Sec. 3.2.1) we do not make any explicit
distinctions between central sub-halos and satellites. For this reason, we
build a halo catalogue that includes all kinds of sub-halos, and we use the
general term “halo” to refer to any kind of sub-halos, irrespective of whether
they are central or satellite. In general, whenever we refer to quasar/galaxy
hosts in the context of our model (e.g., in the QHMF and GHMF), we always
implicitly assume that we are talking about sub-halos, and not about the
larger groups identified by a friends-of-friends algorithms.

We select a single snapshot from FLAMINGO-10k at z = 6.14, which
represents the closest match in terms of redshift to the observations we aim
to reproduce in this work (Sec. 3.3.1). We use this snapshot together with
all the other ones at higher-z to build a halo catalogue using the upgraded
Hierachical Bound-Tracing (HBT+) code (Han et al. 2012, 2018). HBT+
identifies sub-haloes as they form and tracks their evolution as they merge.
By consistently following sub-haloes across cosmic times HBT+ represents a
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robust solution to the problem of identifying small-scale bound structures
in DMO simulations. This is the ideal choice for the problem we are facing
here, as we aim to represent the spatial distribution of quasars and galaxies
down to very small spatial scales.

We use the bound mass definition for (sub-)halo masses. In other words,
we compute the mass of each (sub-)halo by summing up the mass of all its
bound particles. Since tidal stripping decreases the mass of satellite halos
by a significant amount, we use here the peak halo mass, Mpeak, which is
defined as the largest bound mass that a (sub-)halo has had across cosmic
history. In practice, HBT+ saves this mass for each snapshot, and so we
can simply use the peak bound masses that are given in the output by the
code for our population model (i.e., M ≡ Mpeak). We then complete the
catalogue by adding the position of each (sub-)halo, which we define by
looking at its centre of potential.

3.2.2.3 A simulation-based analytical description of halo proper-
ties

Once we have obtained a catalogue with the positions and masses of halos
in the simulation at a given redshift, we can easily compute the halo mass
function and the (cross-)correlation functions of halos with different masses.
However, as also done in P24, we aim to describe these quantities with
analytical functions, which we fit to the outputs of the simulation. This
approach allows us to obtain a very general description of halo properties,
independent of the specific mass bins employed. More importantly, in P24
we have shown that using these fitting functions we can smoothly extrapolate
the behavior of the cross-correlation functions even to the combinations of
mass bins for which there are very few halos available in the simulation,
and hence for which the correlation functions measured numerically are
extremely noisy and uncertain. This simple step improves the quality of our
parameter inference (Sec. 3.3) and lets us recover well-behaved posterior
distributions for a wide range of model parameters.

Fitting the halo mass function is straightforward. As in P24, we consider
the same functional form used by Tinker et al. (2008) (see also Jenkins et al.
2001; White 2001; Warren et al. 2006) for the fit, and consider all halos
above the minimum mass logMmin/M⊙ = 10.5, corresponding to halos with
more than ≈ 40 particles.

As for the cross-correlation function of halos with mass Mj and Mk,
ξh(Mj ,Mk; r), we first compute each correlation function numerically by
creating a grid in mass and distance made by 8 uniformly spaced bins
in log10 M , with a minimum halo mass of log10 Mmin/M⊙ = 10.5 and a
maximum of log10 Mmax/M⊙ = 12.5, and 18 (logarithmically-spaced) bins
in the radial direction with a minimum radial distance of log10 rmin/cMpc =
−1 and a maximum of log10 rmax/cMpc = 2.2. We then use the package
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corrfunc (Sinha & Garrison 2020) to compute the number of halo pairs in
the simulated catalogues for every combination of masses and distance. We
use a simple estimator to obtain the halo cross-correlation functions:

ξh(Mj ,Mk; r) = ξj,k(r) =
DjDk(r)

RjRk(r)
− 1, (3.11)

where DjDk stands for the number of pairs of halos in the mass bin j with
halos in the mass bin k, whereas RjRk refers to the number of pairs when
comparing to a random distribution of the same halos. For a periodic box
of volume V , RjRk can be simply expressed analytically as:

RjRk =
4π

3V

(
r3max − r3min

)
NjNk, (3.12)

with Nj and Nk being the number of halos in the mass bins j and k,
respectively, and rmin,max the limits of the radial bin considered.

We fit ξh(Mj ,Mk; r) with the same setup as described in P24. In short,
we divide all the cross-correlation terms, ξh(Mj ,Mk; r), by a reference
correlation function, ξref(r), which we set equal to the auto-correlation
function of the first mass bin. Then, we fit the resulting functions with a
3-d polynomial to capture the residual dependencies on the two masses and
the distance. The fit is performed by converting masses to peak heights,
ν(M) = δc/σ(M, z) – with δc ≈ 1.69 and σ2(M, z) being the variance of the
smoothed linear density field (see also Sec. 3.5.1). We adopt this approach
in order to minimize any dependences of the cross-correlation functions on
cosmology and redshift. Errors on the cross-correlation terms are chosen by
assuming Poissonian uncertainties on the halo pair counts. Finally, we note
that, before fitting, we weigh every uniform mass bin with the halo mass
function, so that the effective mass Mk corresponding to the bin k is not the
bin center, but the median value of the halo mass function in that specific
bin.

After performing the fit, we introduce here a further step that aims
to achieve a better description of the cross-correlation functions at large
scales, r ≳ 20 − 40 cMpc. As noted in P24, the values of the correlation
functions extracted from simulations tend to be unreliable at large scales
for two reasons. First, the finite size of the box reduces the number of
very large-scale pairs that are available. Secondly, at r ≳ 100 cMpc the
behavior of correlation functions becomes non-trivial due to the presence
of the baryon acoustic oscillations (BAO) peak, which is hard to capture
with the coarse binning employed here. At large scales, however, density
perturbations are linear and they can faithfully be described by the linear
halo bias framework (Bardeen et al. 1986; Cole & Kaiser 1989; Jing 1998;
Cooray & Sheth 2002). For this reason, we follow Nishimichi et al. (2021)
and smoothly interpolate between our fit to simulations at small-to-medium



104 3.3. DATA-MODEL COMPARISON

scales and the predictions from linear theory at large scales. In practice,
we introduce a damping function D(r), and write the correlation functions
ξh(Mj ,Mk; r) as:

ξh(Mj ,Mk; r) = D(r)ξh,fit(Mj ,Mk; r) + (1−D(r))ξh,lin(Mj ,Mk; r), (3.13)

where ξh,fit(Mj ,Mk; r) is the fit performed to simulations described above,
while ξh,lin(Mj ,Mk; r) is the prediction coming from the linear halo bias
framework (based on linear theory, see, e.g., Murray et al. 2021):

ξh,lin(Mj ,Mk; r) = b(Mj)b(Mk)ξmm(r). (3.14)

We use the package colossus (Diemer 2018) to compute the matter auto-
correlation function, ξmm(r), and the linear bias factors, b(Mj,k), based on
the Tinker et al. (2010) relation. As for the damping function, we choose
the following functional form:

D(r) = e
−
(

r
rlin

)α

, (3.15)

with the parameters set to α = 5 and rlin = 20 cMpc.
In summary, we adopt here an extension of the P24 fitting framework

that uses DMO simulations to provide an analytical description of the
demographic and clustering properties of halos, expressed by the halo mass
function and the halo cross-correlation functions. Thanks to the use of fitting
functions, we can extrapolate the behavior of these quantities for a very large
range of masses (from logM/M⊙ ≈ 10.5 to logM/M⊙ ≈ 13− 13.5), and, by
smoothly interpolating between DMO simulations at small scales and linear
theory at large scales, our correlation functions can capture more than four
orders of magnitude in scale (from r ≈ 0.1 cMpc out to r ≈ 1 cGpc). As
shown in the following Section, these properties are essential to reproduce
the large diversity of data concerning galaxies and quasars that are the focus
of the present work.

In Appendix 3.B, we show the results for the fit of the cross-correlation
function terms and elaborate on the validity of this approach in the context
of our analysis. Further discussion on the general methodology employed
here can be found in P24.

3.3 Data-Model comparison

Adopting the methodology described in the previous Section, we can obtain
all the ingredients needed to compare our model with observational data. The
model depends on eight free parameters (see Sec. 3.2.1), that we constrain
by jointly fitting the luminosity and clustering measurements of both quasars
and galaxies. We provide a brief description of the data considered in the
analysis in Sec. 3.3.1, and proceed to the comparison with our model in Sec.
3.3.2.
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3.3.1 Overview of observational data

The data we consider in this work concern the luminosity functions and
auto-correlation functions of quasars and galaxies, and the cross-correlation
function between these two different populations. In Table 3.1, we summarize
all these data and point to their respective references. The z ≈ 6 quasar
luminosity function (QLF) is taken from Schindler et al. (2023), and it is
compiled including 125 quasars with −28 ≲ M1450 ≲ −25 from the the Pan-
STARRS1 (PS1) quasar survey (Bañados et al. 2016), as well as 48 fainter
(−25 ≲ M1450 ≲ −22) quasars from the SHELLQs survey (Kashikawa et al.
2015; Matsuoka et al. 2018). Note that, as detailed in Sec. 3.2.1 and in P24,
we convert absolute magnitudes to quasar bolometric luminosities using the
relation from Runnoe et al. (2012a)2. The galaxy luminosity function (GLF),
based on JWST observations of [O III] emitters, was compiled by Matthee
et al. (2023) in the context of the EIGER survey. The luminosities of galaxies
are already expressed in [O III] line fluxes, in accordance with our population
model (Sec. 3.2.1), and cover the range 42 ≲ log10 LOIII/erg s

−1 ≲ 43.5. We
discard the faintest bin in the GLF because, as discussed in Matthee et al.
(2023), its completeness is relatively low (≈ 40%), and hence the value of
the abundance of galaxies in that bin is particularly uncertain.

The quasar-galaxy cross-correlation function and the galaxy auto-correlation
function are also measured by the EIGER survey in E24. They both span
a spatial range 0.1 ≲ r/cMpc ≲ 6, sharing the same radial bins. Being
obtained with the same methodology and in the same analysis, these two
datasets are homogeneous, and it is natural to consider them jointly. The
quasar auto-correlation function (Arita et al. 2023), on the other hand, comes
from a very different dataset: it includes quasars with much fainter lumi-
nosities from the SHELLQs survey (Matsuoka et al. 2018), and it constrains
their clustering only at very large scales (r ≳ 40 cMpc; see Arita et al. 2023).
Further discussion on this can be found in Sec. 3.3.2 and in Appendix 3.C.

One of the key aspects to bear in mind when analysing data concerning
correlation functions is that our model is quite sensitive to the value of
the luminosity threshold, Lthr, considered when measuring quasar/galaxy
clustering (see eq. 3.19-3.20). While properly modeling the effects of
observational incompleteness in the context of our framework is beyond the
scope of this work, it is important to set these threshold values carefully to
ensure that we get unbiased results. Let us start with the E24 observations.
The EIGER survey targets only five very bright quasars and detects galaxies
in their fields. This implies that the quasar population whose clustering is
being probed by EIGER consists only of very bright (M1450 ≲ −27) sources.

2The bolometric correction for λ = 1450 Å is log10 Liso/erg s
−1 = 4.745 +

0.910 log10 λLλ/erg s
−1. Liso refers to the bolometric luminosity computed under the

assumption of isotropy, and it is related to the real bolometric luminosity L through the
relation L = 0.75Liso.
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For this reason, we set a value of the quasar luminosity threshold for modeling
the quasar-galaxy cross-correlation function of log10 Lthr,QSO/erg s

−1 = 47.1,
which is consistent with the luminosity of the faintest quasar probed by
EIGER. However, we mention the caveat that setting a luminosity threshold
would only be possible for a luminosity-limited sample. In reality, the
EIGER survey targets only a few selected quasar fields and is not constructed
to reproduce the actual luminosity distribution of bright quasars. While
this may introduce a minor bias in our results, we neglect this effect here
and consider the EIGER sample to be representative of the z ≈ 6 bright
(L > Lthr,QSO) quasar population.

As for galaxies, the minimum [O III] luminosity that EIGER measure-
ments consider is log10 L/erg s

−1 ≈ 42. However, the sample starts to be
significantly incomplete already at higher luminosities. This represents an
issue in our framework, as the luminosity-halo mass relations assumed in
eq. 3.2 imply that clustering is luminosity-dependent. Including a large
population of low-luminosity galaxies of which only a fraction was detected
in the observations because of low completeness would then bias our results,
since the luminosity distribution of the galaxies for which clustering was
measured would not be the same as the one resulting from our modeling
by simply setting the luminosity limit to be the lowest luminosity con-
sidered. We can alleviate this problem by setting an effective luminosity
threshold that accounts for the fact that the sample is largely incomplete at
lower luminosities. We choose the following effective threshold for galaxies:
log10 Lthr,Gal/erg s

−1 ≈ 42.4. This value corresponds to the luminosity at
which the average completeness of the EIGER sample drops below ≈ 75%
(Matthee et al. 2023). We employ an analogous argument to set the lumi-
nosity threshold for the quasar auto-correlation function measurements of
Arita et al. (2023). We find the magnitude at which the completeness of the
SHELLQs survey drops below 75%, and convert this magnitude to a quasar
bolometric luminosity obtaining log10 Lthr,QSO/erg s

−1 = 45.33.

3.3.2 Parameter inference
We employ a Bayesian framework and write down the posterior distribution
for the model parameters. As described in Sec. 3.2.1, the model has eight free
parameters, describing the conditional luminosity functions of quasars and
galaxies simultaneously. We choose the same parametrization for CLFQSO

and CLFGal. As a result, the same sets of parameters account for the
two functions: these are the normalization and slope of the quasar/galaxy
luminosity-halo mass relation (Lref and γ, respectively), the logarithmic
scatter around this relation (σ), and the fraction of quasars/galaxies that
3As detailed in Sec. 3.3.2 and Appendix 3.C, we find that the data for the quasar auto-
correlation function are not able to constrain our model parameters. For this reason, in
this specific case, the value for the luminosity threshold we choose here is irrelevant.
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Figure 3.1: Corner plots of the 8-d posterior distribution for the joint fit described in
Sec. 3.3.2. Contours in the 2-d histograms highlight the 1σ and 2σ regions, whereas
the dashed lines in the 1-d histograms represent the median values of the parameters
(with 1σ errors shown as shaded regions). The maximum-likelihood values are shown
with star symbols in each corner plot. The units of the reference luminosity parameters
log10 L

(QSO,Gal)
ref are erg s−1.

Table 3.2: Constraints (median values and 16th-84th percentiles) on the model parameters
based on the corner plots shown in Figure 3.1. The eight parameters are divided between
the ones describing the quasar CLF (“QSO”) and the ones for the galaxy CLF (“Gal”).

Quantity σ log10 Lref [erg s−1] γ fon [%]

QSO 0.55+0.37
−0.31 46.45+0.79

−1.35 3.17+0.32
−0.34 3.9+21

−3.2

Gal. 0.92+0.38
−0.46 45.86+1.60

−1.49 2.33+0.69
−0.54 25+31

−20
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Figure 3.2: Comparison of the predicted luminosity (top) and correlation (bottom)
functions with the observational data from Table 3.1. The galaxy luminosity function
(GLF) and auto-correlation function are shown in orange, while the quasar luminosity
function (QLF) and the quasar-galaxy cross-correlation function are shown in red. Median
values (solid lines) and 1σ uncertainty regions (shaded areas) are obtained by randomly
sampling the Markov chains for the posterior distribution 2000 times. The red and orange
vertical dot-dashed lines in the upper right panel are the luminosity threshold for quasar
and galaxies (Lthr), respectively, that are used for modeling clustering measurements
(see Sec. 3.3). The dashed line in the same panel represents the median value for the
GLF when assuming that the galaxy luminosity-halo mass relation flattens for large halo
masses (see Sec. 3.4 and Figure 3.3).
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are active at any given moment (fon). The final set of parameters, Θ, is
then: (σ(QSO), L

(QSO)
ref , γ(QSO), f

(QSO)
on , σ(Gal), L

(Gal)
ref , γ(Gal), f

(Gal)
on ).

As in P24, we set flat uninformative priors on σ(QSO,Gal) and γ(QSO,Gal),
and on the logarithm of L

(QSO,Gal)
ref and f

(QSO,Gal)
on . We choose to ex-

plore a wide parameter space, letting the parameters vary with the fol-
lowing bounds: σ(QSO,Gal) ∈ (0.1 dex, 2.0 dex); log10 L

(QSO,Gal)
ref /erg s−1 ∈

(43.0, 48.6); γ(QSO,Gal) ∈ (1, 4); log10 f
(QSO,Gal)
on ∈ (−3, 0). The lower limits

on σ(QSO,Gal) and the upper limits log10 f
(QSO,Gal)
on are chosen because of

physical constraints (i.e., the scatter in the L−M relation is unlikely to be
smaller than 0.1 dex and the active fraction is less than unity by definition).

We provide joint constraints on the parameters by fitting the data
described in Sec. 3.3.1 (i.e., the luminosity and correlation functions for
quasars and galaxies) simultaneously. In other words, we write the joint
likelihood distribution as the product of the single Gaussian likelihoods for
each dataset (we assume that all the measurements are independent):

L(joint) =
∏
i

L(i), (3.16)

where i ranges over the datasets shown in Table 3.1.
When performing our analysis, we found that the data for the quasar

auto-correlation function (Arita et al. 2023) were not able to place significant
constraints on any of our model parameters. As a result, this dataset was
not informative, and could not be used to infer any of the physical properties
of quasars. This conclusion differs from the one found in Arita et al. (2023),
where the authors are able to determine the range of host-halo masses for
quasars at z ≈ 6. We investigated the issue further and found that the
different conclusions arise from different assumptions made for the shape of
the auto-correlation functions at large scales. For this reason, we exclude
the Arita et al. (2023) dataset from the joint fit performed here, and defer
the analysis of this dataset to Appendix 3.C. In that Section, we compare
in detail our analysis with the one performed by Arita et al. (2023) and
conclude that, if we assume a physically-motivated choice for the shape of
the quasar auto-correlation function, we are not able to place interesting
constraints on the distribution of quasar-host halo masses.

Moving forward, we discuss the results of our parameter inference for
the “joint” model described above, including all the other datasets compiled
in Table 3.1. We explore the posterior distribution for this model using a
Markov-Chain Monte Carlo (MCMC) approach. We employ the Python
package emcee (Foreman-Mackey et al. 2013) to sample the posteriors using
the affine-invariant ensemble prescription (Goodman & Weare 2010). We
place m = 48 walkers distributed randomly in the parameter space and
evolve them for N = 105 steps. Figure 3.1 shows the corner plot for the 8-d
posterior distribution, while Table 3.2 summarizes the constraints we obtain
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for each of the model parameters. The samples of the posterior distribution
obtained by the Markov Chains are then used to obtain predictions for
the luminosity and correlation functions, both for quasars and galaxies at
the same time; we compare these quantities with the data in Figure 3.2.
The top right panel shows predictions for the galaxy luminosity function
(orange) and the quasar luminosity function (red), while the bottom panel
shows the quasar-galaxy cross-correlation function (red) and the galaxy
auto-correlation function (orange).

In all cases, we see that our model fares well when compared to the
observational data. As a quantitative estimate of this accordance, we take
the parameters corresponding to the maximum of the posterior distribution
(highlighted by star symbols in Figure 3.1) and measure the χ2 statistic
for each of the single dataset shown in Table 3.1. Values of the χ2 are
reported in the last column of Table 3.1. We generally find a very good
agreement between our model and every single dataset analyzed. The
only exception is the galaxy auto-correlation function, for which the χ2 is
relatively large when compared to the size of the dataset. We believe this is
due to the small reported uncertainties in the observational data, that are
likely underestimated. As discussed in E24, these uncertainties are assigned
according to the Poissonian statistics associated with the pair counts, and
they do not take into account the uncertainty coming from cosmic variance as
well as other possible systematic effects. This may be particularly relevant in
the outermost bins, for which the data drop significantly more rapidly than
what is predicted by our model. Covariance between different data points is
also neglected in the E24 analysis, even though it most likely contributes to
the total error budget significantly. This artificially increases the discrepancy
between our model and the data.

3.4 Results

In the last Section, we have shown that we can successfully reproduce the
data for the luminosity and correlation functions of quasars and galaxies
with the simple extension of the P24 framework described in Sec. 3.2.1. In
this framework, we use observations to constrain the conditional luminosity
functions of quasars and galaxies simultaneously. In turn, each conditional
luminosity function can be related to other fundamental properties such
as the luminosity-halo mass relation, the host mass function, and the duty
cycle/occupation fraction. We examine here these properties starting from
the inferred values of the parameters obtained in Figure 3.1 and Table 3.2.
We first examine quasar properties, and then turn our attention to galaxies.
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Figure 3.3: Left: Luminosity-halo mass relation for quasars (red) and galaxies (i.e.,
[O III] emitters; orange). The quasar luminosity is the bolometric one, while the galaxy
luminosity is the one from the [O III] line. Median values (solid lines) and 16th-84th
percentiles (dark-shaded areas) for the L−M relations are obtained by randomly sampling
the Markov chains for the posterior distribution 2000 times. The cumulative effects of
the uncertainty on the median and the intrinsic scatter in the relations, expressed by
the σ parameter in the CLF, are shown with a lighter shading. The dashed orange
line corresponds to the modified galaxy luminosity-halo mass relation, with a flattening
of the relation above a threshold mass of M = 1011.5 M⊙. Right: Quasar-host mass
function (QHMF; red) and galaxy-host mass function (GHMF; orange). Median and
1σ uncertainties of these functions (obtained as in the left panel) are shown with solid
lines and dark-shaded areas, respectively. The dashed-dotted lines show the median halo
masses associated with the QHMF (red) and GHMF (orange) distributions (see eq. 3.21);
light-shaded regions represent 1σ uncertainties on these median masses. The halo mass
function (HMF) at the redshift of interest (z = 6.14) is shown with a gray dashed line.
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3.4.1 The quasar luminosity-halo mass relation and the
host halos of quasars at z ≈ 6

Figure 3.3 shows the quasar luminosity-halo mass relation (left) and the
quasar-host mass function (QHMF; right) at z ≈ 6, as inferred from our
model. We obtain a rather steep quasar L − M relation, with a slope of
γ(QSO) ≈ 3.2. This steep relation between quasar luminosities and halo
masses is in agreement with the results of P24, which use data at z ≈ 2− 4
to study the evolution of this relation with redshift and find a significant
increase in the slope parameter at earlier cosmic time. Our results suggest
that this trend extends to even higher redshifts, with a close-to-linear relation
at z ≈ 2 turning into a very steep relation (γ(QSO) ≈ 2 − 3) at z ≈ 4 − 6.
We mention the caveat, however, that in this analysis the shape of the
L−M relation is primarily constrained by the QLF, and only marginally
by the clustering measurements. This is because the E24 clustering data
only focus on a very bright sub-sample of z ≈ 6 quasars, and so they
cannot constrain the behaviour of the L −M relation below a luminosity
of log10 L/erg s

−1 ≈ 47. Given that the shape and normalization of the
QLF at high redshift are rather uncertain, especially at the faint end (e.g.,
Giallongo et al. 2019; Maiolino et al. 2024; Harikane et al. 2023; Andika
et al. 2024), the shape of the L−M relation is inevitably also plagued by
this uncertainty.

The scatter in the quasar L−M relation, on the other hand, is constrained
both by the QLF and by the cross-correlation function simultaneously. In
our analysis, we find a rather large log-normal scatter of σ(QSO) ≈ 0.64 dex
(although with a significant uncertainty of ≈ 0.3 dex). This relatively large
scatter is in line with the one measured by P24 at z ≈ 2.5, but it represents
a significant difference if compared to the very low scatter σ(QSO) ≲ 0.3 dex
found by P24 at z ≈ 4. Similarly, the value we obtain for the active fraction
of z ≈ 6 quasars f

(QSO)
on (≈ 2%) is rather low if compared to the very high

active fraction (≈ 50%) found by P24 at z ≈ 4. We defer the analysis of the
peculiar redshift evolution traced by these parameters to Sec. 3.5.1.

The QHMF (Figure 3.3, right panel) reveals that quasars tend to live
in log10 M/M⊙ ≈ 12.5 halos (median value of log10 M/M⊙ ≈ 12.53± 0.13),
with a rather broad distribution encompassing a large range of halo masses
(from log10 M/M⊙ ≈ 12.1 to log10 M/M⊙ ≈ 12.8 at 2σ). The range of host
masses we obtain is in perfect agreement with the conclusions of E24, who
pointed out that quasars tend to live in moderately strong over-densities, but
not necessarily in the most over-dense regions of the Universe (corresponding
to halo masses of log10 M/M⊙ ≳ 13).

Even more interestingly, the broad distribution of host masses that
we find from the inferred QHMF is compatible with the large quasar-to-
quasar variance in terms of over-densities found by E24. The diversity of
environments emerging from the E24 observations is likely a combination
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of cosmic variance and variance in the host halo masses of quasars and/or
galaxies. While we leave a quantitative analysis of these sources of variance
to future work, it is encouraging to find evidence for the latter in our results.
We stress the fact that our method for obtaining the QHMF does not make
use of the observed diversity in terms of environments, as it only focuses on
the global demographic and clustering properties of galaxies and quasars.
The broad distribution of host masses that we find from our QHMF follows
naturally from jointly modeling the clustering properties of quasars together
with the shape and normalization of the quasar luminosity function.

In the analysis presented in E24, the framework developed here was
used to match the quasar-galaxy cross-correlation function and the galaxy
auto-correlation function by assuming simple “step-function” halo occupation
distributions (HODs) for both quasars and galaxies. In other words, E24
populated halos and galaxies only above some minimum mass thresholds.
With this method, they inferred the minimum host halo mass for quasars
to be log10 M/M⊙ ≈ 12.43. For a “step-function” HOD model, this value
corresponds to a median quasar host mass of log10 M/M⊙ ≈ 12.51, in
excellent agreement with the median value of our inferred QHMF distribution.

Our conclusions on the quasar-host masses are also in line with the
ones obtained by Mackenzie et al. in prep. In this work, the authors use
the UniverseMachine (Behroozi et al. 2019) to compare the number of
satellite halos to the number of companion galaxies observed in EIGER
quasar fields. In this way, they obtain a distribution of possible host dark
matter halo masses for each observed quasar in E24. Overall, the median
value they obtain by putting together all the different mass distributions
is log10 M/M⊙ = 12.4± 0.5. The agreement with our results is significant,
considering the very different assumptions underlying this method compared
to the ones made here. Another estimate for the typical host halo masses
of EIGER quasars was also obtained in E24 by comparing the observed
χV,QG with predictions from the TRINITY model (Zhang et al. 2023b).
The resulting median host halo mass, log10 M/M⊙ = 12.14+0.24

−0.26, is slightly
lower than the one found here, but still marginally compatible when taking
uncertainties into account.

Finally, by relating the inferred QHMF to the halo mass function (HMF)
at the same redshift (see eq. 3.22), we can obtain an estimate for the
quasar duty cycle, εQDC. Fig. 3.4 (left panel) shows the probability density
function (PDF) for the quasar duty cycle (red) and the galaxy duty cycle
(orange) obtained by randomly sampling the Markov chains for the posterior
distribution shown in Fig. 3.1. We infer a value for the quasar duty cycle of
εQDC = 0.9+2.3

−0.7%. This relatively low value of the duty cycle implies that
only a small fraction of SMBHs are active as UV-bright, luminous quasars
at any given time, and it has relevant consequences in terms of the lifetime
of high-z quasars, their obscuration fraction, and more generally the growth
of SMBHs. We will explore this further in Sec. 3.5.2.
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3.4.2 Characterizing the properties of [OIII] emitters

Our joint model for quasars and galaxies constrains the properties of these
two populations simultaneously. As a result, all the properties that we have
presented for quasars can also be studied for the high-z galaxy population.
These are the galaxy luminosity-halo mass relation (Fig. 3.3, left panel),
the GHMF (Fig. 3.3, right), and the galaxy duty cycle (Fig. 3.4, left
panel). Before analyzing these quantities, we note that our model focuses
only on [O III] emitters, as this sub-population of galaxies is the one that
is targeted by the JWST NIRCam-WFSS observations from the EIGER
survey. Therefore, all results that we will quote here refer to the properties
of galaxies that are bright in the [O III] line; at these high redshifts, these
galaxies are believed to be luminous, star-forming, and unobscured (e.g.,
Matthee et al. 2023).

The galaxy luminosity-halo mass relation (Fig. 3.3, left panel) is rather
similar to the quasar luminosity-halo mass relation. The major differences
can be found in the slope of this relation as well as in its normalization. The
logarithmic slope of the galaxy luminosity-halo mass relation is shallower
than the one concerning quasars, but steeper than linear (γ(Gal) ≈ 2.3). The
normalization of this relation conspires with its slope to give an average
galaxy luminosity at fixed halo mass that is brighter than the one of quasars
at log10 M/M⊙ ≲ 11.5, but dimmer at larger host halo masses4. This implies
that, on average, quasars overshine galaxies at the high mass end of the
HMF, while the opposite is true for the bulk of the halo population.

Nonetheless, if we look at the comparison between the QLF and the
GLF in Fig. 3.2 (top panel), we see that our model predicts galaxies
to be more abundant than quasars at all luminosities. This is because
the scatter in the galaxy L − M relation is rather large, and the duty
cycle of galaxies is significantly larger than that of quasars (see below).
Observationally, we know that the GLF drops below the QLF at luminosities
around log10 L/erg s

−1 ≈ 46 (e.g., Bouwens et al. 2015; Matsuoka et al.
2018), so this implies that the extrapolation of the GLF at large luminosities
based on our model is flawed. This is not a surprise, as here we assumed that
a very simple power-law relation between galaxy luminosity and halo mass
holds for the entire population of halos. This relation serves our purposes,
as we want to match data for the GLF only in a rather narrow luminosity
range, but it is probably too simplistic to capture the behaviour of the galaxy
population at even larger luminosities/host masses.

Indeed, we know that the star formation efficiency is predicted to peak
for halo masses of log10 M/M⊙ ≈ 11.5 − 12.5, resulting in a break in the
stellar mass-halo mass relation (e.g., Moster et al. 2013; Behroozi et al. 2019).

4Note, however, that the luminosity of galaxies only includes the flux emitted in the
[O III] line, hence we expect the normalization of the galaxy L−M relation to be higher
when considering the total flux emitted from galaxies.



116 3.4. RESULTS

4
3

2
1

0
log

10  
QDC,GDC

0 1 2 3 4Probability density

Quasar duty cycle, 
QDC

Galaxy duty cycle, 
GDC

4
3

2
1

0
log

10  
QDC

0 1 2 3 4Probability density

z
2.5

z
4

z
6

F
igu

re
3.4:

L
eft:

P
robability

density
function

(P
D

F
)

for
the

quasar
(red)

and
galaxy

(orange)
duty

cycles
at

z
≈

6,
obtained

by
random

ly
sam

pling
the

M
arkov

chains
for

the
posterior

distribution
2
0
0
0

tim
es.

T
he

m
edian

and
1
σ

uncertainties
for

the
P

D
Fs

are
show

n
w

ith
a

dot-dashed
line

and
shaded

areas,
respectively.

T
he

dashed
vertical

line
corresponds

to
the

m
axim

um
possible

value
of

the
duty

cycle,
ε
D
C

=
1
0
0
%

.
R
ight:

Sam
e

as
the

left
panel,

but
for

the
quasar

duty
cycles

at
different

redshifts:
z
≈

2
.5

(blue),
z
≈

4
(green),

and
z
≈

6
(red).

R
esults

at
redshift

low
er

than
z
≈

6
are

taken
from

P
24.



CHAPTER 3 117

While the luminosity range of the GLF data considered here is not large
enough to constrain this break in the context of our model, we can see what
would be the effect of a more physically motivated choice for the galaxy
L−M by making the arbitrary assumption that this relation flattens above
log10 M/M⊙ ≈ 11.5 (dashed line in the left panel of Fig. 3.3). In practice,
we assume that the galaxy CLF in eq. 3.1 remains the same, but we vary the
luminosity-mass relation on which it is based (eq. 3.2) by manually inserting
a flattening above a threshold halo mass. We find that all the quantities but
the GLF remain unchanged; the new median GLF is plotted with a dashed
line in Fig. 3.2 (top panel). Indeed, we see that with this simple assumption,
the predicted GLF drops below the QLF at roughly the observed luminosity.
A more comprehensive quasar/galaxy population model – that is outside
the scope of this paper – would include a larger set of galaxy observations
to properly constrain the shape of the break in the galaxy L−M relation.
The simple argument adopted here, however, shows that our framework is
well-suited to represent quasars and galaxies in the luminosity/mass ranges
of the data we aim to reproduce (Table 3.1).

The GHMF is shown in the right panel of Figure 3.3 (orange line).
Again, we find a broad distribution of host masses, with a median value
of log10 M/M⊙ ≈ 10.9 (log10 M/M⊙ = 10.88+0.04

−0.03) and a 1σ range of ±0.3.
Determining the characteristic host halo masses for [O III] emitters is an
important result that is made possible by the analysis presented here. This
population of galaxies is a major protagonist in JWST campaigns to study
the high-z Universe via slitless spectroscopy (Kashino et al. 2023; Oesch
et al. 2023; Wang et al. 2023). For this reason, a thorough characterization
of their properties is key. Overall, the characteristic host mass that we find
for [O III] emitters agrees well with the one measured at the same redshifts
using Lyman break galaxies (LBGs) in HST photometric campaigns (Barone-
Nugent et al. 2014; Dalmasso et al. 2024). This result strengthens the
conclusion – coming from abundance arguments (Matthee et al. 2023) – that
[O III] emitters may trace star-forming regions in high-z galaxies in a way
that is similar to Lyman-break-selected systems.

We note that the shape of the GHMF (Fig. 3.3, right panel) is affected by
the minimum mass we assume in our model, i.e., log10 Mmin/M⊙ = 10.5 (see
Sec. 3.2). In other words, in our population model, we assume that galaxies
live only in halos larger than this threshold mass, and that the GHMF goes
to zero for lower masses. This choice is made in the context of our framework
because the FLAMINGO-10k simulation introduced in Sec. 3.2.2 cannot
resolve halos with lower masses. There is no physical motivation, however,
for this choice, as there could be a population of bright galaxies that are
residing in lower-mass halos. In particular, we believe that extending the
GHMF distribution to lower halo masses would bring the median value found
here (log10 M/M⊙ ≈ 10.9) down to slightly lower values. This is because
the GHMF distribution is artificially skewed towards larger halo masses
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because of the halo mass threshold imposed in our simulation: the halo mass
corresponding to the peak of the GMHF distribution (log10 M/M⊙ ≈ 10.7) is
lower than the median (log10 M/M⊙ ≈ 10.9). Indeed, a lower median value
of log10 M/M⊙ ≈ 10.7 is in closer agreement with the result found in E24,
where the same simulation presented here was coupled with a “step-function”
HOD model for quasars and galaxies. The authors found a minimum host
mass for [O III] emitters of log10 M/M⊙ ≈ 10.56, which can be translated
into a median mass of log10 M/M⊙ ≈ 10.65. Nonetheless, we believe that
extending the model to lower halo masses would not significantly impact
the conclusions presented here: we experimented with different prescriptions
for the GHMF and always found similar results, with the median value
of the GHMF of log10 M/M⊙ ≈ 10.8 − 10.9) and the peak of the GHMF
distribution at log10 M/M⊙ ≈ 10.6−10.7. Using a simulation with a smaller
volume and higher resolution, one could resolve halos down to much lower
masses and hence fully capture the properties of galaxies and their host halos.
However, this is not the goal of our work, as the primary focus of our analysis
is the relation between quasars and the galaxies in their environments, which
can only be captured with a large-volume simulation given the rarity of
quasars at high-z.

The galaxy duty cycle, εGDC, is a measure of how many halos host galaxies
that can be observed in [O III] compared to the global halo population with
the same characteristic masses. In our model, we infer a value for the galaxy
duty cycle of εGDC = 12.9+4.7

−3.3%. This is once again in agreement with the
duty cycle values inferred from LBG clustering analysis (e.g., Dalmasso et al.
2024). We note here that the notion of “duty cycle” is primarily utilized in the
context of quasars rather than galaxies, as gas accretion on SMBHs – that is
believed to be associated with the triggering of quasar activity – is assumed
to be episodic, and hence the whole process is cyclic in cosmic time. In the
context of galaxies, it is probably easier to talk about an “occupation fraction”
of [O III] emitters, implying that only a fraction of halos is hosting galaxies
whose [O III] emissions are bright enough to be detectable and not obscured
by dust. However, it is also relevant to point out that if [O III] emitters, as
argued before, trace unobscured star formation, they may also be subject
to rapid change in their luminosity as the star formation process is also
thought to be episodic, especially at high redshifts (e.g., Faucher-Giguère
2018; Pallottini & Ferrara 2023). Indeed, UV-variability (e.g., Shen et al.
2023; Sun et al. 2023) has been argued to play a key role in explaining the
over-abundance of bright galaxies that was indicated by JWST imaging at
very high-z (e.g., Naidu et al. 2022; Finkelstein et al. 2024).

Our duty cycle measurement cannot determine the amount of variability
in the galaxy lightcurves, as it only offers an integral constraint on the total
light emitted (in the [O III] line) by star-forming galaxies over the entire
history of the Universe. In other words, it is only sensitive to the zeroth
moment of the galaxy’s unobscured lightcurve distribution. Nonetheless, the
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value of the duty cycle inferred here represents an important independent
characterization of the star formation history of high-z galaxies, and it nicely
complements probes of the burstiness of the high-z star formation process
coming from spectral energy distribution (SED) fitting (e.g., Looser et al.
2023; Endsley et al. 2024; Cole et al. 2023).

Another interesting point to make here is that the duty cycle/occupation
fraction that we measure for galaxies sets an upper limit on the contribution
of obscured star formation to the total galaxy mass growth at early times.
This is because our measurements tell us that ≳ 15% of z ≈ 6 galaxies are
[O III] -bright, and hence the fraction for which star formation is obscured
by dust cannot be higher than ≈ 85%. This is an interesting constraint
that can be directly compared with the estimated fraction of obscured star
formation coming from ALMA observations (e.g., Algera et al. 2023). We
will return to the point of obscuration in the context of quasars and SMBH
growth in Sec. 3.5.2

3.5 Discussion

In the analysis performed above, we could successfully match the luminosity
functions and the clustering properties of quasars and galaxies at z ≈ 6
provided that: (a) there exist non-linear relations between quasar/galaxy
luminosity and halo mass; (b) these relations have significant log-normal
scatter (σ ≈ 0.5− 1 dex), and the one for quasars is steeper (γ(QSO) ≈ 3.2)
than the one for galaxies (γ(Gal) ≈ 2.3); (c) following these relations, luminous
quasars (log10 L/erg s−1 ≳ 47) are hosted by halos with mass log10 M/M⊙ ≈
12.5, while galaxies (log10 L/erg s−1 ≳ 42.5) are hosted by much smaller
halos with log10 M/M⊙ ≈ 10.9; (d) (UV-bright) quasars occupy only a small
fraction of halos with a duty cycle εQDC ≈ 0.9%, while the occupation
fraction/duty cycle of galaxies is significantly larger, εGDC ≈ 13%.

In the following, we further elaborate on this picture by focusing on the
properties of high-z quasars, studying their implications for SMBH accretion
and growth and their evolution with cosmic time.

3.5.1 Quasar properties across cosmic time

In P24, we applied a very similar framework to the one presented here to
model the auto-correlation and luminosity functions of quasars at z ≈ 2.5
and z ≈ 4. As a result, we obtained the quasar luminosity-halo mass relation,
the QHMF, and the quasar duty cycle at these two different redshifts, and
discussed how the properties of quasars seem to evolve rapidly between these
two epochs. Thanks to the analysis performed here, we can now extend this
discussion to include the properties of z ≈ 6 quasars, and attempt to paint
a coherent picture of quasar evolution in the first few billion years of the
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Universe. The right panel of Fig. 3.4 shows the PDFs for the inferred values
of the quasar duty cycles at z ≈ 2.5 (blue), z ≈ 4 (green), and z ≈ 6 (red).
The first two curves are obtained by sampling the posterior distributions for
the parameters from P24 (see their Fig. 5), while the last one is the same
as in the left panel. The same plot but for the QHMF is shown in the left
panel of Fig. 3.5.

Quite interestingly, we see that the evolution of the QHMF and the
quasar duty cycle with redshift do not follow a monotonic trend. The duty
cycle is low (≲ 0.5%) at z ≈ 2.5, but it increases rapidly to values ≳ 50% at
z ≈ 4. At even higher redshifts, however, the duty cycle seems to drop again
to ≲ 1%. Despite the relatively large uncertainty on our z ≈ 6 measurement,
the difference with the result obtained at z ≈ 4 is rather remarkable (Fig.
3.4, right panel). An analogous trend with redshift can be observed by
considering the median of the QHMF distribution, which represents the
characteristic mass for the population of halos that are hosting bright quasars
(Fig. 3.5, left panel): this median mass is ≈ 1012.4−12.5 M⊙ for z ≈ 2.5 and
z ≈ 6, while it grows to ≈ 1013.3 M⊙ at z ≈ 4.

As discussed in P24, the rather extreme values of the duty cycle and
the host masses that we find at z ≈ 4 are a consequence of the very strong
quasar clustering measured by Shen et al. (2007). Using data from the Sloan
Digital Sky Survey (SDSS), Shen et al. (2007) find a value of the quasar auto-
correlation length, r0,QQ, of ≈ 24 cMpch−1, which is significantly higher than
the value r0,QQ ≈ 8 cMpch−1 measured by Eftekharzadeh et al. (2015) (see
also Ross et al. 2009; Shen et al. 2009; White et al. 2012) at z ≈ 2−3 using the
BOSS survey. The strong quasar clustering at z ≈ 4, combined with a rather
large abundance of bright quasars at the same redshift (≈ 3× 108 cMpc−3),
implies that only very massive halos can host active SMBHs and a large
fraction of them are continuously shining as quasars at any given moment
(i.e., the quasar duty cycle is large). This – as discussed by several works
(P24,White et al. 2008; Shankar et al. 2010b) – is only possible provided
that the scatter in the relation between quasar luminosity and halo mass is
very low (σ ≲ 0.3 dex).

The analysis presented here shows that the trend hinted by the Shen
et al. (2007) quasar clustering measurements at z ≈ 4 does not seem to
extend further to higher redshifts. Using the data from E24, we have shown
that the characteristic host mass of quasars at z ≈ 6 is not as large, and
only a small fraction of these SMBH-hosting halos are actually shining as
bright quasars at any given time. As a consequence, the tight constraints
on the scatter between quasar luminosity and halo mass are not in place
at z ≈ 6, and our model finds a larger value for the scatter of σ ≈ 0.6 dex,
although lower values are also compatible with the data (Fig. 3.1). Overall,
these results may suggest that the measurements of quasar clustering at
z ≈ 4 (Shen et al. 2007) may be overestimated (see also He et al. 2018;
de Beer et al. 2023), and that the constraints on the host masses, quasar
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duty cycle, and scatter in the L − M relation at z ≈ 4 may need to be
relaxed to some extent. If that is the case, our results at z ≈ 6 suggest that
quasars are hosted, on average, by a small fraction of the population of halos
with masses in the range ≈ 1012 − 1013 M⊙, in line with the situation at
z ≈ 2− 3. This result may favor a picture in which there exists a range of
halo masses for which quasar activity can be supported that is independent
of cosmic time. According to this picture, halos whose masses are lower than
this range cannot be responsible for a significant fraction of the black holes
that are capable of turning into bright quasars, while for very massive hosts
(log10 M/M⊙ ≈ 13) quasar activity is quenched by feedback mechanisms
(e.g., Hopkins et al. 2007b; Fanidakis et al. 2013; Caplar et al. 2015).

On the other hand, the measurements from Shen et al. (2007) appear
to be solid, being based on a large (≈ 5000) spectroscopic sample of high-z
quasars from SDSS, and they are also backed up by estimates of the small-
scale quasar clustering inferred from independent samples of z ≈ 4−5 binary
quasars (Hennawi et al. 2010; McGreer et al. 2016; Yue et al. 2021). It is
thus worth taking the Shen et al. (2007) clustering data at face value, and
exploring the implications of their results in terms of the evolution of quasar
properties at early cosmic times. The Shen et al. (2007) measurements
suggest that at high redshifts quasar activity tends to take place only in the
most massive halos, tracking halo growth across cosmic time (Hopkins et al.
2007b). It is interesting to note that our z ≈ 6 results do not necessarily
disfavor this scenario. In fact, our inferred QHMFs suggest that quasars
live in equivalent halos at z ≈ 4 and z ≈ 6, while they live in very different
environments at lower redshifts. This can be understood by looking at
the right panel of Fig. 3.5, which shows the QHMFs at different redshifts
plotted as a function of the peak height, ν(M). The peak height is defined
as ν(M, z) = δc/σ(M, z) – with δc ≈ 1.69 being the critical linear density
for spherical collapse and σ2(M, z) the variance of the linear density field
smoothed on a scale R(M) 5. It is a way to relate the masses of halos at any
redshifts to the strength of the fluctuations in the initial conditions of the
original linear density field. Therefore, large (small) peak heights correspond
to very over(under)-dense environments, independently of redshift.

The right panel of Fig. 3.5 shows that quasars tend to be hosted by very
rare ≈ 5σ fluctuations both at z ≈ 6 and z ≈ 4. This suggests that the same
kind of rare and very biased halos host bright quasars at early cosmic times,

5We compute ν(M, z) using the python package colossus (Diemer 2018) and setting the
same cosmology as the FLAMINGO-10k simulation (Sec. 3.2.2). However, we mention
the caveat that the definition of peak heights implicitly assumes that halo masses are
based on the spherical overdensity formalism, and it only applies to the current masses
of central halos (and not to satellites). In our analysis (Sec. 3.2.2.2), we assume a halo
mass definition based on peak bound masses instead, and include the contribution of
satellites as well. Nonetheless, we believe that the effects of the differences in halo mass
definition are relatively small and that the final values we obtain for the peak heights
are not impacted significantly by these factors.



CHAPTER 3 123

and that these host halos are more massive at z ≈ 4 than at z ≈ 6 only
because they grow via mergers/accretion during the ≈ 700 million years of
cosmic time that separate these two redshifts. In the lower redshift Universe
(z ≈ 0 − 3), instead, the situation is quite different, with quasars being
hosted by a new, less biased population of halos which corresponds to ≲ 3σ
fluctuations in the density field.

In this scenario, the key difference between z ≈ 6 and z ≈ 4 is the duty
cycle: while at z ≈ 4 almost all of the most massive halos need to host
UV-bright quasars, the fraction of these same halos that are revealed as
quasar hosts at z ≈ 6 is dramatically smaller. This could be caused by either
much shorter and sparser accretion episodes at very early cosmic times or a
much larger obscuration fraction characterizing early SMBH accretion. It is
of great interest to relate these arguments to our current paradigm of SMBH
growth: this will be the subject of Sec. 3.5.2.

In order to discriminate between the scenarios discussed here and to paint
a complete evolution of quasar activity across cosmic time, it is essential
to investigate the clustering of quasars at high redshifts with new methods
and new observational campaigns. In this sense, the next few years promise
to bring a new wealth of data with the combined action of JWST mapping
quasar-galaxy clustering at different redshifts using NIRCam WFSS (Kashino
et al. 2023; Wang et al. 2023), and the DESI survey (DESI Collaboration
et al. 2016) using ground-based spectroscopy to unveil a new, large sample of
quasars up to z ≲ 5 that can be used to compute the quasar auto-correlation
function with a much higher precision.

We conclude by mentioning the caveat that the QHMFs shown in Fig.
3.5 are obtained by setting luminosity thresholds that vary according to the
ones used in observational data. In other words, the definition of “bright”
quasars we employ is redshift-dependent, and it is based on the depth of the
survey that was used for the clustering measurements. In Appendix 3.D, we
show the same QHMFs obtained by setting a uniform luminosity threshold of
log10 Lthr/erg s

−1 = 46.7, which is the same luminosity threshold as used by
Shen et al. (2007) at z ≈ 4 and roughly corresponds to the break of the quasar
luminosity function at all redshifts z ≳ 2 (e.g., Khaire & Srianand 2015;
Kulkarni et al. 2019). The resulting QHMF shifts towards higher (lower)
halos masses at z ≈ 2.5 (z ≈ 6), due to the different luminosity thresholds
employed in observations with respect to the one at z ≈ 4. Nonetheless, the
global picture that we presented in this Section remains unchanged: quasars
seem to be hosted by log10 M/M⊙ ≳ 13 − 13.5 halos only at z ≈ 4, but
when relating halo masses to their large-scale environments by using the
peak height formalism, we find a direct connection between z ≈ 4 and z ≈ 6
and a divergent behavior at lower redshifts.
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3.5.2 The quasar duty cycle and SMBH growth

One of the key results of our analysis is that the quasar duty cycle we obtain
at z ≈ 6 is rather low (≈ 0.9%), in stark contrast with the very high one
(≳ 50%) measured at z ≈ 4 from the Shen et al. (2007) data (Fig. 3.4, right
panel). As detailed in, e.g., P24, these duty cycles can be directly converted
into estimates of the total time SMBHs shine as bright quasars (i.e., the
integrated quasar lifetime, tQ) via the simple relation tQ = tU(z) εDC – with
tU(z) being the age of the Universe at a given redshift. Using the values of
the duty cycles mentioned above, we obtain tQ ≈ 0.1−1 Gyr at z ≈ 4, and a
smaller tQ ≈ 10 Myr at z ≈ 6. It is important to investigate the discrepancy
between the values obtained at these two redshifts further, as the study of
the timescales of quasar activity at high redshift is intrinsically connected
with the formation and evolution of SMBHs in the Universe.

As discussed in the Introduction, our current paradigm of SMBH growth
is founded on the idea that SMBHs grow by accretion, and that a small
fraction of the accreted rest mass is converted into radiation and gives rise to
the quasar phenomenon. According to this paradigm, the growth of SMBHs
is always concomitant with the formation of a bright quasar. For this reason,
the total time a SMBH shines as a quasar (i.e., the quasar lifetime) is related
to the total mass that has been accreted onto the SMBH. This argument
has been proposed in many different variations in the past (e.g., Soltan 1982;
Martini & Weinberg 2001; Yu & Tremaine 2002), and it represents one of
the cornerstones of our understanding of quasar/SMBH evolution.

At high redshift (z ≳ 6), the connection between the quasar lifetime and
SMBH growth is even more relevant due to the limited amount of cosmic
time (≲ 1Gyr) that is available to grow black holes to the observed masses
of ≈ 108−9 M⊙ (Fan et al. 2023). Assuming Eddington-limited growth with
a standard radiative efficiency of ≈ 10%, one finds that only by postulating
tQ ∼ 0.1− 1Gyr (i.e., a quasar duty cycle ≳ 10%) it is possible to explain
the presence of such black holes in the early Universe starting from massive
black hole seeds of ≈ 103−5 M⊙ (e.g., Inayoshi et al. 2020; Pacucci & Loeb
2022). This argument agrees well with the long lifetime inferred by our
model at z ≈ 4 (see P24 for further discussion), but it is in plain tension
with the low duty cycle at z ≈ 6 that we inferred in this work.

This tension between the long timescales required by SMBH growth and
the short timescales that seem to be associated with high-z quasar activity
has already been investigated in the context of quasar proximity zones and
damping wing features. By looking at quasar rest-frame UV spectra, several
studies at z ≈ 4 − 7 have argued that the inferred quasar lifetimes range
between tQ ≈ 0.1− 10Myr (e.g., Khrykin et al. 2016, 2019; Eilers et al. 2018,
2020; Davies et al. 2018, 2019, 2020; Worseck et al. 2016, 2021; Ďurovčíková
et al. 2024), and do not seem to reach the very large values required by
SMBH growth models. Constraints based on proximity zones/damping
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wings are sensitive to the local conditions of each quasar environment and
only probe a fraction of the past quasar lightcurve, so the direct connection
between these results and the ones related to quasar clustering – which probe
the global population of quasars and can only constrain their total lifetime –
is non-trivial in the presence of rapidly varying and/or flickering lightcurves
(e.g., Davies et al. 2020; Satyavolu et al. 2023).

Nonetheless, the cumulative evidence coming from these very different
probes of quasar activity indicates that our standard paradigm for SMBH
growth at high z may need to be thoroughly reconsidered: not only is there
very little cosmic time to grow the SMBHs to the billion solar masses that
we observe for bright z ≈ 6 − 8 quasars, we also lack evidence for this
accretion taking place in the form of UV-bright quasar emission at z ≳ 6.
Proposed solutions to this problem include a very low radiative efficiency
≲ 0.1− 1% – which implies that only a very small fraction of the accreted
mass is converted into quasar light – or a very large population of obscured
SMBHs at high-z that are not visible as UV-bright quasars but continue to
grow actively at all epochs (e.g., Davies et al. 2019). This latter hypothesis is
particularly relevant, as a large obscured fraction for z ≳ 6 quasars has been
proposed both in the context of cosmological simulations (e.g., Ni et al. 2020;
Vito et al. 2022; Bennett et al. 2024) and multi-wavelength observations
(Vito et al. 2018; Circosta et al. 2019; D’Amato et al. 2020; Gilli et al. 2022;
Endsley et al. 2024). Recently, JWST data have unveiled a new population
of candidate dust-obscured active galactic nuclei (AGN) that can only be
found at high redshifts (Harikane et al. 2023; Matthee et al. 2024b; Kocevski
et al. 2023; Maiolino et al. 2024; Greene et al. 2024; Kokorev et al. 2023,
2024a; Lin et al. 2024), and may suggest a rapid evolution of the obscuration
properties of AGN/quasars in the early Universe.

3.6 Summary

In this work, we have modeled the demographic and clustering properties of
quasars (i.e., type-I, UV-bright systems) and galaxies (i.e., [O III] emitters)
at z ≈ 6 using an extension of the framework introduced in Pizzati et al.
(2024a) (P24; see their Figure 1). The model presented here builds on a
new, state-of-the-art N-body simulation from the FLAMINGO suite (Schaye
et al. 2023) (the “FLAMINGO-10k” run) that has the same resolution as
the original FLAMINGO DMO high-resolution run (CDM particle mass of
8.40× 108 M⊙) but a much larger volume (L = 2.8 cGpc).

Thanks to this simulation, we can model the properties of z ≈ 6 quasars
and galaxies simultaneously; these include (Table 3.1): the galaxy luminosity
function (Matthee et al. 2023), the quasar luminosity function (Schindler
et al. 2023), the quasar-galaxy cross-correlation function and the galaxy
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auto-correlation function (Eilers et al. 2024), and the quasar auto-correlation
function (Arita et al. 2023, considered separately in Appendix 3.C).

The model we employ is founded on a Conditional Luminosity Function
(CLF) framework. We assume a CLF for both quasars and galaxies, with
identical parameterizations, i.e., power-law relations between quasar/galaxy
luminosity and halo mass (L ∝ Mγ) with log-normal scatter σ. We also
include an active fraction, fon, to account for the fraction of quasars/galaxies
that are too dim or not active and hence cannot be detected by observations.

The CLFs effectively link the population of halos in the simulated volume
to the ones of quasars/galaxies. Therefore, once the halo mass function is
known, we can directly obtain the quasar/galaxy luminosity function and the
quasar-/galaxy-host mass function (QHMF/GHMF). The QHMF/GHMF
can be coupled to the cross-correlation functions of halos with different masses
to model the clustering properties (auto-/cross-correlations) of quasars and
galaxies simultaneously.

As detailed in P24, the halo mass function and the cross-correlation
functions of halos with different masses are extracted from the simulation
and used to construct analytical fitting functions. We stress the fact that
the framework introduced here is general, and can be used to predict the
clustering and/or demographic properties of any populations of halo tracers
(see also Appendix 3.A).

We summarise below the main findings of our analysis:

• We jointly model all the observational data in Table 3.1 except for the
quasar auto-correlation function (Arita et al. 2023), which we analyze
separately in Appendix 3.C. We find a very good match between our
predictions and observations for all the quantities considered (Fig. 3.2).
The posterior distribution for the model parameters favors relatively
large values for the scatter both in the quasar luminosity-halo mass
relation and in the galaxy luminosity-halo mass relation (σ ≈ 0.6 −
0.8 dex), with the relation for quasars being steeper than the one for
galaxies (Fig. 3.3, left panel). The active fraction, on the other hand, is
larger for galaxies (fon ≈ 25%) than for quasars (≈ 4%). Interestingly,
the luminosity-halo mass relations inferred in Fig. 3.3 (left) imply that
galaxies outshine quasars (i.e, the average [O III] luminosity of galaxies
is larger than the bolometric luminosity of quasars) at halo masses of
log10 M/M⊙ ≲ 11.5.

• According to the results above, z ≈ 6 quasars live on average in
≈ 1012.5 M⊙ halos, with a mass distribution that is quite broad, from
≈ 1012.1 M⊙ halos to ≈ 1012.8 M⊙ (according to the 2σ limits of the
QHMF distribution; see right panel of Fig. 3.3). This broad QHMF
distribution implies that quasars inhabit rather diverse environments
at high-z. This, together with the contribution of cosmic variance, may
explain the large quasar-to-quasar variance in terms of environments
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that was reported by Eilers et al. (2024), as well as the contradictory
claims that have been made based on previous observations (e.g., Kim
et al. 2009; Mazzucchelli et al. 2017b; Mignoli et al. 2020).

• Despite the rather large uncertainties, we are able to constrain the
z ≈ 6 (UV-bright) quasar duty cycle to εQDC ≲ 1% (Fig. 3.4, left
panel). This relatively low value translates to quasar lifetimes of
≈ 10Myr, in stark contrast with the very long lifetimes required at
high z by the standard picture of SMBH formation and growth (e.g.,
Inayoshi et al. 2020). This finding challenges our paradigm for SMBH
growth at high-z, and suggests that most of the black hole mass growth
may have happened in highly obscured and/or radiatively inefficient
environments (see also Davies et al. 2019).

• As expected, the properties of galaxies (i.e., [O III] emitters) that we
obtain are rather different from the ones of quasars (Fig. 3.2-3.4).
The characteristic host mass for [O III] emitters that we measure from
the GHMF is ≈ 1010.9 M⊙, in line with the one estimated from LBG
clustering measurements (e.g. Barone-Nugent et al. 2014; Dalmasso
et al. 2024). This suggests that [O III] emitters may be tracing the
population of high-z actively star-forming galaxies in a way that is
similar to what LBGs have been doing in the Hubble Space Telescope
(HST) era. The galaxy duty cycle that we infer is larger than the
one of quasars, εGDC ≈ 13%, suggesting that a significant fraction of
high-z galaxies are UV-bright and actively star-forming at z ≈ 6. This
sets an implicit constraint on the fraction of galaxies that are quenched
and/or obscured at the same redshifts.

• By comparing the properties of quasars at z ≈ 6 obtained in this
work with the ones discussed in P24 for z ≈ 2.5 and z ≈ 4, we find
that the evolution of these properties with redshift seems to follow a
non-monotonic trend (Fig. 3.5). The characteristic quasar-host mass
and the quasar duty cycle have similar values at z ≈ 2.5 and z ≈ 6, but
they increase to significantly higher values at z ≈ 4 due to the strong
quasar clustering measured by Shen et al. (2007). We discuss whether
the conjunction between z ≈ 2.5 and z ≈ 6 may suggest that quasar
properties are more or less stable across cosmic time, which would
imply that the z ≈ 4 quasar clustering measurements are overestimated.
We also present a picture, however, in which the bulk of quasar activity
takes place in very rare and over-dense environments (corresponding to
≈ 5σ fluctuations in the initial linear density field) at z ≈ 4 and z ≈ 6,
while it migrates to a larger population of less biased halos at lower-z.
Further observational work is needed to distinguish between these
scenarios and map the evolution of quasar properties across cosmic
time.
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FUNCTION FRAMEWORK

The analysis presented in this paper lays down a simple but powerful
framework that exploits observations to characterize the properties of SMBHs
and galaxies in the early Universe. New data and more detailed modeling
can improve the constraints that we get in the context of this framework
significantly.

Observationally, the ASPIRE survey (Wang et al. 2023) will soon com-
plement observations from EIGER (Kashino et al. 2023; Eilers et al. 2024)
by measuring the cross-correlation function for a larger sample of 25 mod-
erately luminous quasars at z ≈ 6.5 − 6.8. The enlarged sample provided
by ASPIRE will be extremely useful for reducing the uncertainties in our
model parameters as well as for quantifying the quasar-to-quasar variance
in the cross-correlation function. In the near future, new observations from
JWST could complement the ASPIRE and EIGER surveys by determining
the clustering properties of quasars and galaxies in a wider redshift range as
well as for the faint end of the quasar luminosity function.

In parallel with the acquisition of new observational data, the model
presented here could be developed further to study the variance of the
measured correlation function theoretically, and could be extended to take
into account the velocity information coming from direct measurements of
the redshift-space correlation function (e.g., Costa 2024). Results at different
redshifts could also be linked together by developing an evolutionary model
following the growth of supermassive black holes and the evolution of quasar
activity across cosmic time.

3.A Appendix: Details on the conditional lu-
minosity function framework

Given any population of “tracer” (“T”) objects that are hosted by dark matter
halos and are visible in some electromagnetic band, we can write down their
2-d distribution in the tracer luminosity-host halo mass plane, n(L,M), as:

n(L,M) = CLF(L|M)nHMF(M), (3.17)

where nHMF(M) is the halo mass function. The quantity CLF(L|M) is
known as the conditional luminosity function, and it links in a statistical
sense the population of dark matter halos to the population of tracer objects
(e.g., Yang et al. 2003; Ballantyne 2017a,b; Bhowmick et al. 2019; Ren et al.
2020).

In this framework, we assume that every halo between a minimum mass
Mmin and a maximum mass Mmax hosts a tracer object6. The luminosity L
of this tracer can be defined arbitrarily, but it has to depend solely on the
6Mmin and Mmax are chosen here according to the mass range that can be reliably
modeled based on the cosmological simulation employed (see Sec. 3.2.2).
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mass of the halo. Following these assumptions, a simple marginalization of
n(L,M) over halo mass gives the luminosity function of the tracer species,
nTLF:

nTLF(L) =

∫ Mmax

Mmin

CLF(L|M)nHMF(M) dM. (3.18)

Analogously, integrating over the luminosity dimension returns the dis-
tribution in mass of the tracers. If we include only objects above some
threshold luminosity (set e.g. by the flux limit of observations), we can
obtain a mass distribution for halos whose tracer object is brighter than
Lthr, nTHMF:

nTHMF(M |L > Lthr) = nHMF(M)

∫ ∞

Lthr

CLF(L|M) dL. (3.19)

Likewise, the aggregate probability for a halo of mass M to host a tracer
with a luminosity above Lthr (also known as a Halo Occupation Distribution,
HOD; see e.g., Berlind & Weinberg 2002) is:

HOD(M) =
nTHMF(M |L > Lthr)

nHMF(M)
=

∫ ∞

Lthr

CLF(L|M) dL. (3.20)

Following, e.g., P24 (see also Ren et al. 2020), we can define the duty
cycle of tracers above the luminosity threshold, εDC, as the weighted average
of the HOD above a threshold mass that is given by the median of the
tracer-host mass function, nTHMF(M |L > Lthr). In other words, if we define
the median of the nTHMF(M |L > Lthr) as the mass Mmed satisfying the
relation: ∫ Mmax

Mmed

nTHMF(M) = 0.5

∫ Mmax

Mmed

nTHMF(M), (3.21)

then εDC can be expressed as:

εDC =

∫Mmax

Mmed
nHMF(M)HOD(M) dM∫Mmax

Mmed
nHMF(M) dM

=

=

∫Mmax

Mmed
nTHMF(M |L > Lthr) dM∫Mmax

Mmed
nHMF(M) dM

.
(3.22)

These relations hold for any tracer populations that satisfy the assump-
tions made above. In P24, we have considered SMBHs as tracer objects,
assuming that every halo hosts a SMBH at its center emitting at some
luminosity L. If the luminosity L is high enough, the SMBH becomes an
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CROSS-CORRELATION FUNCTIONS

active quasar, and so we can use the conditional luminosity framework to
obtain the quasar luminosity function (nQLF; analogous to eq. 3.18), the
quasar-host mass function (nQHMF; analogous to eq. 3.19), and the quasar
duty cycle (εQDC; analogous to 3.22).

As commonly assumed in the literature (e.g., Yang et al. 2003; van
den Bosch et al. 2003), galaxies are also tracers of the dark matter halo
distribution. Following the P24 approach, we can then assume a conditional
luminosity function for galaxies, and adapt the relations above to obtain the
galaxy luminosity function (nGLF; analogous to eq. 3.18), the galaxy-host
mass function (nGHMF; analogous to eq. 3.19), and the galaxy duty cycle
(εGDC; analogous to 3.22).

In Sec. 3.2.1, we write down explicitly the quasar/galaxy conditional
luminosity functions adopted in this work7, and provide more details on how
to connect the quantities defined here to observations.

3.B Appendix: Results for the fitting of the
halo cross-correlation functions

As described in Sec. 3.2.2, we compute the cross-correlation functions
between z ≈ 6 halos in different mass bins, ξh(Mj ,Mk; r), and then fit the
results with a suitable parametrization of the radial and mass dependences.
The details of the fitting are summarized in the main text and described at
length in P24. Here, we focus on the results of these fits, comparing them to
the actual correlation functions computed numerically from simulations and
discussing their validity in the context of the problem we are facing here.

Figure 3.6 displays the overall results of the fit. The first two rows display
the resulting fitting function (ρfit(ν(Mj), ν(Mk), r) = ξh(Mj ,Mk; r)/ξref(r),
where ξref(r) is a reference correlation function, see main text for details).
Each panel in these rows show the values of ρfit(ν(Mj), ν(Mk), r̄) as a
function of the two masses Mj and Mk at a different scale r̄. The last two
rows show the relative difference (ρ/ρfit − 1) between our fit and the values
of ρ(ν(Mj), ν(Mk), r) = ξh(Mj ,Mk; r)/ξref(r) obtained from the simulation.
According to these figures, our simple analytical framework can describe
the behavior of cross-correlation functions for a wide range of masses and
scales with a good degree of accuracy (≲ 5− 10%). This level of accuracy is
sufficient for the data we aim to reproduce here, as both the auto-correlation
function of quasars and the quasar-galaxy cross-correlation functions are
only known at the 30%− 100% level. The most constrained quantity is the
galaxy auto-correlation function, which is however still uncertain at more
than ≳ 10% (Sec. 3.3.1).
7Note that these functions depend on the specific population of “quasars” and “galaxies”
we model, as well as on the definition of their luminosity, L. We refer to Sec. 3.2.1 for
more details.
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The only notable exception for which our fit doesn’t perform well is the
case of high masses (log10 Mj,k/M⊙ ≈ 11.5) and small scales (r ≲ 0.5 cMpc).
However, this behavior is expected as high-mass halos are quite rare, and
hence the measured correlation functions suffer in general from significant
shot noise. At small scales this is worsened by the fact that the correlation
function is dominated by the clustering of satellite halos, which are in general
less massive than log10 M/M⊙ ≈ 11− 12. As a result, the cross-correlation
functions of very massive systems drop at r ≲ 0.5 cMpc because of halo
exclusion. Our fit hinges upon a smooth dependence of the correlation
functions on mass and radius, and it is not able to capture halo exclusion
properly. Nonetheless, this is not an issue for our analysis, because the data
we aim to fit do not probe this specific regime: the auto-correlation function
of quasars from Arita et al. (2023) is only measured at very large scales (r ≳
40 cMpc), while the quasar-galaxy cross-correlation function and the auto-
correlation function of galaxies from E24 are dominated by the contribution
of galaxies, which live in relatively low mass halos (log10 M/M⊙ ≈ 10.5− 11;
see Section 3.4).

Figure 3.7 shows two more comparisons between the cross-correlation
functions extracted from the simulation and our fitting functions. In the
left panel, we show the cross-correlation terms ξh(M,M̃, r) as a function of
radius, for different values of the mass M . The mass M̃ is chosen to represent
the bin log10 M/M⊙ = 10.5 − 10.75. Errors on the values extracted from
simulations are Poissonian (Sec. 3.2.2). Note that to properly reproduce the
correlations measured in simulations, we select halos in each mass bin and
weigh the fitting functions according to the mass distribution of halos (i.e.,
the halo mass function). In this way, we can take into account the actual
distribution of halo masses in our fitting framework. Overall, we confirm
that the fits and the values from simulations agree at the ≈ 5− 10% level,
with the expected exception of the most inner bin.

The right panel of Figure 3.7 shows the halo auto-correlation functions
for each mass bin, ξh(M,M, r). As already mentioned above, we note that
the accordance between fits and simulations is again satisfactory with the
notable exceptions of large halo masses – for which halos are rare and the
measured correlation functions are noisy – and small scales – for which halo
exclusion plays an important role and our fit is not able to capture it properly.
Overall, this visual comparison between simulations and fits confirms the
fact that our framework can properly reproduce cross-correlation functions
at all scales, as well as auto-correlation functions, with the exception of the
high mass bins at small scales.
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Figure 3.7: Left: Cross-correlation functions of halos in different mass bins, ξh(M, M̃, r),
at z ≈ 6. The mass M̃ is set to correspond to the log10 M/M⊙ = 10.5− 10.75 bin, while
the other mass is varied according to the color scale. Values extracted from simulations are
shown as data points, with error bars given by the Poissonian statistics of pair counting
(see Sec. 3.2.2). Solid lines represent the fitting functions to these simulated values.
Relative differences between the fit and the simulation are shown in the bottom panel.
Right: Same as the left panel, but for the auto-correlation functions of halos in different
mass bins, ξh(M,M, r).

3.C Appendix: Interpreting the auto-correlation
measurements of z ≈ 6 quasars

In this Section, we analyze the data concerning the quasar auto-correlation
function from Arita et al. (2023). As detailed in Sec. 3.3.1, we decided to
leave this dataset out of the joint fit performed in the main analysis because
we realized that its constraining power was less strong than expected. In
particular, we found that using only the Arita et al. (2023) data, we were
not able to place significant constraints on any of our model parameters.

For this reason, we use here a much simpler model that should make
the interpretation of the data straightforward. In particular, we choose to
parameterize the quasar-host mass function (QHMF) in the following way:

nQHMF(M) = εDCnHMF(M)Θ(log10 M − log10 Mmin), (3.23)

with εQDC being the duty cycle and Θ the Heaviside step function. In
practice, we assume a simple “step-function” halo occupation distribution
(HOD) model, depending only on one single parameter, the minimum host
mass, Mmin (the duty cycle εQDC is completely irrelevant for clustering
measurements).

For every value of Mmin, we can take the resulting QHMF and use it
to compute the quasar auto-correlation function, ξQQ(r), according to eq.
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3.6. With a simple integration along the radial direction (eq. 3.9), we can
then obtain the projected auto-correlation function, wp,QQ(rp), which can be
compared directly with the Arita et al. (2023) data.

As detailed in Sec. 3.2.2.3, our model for the correlation functions consists
of two components: a fit to simulations, ξh,fit, and a prediction based on the
linear halo bias formalism, ξh,lin (eq. 3.14). The former is used to model the
small-scale clustering (r ≲ 20 cMpc), while the latter is used to regularize
the behaviour of simulations at large scales (r ≳ 20 cMpc). The key point,
here, is that the Arita et al. (2023) data we aim to interpret cover only very
large scales, with the innermost bin at r ≈ 40 cMpc. For this reason, we can
safely assume that our model is entirely in the linear theory regime, and
assume ξh = ξh,lin. In other words, the model we discuss in this context is
not unique to our simulations; instead, it is very general and solely based on
the linear growth of structures in a ΛCDM cosmology.

The left panel of Fig. 3.8 shows the predictions for the projected correla-
tion function according to our “linear theory” model, for different values of
the minimum host mass Mmin. These are compared with data in a quanti-
tative way by determining the χ2 statistics for each Mmin in the left panel
of Fig. 3.8. The χ2 is computed by taking into account the covariances
between different data points. We see that we obtain values of the χ2

in the range χ2 ≈ 6 − 7, which are perfectly compatible with data and
translate into reduced chi-squared values of ≈ 1.5− 1.75. There is a slight
preference in our model for smaller values of the minimum host mass, but
the measurement is not statistically significant for any reasonable values of
log10 Mmin/M⊙ ≲ 13.5.

The conclusion obtained here in the context of our model differs from
the one found by Arita et al. (2023), who analyzed the same data and
measured a rather high value of the characteristic host halo mass for quasars
at z ≈ 6, i.e., log10 M/M⊙ = 12.9+0.4

−0.7. The striking difference between our
conclusions and the ones in the Arita et al. (2023) analysis may reside in the
different assumptions made for the shape and normalization of the correlation
functions. While we assume physically-motivated halo correlation functions
that follow linear theory, and convert these into a quasar-correlation function
in a second step, Arita et al. (2023) parametrize the quasar auto-correlation
function directly by assuming a power-law shape with a slope of −1.8 and a
normalization set by the quasar auto-correlation length, r0,QQ. The results
for this parametrization are also shown in Fig. 3.8 with green shadings
(with the corresponding chi-squared values shown in the right panel). It is
quite interesting to see that the power-law shaped models for the quasar
auto-correlation functions reach a better agreement with the data than the
linear theory ones, with a minimum χ2 ≲ 5 corresponding to large values of
the auto-correlation length (r0,QQ ≈ 20− 50 cMpc), in agreement with the
findings of Arita et al. (2023).
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We conclude by noting that our model presented in the main analysis
(Sec. 3.4) is compatible with the data from Arita et al. (2023). Indeed, if
we take the best-fit parameters from Fig. 3.1 and compare the prediction
for the quasar auto-correlation function with data we find a value for the
chi-square of χ2 ≈ 6, which is consistent with the discussion above and
implies a good match with observations. This implies that the Arita et al.
(2023) measurements are perfectly compatible with the clustering constraints
from JWST (E24). However, the Arita et al. (2023) data are very uncertain
and limited only to very large scales. As a consequence, they result in rather
weak constraints that – as shown in this Section – are very sensitive to
the exact prescription made for the shape of the quasar auto-correlation
function.

3.D Appendix: Quasar-host halo masses with
a uniform luminosity threshold

As discussed in Sec. 3.5.1, the quasar host mass functions (QHMFs) shown
in Fig. 3.5 are obtained by setting a luminosity threshold for modeling
quasar clustering that varies with redshift according to the one employed
in observations. Here, we show (Fig. 3.9) the effect of setting a uniform
luminosity threshold of log10 Lthr/erg s

−1 = 46.7 at all redshifts. This
threshold corresponds to the one employed at z ≈ 4, so the z ≈ 4 results
are the same as in Fig. 3.5. The QHMF at z ≈ 2 (z ≈ 6) shifts to higher
(lower) masses respectively, due to the different quasar population probed
by the Eftekharzadeh et al. (2015) (E24) data. This effect, however, is not
strong enough to impact in any relevant way the discussion on the evolution
of quasar properties with redshift made in Sec. 3.5.1.
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