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CHAPTER 2

The role of animacy in language production:

evidence from bare noun naming

This article is published as: Wang, Y., Witteman, J., & Schiller,
N. O. (2024). The role of animacy in language production: evi-
dence from bare noun naming. Quarterly Journal of Experimental
Psychology, 78(7), 1461-1473
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Abstract: According to Levelt’s language production model,
to name an object, speakers must first conceptualise and lexicalise
the object before its name can be articulated. Conceptualisation is
conducted through the semantic network that exists at the concep-
tual level, with the highly activated concept(s) activating lexical
items at the lemma level, that is, lexicalisation. So far, research
focused mostly on semantic categories (i.e., semantic interference)
but less so on animacy—a concept that is correlated with semantic
categories. To investigate the role of this semantic feature in lan-
guage production, we conducted a picture-word interference study
in Mandarin Chinese, varying animacy congruency and controlling
for classifier congruency while recording behavioural and electro-
physiological responses. We observed an animacy interference effect
together with a larger N400 component for animacy-incongruent
versus congruent picture-word pairs, suggesting animacy-congruent
concepts may be in closer proximity and hence lead to a stronger
spreading of activation relative to animacy-incongruent concepts.
Furthermore, a larger P600 component was observed for classifier-
incongruent versus classifier-congruent picture-word pairs, suggest-
ing syntactically driven processing of classifiers at the lemma level.

Keywords: Language production; animacy; Mandarin Chinese clas-
sifiers; picture-word interference; bare noun naming; N400; P600
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2.1 Introduction

To produce a message, speakers must select appropriate words.
Among these words are nouns, which have a semantic category as-
sociated with them. Semantic categories (e.g., animals, body parts,
furniture, etc.) are collections of concepts that share more elemen-
tary semantic features such as shape or animacy. Animacy is the
“aliveness” of the referent denoted by the noun, and it is consid-
ered to be hierarchical, spanning from “human” (animate) to, e.g.,
“table” (inanimate) (McRae et al., 2005; Stefanovic, 2000). How-
ever, for practical reasons, it is commonplace to regard animacy in
a binary form, with nouns being either animate (referring to living
entities) or inanimate (non-living entities) (Sá-Leite et al., 2021).

A possible way to experimentally study speech production is to
employ the picture–word interference (PWI) paradigm ((Pellegrino
et al., 1977)). In PWI, participants are presented with a picture of a
target word superimposed with a written distractor word and asked
to overtly name the target noun while ignoring the superimposed
written distractor word. A critical finding from previous studies is
that naming a target word and being presented with a categorically
related distractor word (e.g., naming the picture of a “DOG” with
“cat” being the distractor) takes longer than naming the same tar-
get but being presented with a categorically unrelated distractor
word (e.g., “chair”), that is, the semantic interference effect (Bürki
et al., 2020; Collins & Loftus, 1975; Greenham et al., 2000; Levelt,
1999).

This finding of semantic interference effects has been accounted
for by a prominent theoretical framework of language production
developed by Levelt et al. (1999). Levelt’s model assumes three
sequential strata of language production: the conceptual/semantic
stratum, the lemma stratum, and the phonological word-form stra-
tum. At the conceptual level, the model proposes that holistic nodes
(i.e., semantic representations of words) are connected by a seman-
tic network. The links among the nodes in the semantic network re-
sult in the spreading of activation from the intended word to other
(unintended) words (Bürki et al., 2020; Levelt, 1999; Levelt et al.,



12 The lexico-semantic representation of words

1999; Roelofs, 1992, 1993, 1996). As categorically related words are
connected with the same superordinate/hyperonym and are there-
fore located relatively closer to one another in the semantic network
compared with categorically unrelated words, a stronger spreading
of activation will occur for categorically related words compared
with unrelated words (Levelt, 1999; Levelt et al., 1999; Roelofs,
1992, 1993, 1996). Such proximity-driven spreading of activation al-
lows categorically related words but not categorical unrelated words
to be passed down (from the conceptual level to the lemma level)
(Collins & Loftus, 1975) and then activate their corresponding lem-
mas. Here, a lemma denotes a modality-free lexical representation
intermediating between the conceptual/semantic and phonological
strata, including the syntactic information of a lexical item, for ex-
ample, its syntactic word class (noun, verb, adjective, etc.) or its
grammatical gender (masculine, feminine, neuter, etc.). All acti-
vated lemmas then compete for the final lexical selection, denoted
as lemma-level competition (originating from the conceptual level).
The lemma level competition reflects a semantically driven inter-
ference effect, that is, lower naming accuracies and/or longer nam-
ing latencies combined with a larger N400 effect (see the “Study
of language production: electrophysiology” section) when naming a
target picture under categorically related versus unrelated contexts.

However, the construct of a semantic network itself is currently
underspecified (Caramazza, 1997; Levelt et al., 1999; Roelofs, 1992,
1993, 1996)—so far, in Levelt’s model, the only assumption about
the network is that words of the same semantic category are in closer
proximity to each other than words of different semantic categories
(Bürki et al., 2020; Levelt, 1999; Levelt et al., 1999; Roelofs, 1992,
1993, 1996). These semantic categories are typically correlated with
some semantic features, such as shape and animacy (Hutchison,
2003; McRae et al., 1997). Thus, the observed effects of semantic
categories might to some extent reflect the role of these seman-
tic features. That is, words sharing some semantic features might
also have their nodes located in relatively closer proximity in the
semantic network, similar to words of the same semantic categories.

In previously reported work, longer naming latencies in object
naming tasks have been found under shape-congruent relative to
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incongruent contexts (De Zubicaray et al., 2018; Gauvin et al.,
2019), meaning that semantic features indeed play a role in speech
production. These results were interpreted as shape-congruent dis-
tractor words spreading activation to the lemma level, leading to
lemma-level competition, similar to semantic category interference
(De Zubicaray et al., 2018; Gauvin et al., 2019). However, these
studies did not specify how overlap in shape results in the inter-
ference effect from a semantic network perspective. We posit that
the shape congruency effect occurs because shape-congruent words
have their nodes in closer proximity than shape-incongruent words
in the semantic network. However, it remains unclear whether the
results of the semantic feature “shape” can be generalised to other
semantic features considering that animacy is a more intricate fea-
ture than shape.

In this study, we investigated the role of “animacy” in language
production in Mandarin Chinese. The semantic features (e.g., shape
and animacy) of a noun in Mandarin Chinese, to some extent, de-
termine the choice of its compatible classifiers (11th edition, Lin-
guistics Institute of the Chinese Academy of Social Sciences, 2011).
For instance, an entity being animate, such as 苍蝇(/cang1ying2/,
“fly”) or大象(/da4xiang4/, “elephant”), results in a large chance of
being compatible with classifiers such as只(/zhi1/) and/or头(/tou
2/) (Liu et al., 2019). The classifier-incongruent conditions in PWI
have been reported to have a significantly more negative N400 ef-
fect (see the “Study of language production: electrophysiology” sec-
tion for detailed information on electrophysiological components)
but no significant behavioural difference from classifier congruent
conditions (Wang et al., 2019). This reported role of classifiers in
electrophysiological responses makes studying the animacy effect in
Mandarin Chinese slightly more complex than in other languages
(Liu et al., 2019; Wu & Bodomo, 2009) and necessitates control-
ling classifiers when investigating the animacy electrophysiological
effect in Mandarin Chinese.

It is important to note that the concept of lemma-level com-
petition is based on the assumption that only the eventually se-
lected lemma can be activated at the phonological word-form stra-
tum. This assumption applies to Levelt’s model but not necessar-
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ily to other language production models such as interactive models
(e.g., Dell, 1986, 2013) and cascaded models (e.g., Caramazza, 1997;
Navarrete & Costa, 2005; Peterson & Savoy, 1998).

2.1.1 Study of language production: electrophys-
iology

Electrophysiological evidence has long been employed by researchers
to obtain time-course information during language production. Of-
ten, the N400 and P600 components are investigated.

The N400 is a negative deflection primarily centred over the
centroparietal regions and observed between 250 and 500 ms af-
ter stimulus onset. It exhibits a maximum at approximately 400
ms post-stimulus onset (Kutas & Hillyard, 1980a, 1980b, 1984).
It has been proposed as an indicator of semantic integration, as-
sisting speakers in the appropriate selection of words to fit within
the context. Several studies have reported larger N400 effects for
naming objects under categorically unrelated against related con-
texts in object naming tasks (Blackford et al., 2012; Greenham
et al., 2000; Wang et al., 2019). Some researchers concluded that
this N400 effect was due to lemma-level competition resulting from
strong conceptual-level activation (Costa et al., 2009; Wang et al.,
2019).

Finally, the P600 component is a positive-going deflection cen-
tred around the centroparietal regions, having an onset around 500
ms post-stimulus onset and peaking around 600 ms post-stimulus
onset (Osterhout & Holcomb, 1992). It has been proclaimed as an
indicator of syntactic processing (Hagoort & Brown, 2000; Popov
et al., 2020).

In summary, the N400 and P600 components have been reported
as reflections for lemma-level competition in Levelt’s model. How-
ever, the N400 is semantically driven, for example, semantic cate-
gories and/or animacy, while the P600 is syntactically driven, for
example, the syntactic element of classifiers (Blackford et al., 2012;
Costa et al., 2009; Greenham et al., 2000; Wang et al., 2019).
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2.1.2 The current study

In the current study, to investigate the role of animacy in language
production independent of semantic categories (Lupker, 1979; Lup-
ker & Katz, 1981), we manipulated the congruency (congruent vs.
incongruent) of animacy together with the dominant Mandarin Chi-
nese classifier in PWI while only including inanimate–inanimate
target–distractor pairs in the animacy-congruent conditions. If words
sharing animacy indeed have their nodes located in closer proxim-
ity in the semantic network similar to semantic categories, as per
our hypothesis, we predict the following: at the behavioural level,
we predict lower naming accuracies and/or longer naming latencies
under animacy-congruent conditions relative to incongruent ones
at the behavioural level. Second, in accordance with the results of
Wang et al. (2019), we predict a more negative amplitude between
275 and 575 ms post-stimulus onset under animacy-incongruent
conditions relative to congruent conditions (i.e., an N400 effect).
Regarding classifiers, we predict identical results as Wang et al.
(2019) in the current study. That is, there is no behavioural domi-
nant classifier congruency effect but a more negative amplitude in
the 275–575 ms time window (i.e., an N400 effect) for classifier-
incongruent against classifier-congruent conditions.

2.2 Methods

2.2.1 Participants

Thirty-three (two of which were excluded in the later analysis) na-
tive Mandarin Chinese speakers (aged 18–35) in the Netherlands
gave informed consent to participate in this experiment. All par-
ticipants had normal or corrected-to-normal vision, had earned (or
were studying for) a university degree, and had no self-reported
history of neurological/psychological impairments or language dis-
orders. Each participant received e 10 for their participation. This
study was approved by the ethics committee of the Faculty of Hu-
manities at Leiden University. The combination of number of par-
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ticipants and target words (i.e., number of observations per condi-
tion) was 1,302, resulting in larger statistical power than previous
comparable studies (De Zubicaray et al., 2018; Gauvin et al., 2019;
Wang et al., 2019).

2.2.2 Materials

We selected 42 black-and-white line drawings, taken from Severens’
picture database (37 pictures) (Severens et al., 2005) or designed
them ourselves (five pictures, i.e., the pictures of doll, earring, snow-
man, dustpan, and plug) that use the target nouns (disyllabic words)
as their names. Every picture was displayed four times with a writ-
ten distractor noun in each condition. The distractor nouns are se-
lected on the basis of their animacy and the (dominant) Mandarin
Chinese classifier congruency with the target nouns. The frequency
of distractors was obtained according to the Modern Chinese Fre-
quency Dictionary (1998) (C. R. Huang et al., 1998). The use of the
(dominant) Mandarin Chinese classifiers for nouns and the number
of distractor noun strokes were validated using the Xinhua dic-
tionary (11th edition, Linguistics Institute of Chinese Academy of
Social Sciences, 2011). There was no significant difference in word
frequency and visual complexity (numbers of strokes) among the
four conditions; for word frequency, F (3, 164) = 2.1342, p = .10 ;
for number of strokes, F (3, 164) = .5622, p = .64. Distractors have
no orthographic or phonological relationship with the target picture
names.

2.2.3 Experimental design and procedure

As shown in Table 2.1 , this experiment adopted a two-by-two full
factorial within-subject within-item (where item is used to repre-
sent a target noun and hence item and subject are crossed random
variables) orthogonal experimental design: animacy (A) and the
dominant Mandarin Chinese classifier (C) are the two factors, while
congruent (+) and incongruent (-) are the two levels. Therefore, in
total, we have four conditions: A+C+, A+C-, A-C+, and A-C-. In
each trial, the black-and-white picture has a distractor (from one of
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the four conditions) superimposed on the centre of the picture. Con-
sequently, each participant saw the 42 images four times, resulting
in 168 trials. These trials were presented pseudo-randomly.

Table 2.1: An example of a target picture presented with distractor
nouns under each condition.

Condition
Target picture nouns A+C+ A+C- A-C+ A-C-

纸袋, paper bag,
/zhi3dai4/

classifier, 个, /ge4/

Distractor
coaster

/bei1dian4/
castle

/cheng2bao3/
baby

/bao3bao3/
leopard
/bao4zi/

Classifier of
the distractor

个/ge4/ 座/zuo4/ 个/ge4/ 只/zhi1/

The experiment comprised three successive sessions: a famil-
iarisation session, a practice session, and an experimental session.
In the familiarisation session, each picture was presented for 3 s
with its target name below it. Participants were required to view
the images and their corresponding target names. In the practice
session, each picture was presented with the string “XXX” superim-
posed on the target picture. The participants were asked to produce
the target name of the picture correctly and overtly while ignoring
the superimposed string “XXX.” Responses that deviated from the
target nouns were corrected by the experimenter after the second
session had completed. In the experimental session, the 168 trials
were pseudo-randomly divided into two blocks with a short break
between them. The length of the break was determined by the par-
ticipant. The first four trials of each block are always practice trials
and not included in further analyses. In each trial, a fixation point
(“+”) was presented for 300 ms, followed by a blank screen (200
ms), a picture with a distractor (3,000 ms), and finally, another
blank screen (500 ms) before the subsequent trial began.

The entire task was presented by E-prime Version 2. In the ex-
periment, participants sat in front of a computer screen in a dimly
lit room and were required to name the pictures using the cor-
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responding bare nouns as fast and accurately as possible. Vocal
responses and electroencephalograms (EEG) were recorded simul-
taneously.

2.2.4 Audio and electroencephalogram (EEG)
recordings

The vocal response was recorded via E-prime using online scripts
during the entire trial. EEG data were recorded via BrainVision
Recorder software (Version 1.23.0001) from Brain Products GmbH.
We used a 32-channel EasyCap electrode on the standard scalp sites
of the comprehensive international 10/20 system. Six external elec-
trodes were used to measure the vertical electrooculogram (VEOG,
placed above and below the left eye), the horizontal electrooculo-
gram (HEOG, placed in the external canthus of each eye), and the
mastoids (placed at the mastoids). Impedance was controlled and
kept below 5 kΩ, and the sampling rate was 1,024 Hz using actiCAP
Control Software (Version 1.2.5.3).

2.2.5 Data analysis

Behavioural data analysis : Trials including incorrect or incomplete
vocal responses within 3,000 ms were regarded as failure to respond
and excluded from further analysis. Naming latencies for correct
trials were extracted from the sound recordings using Praat ver-
sion 6.1.09 (Boersma, 2007) that measure the length of the time
interval between target onset and voice onset (verified manually
and adjusted if necessary). Trials with naming latencies larger than
3 SDs from the individual subject and item mean were excluded
(1.03% of all data, 1.31% for C+A+, 1.24% for C-A+, 0.84% for
C+A-, and 0.75% for C-A-). Naming accuracies and naming laten-
cies were analysed using the glmer() function in the lme4 library
(version 1.1-29) in R (version 4.1.1) with binomial and gamma (with
identity link) distributions for the accuracies and latencies, respec-
tively (Lo & Andrews, 2015). The frequency and number of strokes
of distractor nouns were first mean-centred and then included as
(fixed) nuisance variables to control potential confounds (Welham
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et al., 2014). Animacy and classifier congruency (congruent vs. in-
congruent) were included as sum-coded (-1 vs. 1) fixed factors. The
maximal random effect structure was used as the starting model
for the backward elimination strategy, where the BIC, AIC (Kuha,
2004), and/or likelihood ratio tests (Lewis et al., 2011) were em-
ployed as criteria for model selection (Bates et al., 2014; Bates,
2007). When nonconvergence or singular issues occurred, the ran-
dom effect structure was simplified until the model converged (Barr
et al., 2013). The model and its assumptions were checked by visu-
alising the residuals and model predicted values.

EEG data analysis
EEG data preprocessing : We also excluded trials including in-

correct or incomplete vocal responses within 3,000 ms (failed trials)
in the electrophysiological data analysis. The MATLAB 2017b tool-
box EEGLab 14 0 0b (Delorme & Makeig, 2004) was used for the
off-line preprocessing of the EEG data, which included the follow-
ing: re-referencing, band-pass filtering, notch filtering, resampling,
extracting epochs, baseline correction, bad channel interpolation,
visual trial rejections, removing artefacts, and automatic trial re-
jection. Re-referencing was performed based on the average of both
mastoid electrodes. A band-pass filter was applied from 0.1 to 30
Hz, and a notch filter was applied from 48 to 52 Hz to decrease
power line noise interference (Ahmad et al., 2012). Resampling was
performed from 1,024 to 256 Hz to compare with previous studies
(i.e., Wang et al., 2019). Epochs from 200 to 700 ms were com-
puted with 200 to 0 ms prestimulus intervals as baseline correction.
Interpolation was carried out on noisy channels. Visual trial rejec-
tion was used to remove trials with noisy or large fluctuations in
amplitude. Removing artefacts was performed via ICA to remove
possible noise sources, including cardiac signals, muscle contrac-
tion, and eyeball movement. ADJUST v 1.1.1 was used to recognise
these types of noise (Mognon et al., 2011). Finally, automatic trial
rejection was performed on trials with an amplitude of more than
±100 µV. Participants with more than 2/3 rejected trials were not
included for further analysis. As a result, we had 31 participants
for further analysis.
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A priori amplitude analyses :We conducted statistical modelling
on a priori selected time windows and electrodes based on pre-
vious literature (i.e., Wang et al., 2019). They are electrodes F3,
FC1, FC5, C3, CP1, CP5, P3, PO3, F4, FC2, FC6, C4, CP2, CP6,
P4, and PO4 in the 275–575 ms time window. In greater detail,
we grouped the electrodes according to their location, that is, left
parietal central, left frontal central, right parietal central, and right
frontal central. The lmer() function in the lme4 1.1-29 library in
R version 4.1.1 was used for statistical modelling, and that of the
lmerTest version 3.1-3 library was used to obtain the p-values. The
amplitudes at 275–575 ms on F3, FC1, FC5, C3, CP1, CP5, P3,
PO3, F4, FC2, FC6, C4, CP2, CP6, P4, and PO4 were included
as response variables. The location of electrodes, that is, left pari-
etal central, left frontal central, right parietal central, and right
frontal central, was included in the fixed variables. Otherwise, the
statistical modelling is the same as that previously described in the
“Behavioral data analysis” section.

Exploratory permutation-based cluster mass analyses (200 to
700 ms): In addition, a mass univariate cluster permutation test
was performed to explore the full temporo-spatial extent of ani-
macy effects. First, a permutation test for a linear mixed model
with threshold-free cluster enchantment (TFCE) as type I error
correction was conducted (E = 0.66, H = 2, see Smith & Nichols,
2009) to identify time windows and channels that detect an effect
across the combined four levels of the two main effects (Visalli et al.,
2024). The formula of the linear mixed model in the permutation
test is: Amplitude ∼ Number of Stroke + Frequency of distractor
+ Condition (the combined four levels of the two main effects) +
(1 | participant) + (1 | item). The family-wise error for the cluster
permutation test was set at 5%. It is important to note that, in this
study, the final few milliseconds pose confounding issues because of
the overlap between the articulation and manipulated conditions.
Therefore, empirical distribution of the TFCE values was obtained
with the peaked values from before 500 ms post stimulus onset
(Smith & Nichols, 2009), which was the lower bound of naming la-
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tencies, to avoid motor artefacts from articulation. With the time
window and electrodes obtained from the mass univariate cluster
permutation, a linear mixed model will be performed for follow-up
analysis, as explained in the “A priori amplitude analyses” section.

2.3 Results

2.3.1 Behavioural data analysis results

The error rates for each condition are as follows: 4.08% (C-A-),
3.71% (C-A+), 3.14% (C+A-), and 3.68% (C+A+). The average
error rate across the four conditions is 3.65%. The descriptive re-
sults are shown in the Appendix 2.

Regarding naming accuracies, as presented in Table 2.2, a gen-
eralised (binomial) mixed-effects model showed neither an effect
of animacy (β = 0.014, 95% CI = [-0.138,0.166], SE = 0.077,
z = 0.182, p = .855) nor of classifier (β = −0.080, 95% CI =
[-0.233, 0.072], SE = 0.077, z = −1.034, p = .301) nor an inter-
action effect (β = −0.072, 95% CI = [-0.220, 0.077], SE = 0.076,
z = −0.947, p = .343).

Table 2.2: Detailed information on the best fitting model for naming
accuracies

Formula: Naming accuracies ∼ Number of strokes + Frequency of the
distractor + Animacy congruency (congruent vs. incongruent) *

Classifier congruency (congruent vs. incongruent) + (1 | subject) +
(1 | item)

Fixed effects Estimate
95% CI

[low, high]
z-valuePr(> |z|)

(Intercept) 4.213 [3.074, 5.075] 8.859 < 0.001
Number of strokes 0.010 [-0.176, 0.196] 0.106 0.916
Frequency of the distractor 0.030 [-0.172, -0.232] 0.294 0.769
Animacy incongruent 0.014 [-0.138, 0.166] 0.182 0.855
Classifier incongruent -0.08045 [-0.234, 0.072] -1.034 0.301
Animacy incongruent:
Classifier incongruent

-0.072 [-0.077, 0.220] -0.947 0.343

Random effects
σ2 1.000
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τitem 1.389
τparticipant 0.874
Nitem 42
Nparticipant 31
ICC 0.450
Observations 4,960
Marginal/Conditional R2 0.002/0.451

As for the naming latencies for correct responses, as shown in
Figure 2.1 and Table 2.3, a generalised linear mixed-effects model
with the gamma distribution and identity link showed that animacy-
incongruent conditions exhibit statistically shorter naming laten-
cies than congruent conditions (β = −5.642, 95% CI = [-10.649,
-0.632], SE = 2.555, z = −2.208, p = .028), but neither the classi-
fier (β = −0.682, 95% CI = [-5.692, 4.331], SE = 2.563, z = −0.266,
p = .790) nor the interaction (β = −0.041, 95% CI = [-4.884, 4.801],
SE = 2.47091, z = −0.017, p = .987) effect are significant.

Table 2.3: Detailed information on the best fitting model for naming
latencies

Formula: Naming latencies ∼ Number of strokes + Frequency of the
distractor + Animacy congruency (congruent vs. incongruent) *
Classifier congruency (congruent vs. incongruent) + (1 | subject) +
(1 | item)

Fixed effects Estimate 95% CI z-value Pr(> |z|)
(Intercept) 904.275 [887.335, 908.492] 104.471< 0.001
Number of strokes -1.397 [-7.027, 4.233] -0.486 0.627
Frequency of the
distractor

-6.765 [-12.031, -1.499] -2.518 0.012 *

Animacy incongruent -5.642 [-10.649, -0.632] -2.208 0.028 *
Classifier incongruent -0.682 [-5.692, 4.331] -0.266 0.790
Animacy incongruent:
Classifier incongruent

-0.041 [-4.884, 4.801] -0.017 0.987

Random effects
σ2 0.057
τitem 43.617
τparticipant 48.643
Nitem 42
Nparticipant 31
ICC 1.000
Observations 4,653
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Marginal/Conditional R2 0.020 / 1.000

Figure 2.1: Naming latencies across the conditions of animacy and
classifier congruency.
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2.3.2 EEG data analysis results

Planned analyses

The amplitude for a priori selected channels in the 275–575 ms
time window shows that (a) animacy-incongruent conditions have
a significantly more negative amplitude compared with congruent
conditions (β = −0.047, 95% CI = [-0.053, -0.041], SE = 0.003,
t = −14.292, df = 5,359,000, p < .001); (b) classifier-incongruent
conditions have a significantly more positive amplitude relative to
the congruent conditions (β = 0.034, 95% CI = [0.028, 0.041], SE
= 0.003, t = 10.588, df = 5,535,000, p < .001); and (c) a significant
interaction effect between animacy and classifier (β = −0.007, 95%
CI = [-0.013, -0.001], SE = 0.003, t = −2.217, df = 5,551,000,
p = .027).

Inspection of the means predicted by the model revealed that
(see Figure 2.2 and Table 2.4) the mean amplitude for the animacy-
incongruent conditions (estimated marginal M: 1.265 µV) is more
negative than that for the animacy-congruent conditions (estimated
marginal M: 1.359 µV). Regarding the classifier-congruency effect
(see Figure 2.3 and Table 2.4), the estimated marginal mean am-
plitude for the incongruent conditions (1.346 µV) is more posi-
tive than that for the classifier-congruent conditions (1.278 µV).
Regarding the interaction, inspection of the estimated cell means
(Figure 2.4 and Table 2.4) showed that the classifier-congruency ef-
fect was larger when animacy was congruent compared with when
animacy was incongruent.
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Table 2.4: Results for 275–575 ms window for electrodes F3, FC1,
FC5, C3, CP1, CP5, P3, PO3, F4, FC2, FC6, C4, CP2, CP6, P4,
and PO4

Formula: Amplitude ∼ Strokes + Distractor frequency + Location
(left parietal central vs. left frontal central vs. right parietal central
vs. right frontal central) + Animacy (congruent vs. incongruent) *
Classifier (congruent vs. incongruent) + (1 | participant) + (1 | item)

Fixed effects Estimate 95% CI z Pr(> |z|)
(Intercept) 1.312 [0.911, 1.713] 6.606 < 0.001
Strokes -0.052 [-0.059, -0.045] -13.761 < 0.001∗∗∗

Distractor frequency -0.029 [-0.037, -0.021] -7.395 < 0.001∗∗∗

left parietal central -1.707 [-1.725, -1.689] -188.952< 0.001∗∗∗

right parietal central 0.005 [-0.012, 0.023] 0.606 0.545
right frontal central -1.700 [-1.718, -1.682] -188.159< 0.001∗∗∗

Animacy incongruent -0.047 [-0.053, -0.041] -14.292 < 0.001∗∗∗

Classifier incongruent 0.034 [0.028, 0.041] 10.588 < 0.001∗∗∗

Animacy incongruent:
Classifier incongruent

-0.007 [-0.013, -0.001] -2.217 0.0266*

Random effects
σ2 56.695
τitem 0.192
τparticipant 1.090
Nitem 41
Nparticipant 31
ICC 1.000
Observations 5,558,336
Marginal / Conditional R2 0.013 / 0.033
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Figure 2.2: Mean amplitude of all selected electrodes (F3, FC1,
FC5, C3, CP1, CP5, P3, PO3, F4, FC2, FC6, C4, CP2, CP6,
P4, and PO4) for animacy-congruent versus animacy-incongruent
conditions from 200 to 700 ms after stimulus onset, shadowed in
275–575 ms.

Figure 2.3: Mean amplitude of all selected electrodes (F3, FC1, FC5,
C3, CP1, CP5, P3, PO3, F4, FC2, FC6, C4, CP2, CP6, P4, and
PO4) for classifier congruent versus incongruent conditions from
200 to 700 ms after stimulus onset, shadowed in 275–575 ms.



The role of animacy in language production: evidence from bare
noun naming 27

Figure 2.4: Mean amplitude of all selected electrodes (F3, FC1, FC5,
C3, CP1, CP5, P3, PO3, F4, FC2, FC6, C4, CP2, CP6, P4, and
PO4) for classifier congruent versus incongruent conditions from
200 to 700 ms after stimulus onset, shadowed in 275–575 ms.

Results of exploratory permutation-based TFCE analyses

A mass univariate cluster permutation test was performed using a
linear mixed model (Amplitude ∼ Number of Stroke + Frequency
of distractor + Conditions (the combined four levels of the two
main effect) + (1 | participant) + (1 | item) and TFCE to control
the family-wise error at 5% (shown in Figure 2.5). The significant
cluster reported in the mass univariate cluster permutation test oc-
curs in the centroparietal area and spans 400–500 ms after stimulus
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onset. On this basis, CP6, C4, and FC6 were selected for further
analysis.

Figure 2.5: Results of the permutation test across all electrodes
from 200 to 700 ms after stimulus onset. The highlighted regions
are CP6, C4, and FC6 in the time window of 400–500 ms

For the cluster highlighted in Figure 2.5, the mixed model yielded
the same result in the planned analysis. That is, (a) animacy-
incongruent conditions have a significantly more negative effect
compared with animacy-congruent conditions (β = −0.197, 95%
CI = [-0.223, -0.172], SE = 0.013, t = −15.158, df = 325,500,
p < .001);

Inspection of the means predicted by the model revealed that
(see Figure 2.6 and Table 2.5), the mean amplitude for animacy-
incongruent conditions is (estimated marginal M: 0.574 µV) more
negative than that for animacy-congruent conditions (estimated
marginal M: 0.964 µV). Regarding the classifier congruency effect
(see Figure 2.7 and Table 2.5), the estimated marginal mean am-
plitude for incongruent conditions (0.929 µV) is more positive than
that for classifier-congruent conditions (0.605 µV). Regarding the
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interaction, inspection of the estimated cell means (see Figure 2.8
and Table 2.5) showed that the classifier incongruency effect was
larger when animacy was congruent than when it was incongruent.

Figure 2.6: Mean amplitude for all selected channels (CP6, C4, and
FC6) for animacy-congruent versus animacy-incongruent conditions
from 200 to 700 ms after stimulus onset (the highlighted time win-
dow is between 400 and 500 ms) in the exploratory analysis.

Figure 2.7: Mean amplitude for all selected channels (CP6, C4, and
FC6) for classifier congruent versus incongruent conditions from
200 to 700 ms after stimulus onset (the highlighted time window is
between 400 and 500 ms) in the exploratory analysis.
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Figure 2.8: Interaction effect between animacy and classifier congru-
ency on the amplitude of all selected channels (CP6, C4, and FC6)
at 400–500 ms after stimulus onset in the exploratory analysis.
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Table 2.5: Mixed model result in the time window between 400
ms and 500 ms for channels CP6, C4, and FC6 in the exploratory
analysis.

Formula: Amplitude ∼ Frequency of distractor + Number of strokes
+ Animacy congruency (congruent vs. incongruent) * Classifier
congruency (congruent vs. incongruent) + (1 | participant) +

(1 | item)

Fixed effects Estimate
95% CI

[low, high]
z-value Pr(> |z|)

(Intercept) 0.767 [0.110, 1.425] 2.351 0.024 *
Number of strokes -1.319 [-1.372, -1.266] -48.813 < 0.001 ∗ ∗∗
Frequency of the
distractor

-0.041 [-0.071, -0.010] -2.606 0.009 **

Animacy
incongruent

-0.197 [-0.223, -0.172] -15.158 < 0.001 ∗ ∗∗

Classifier
incongruent

0.162 [0.136, 0.187] 12.515 < 0.001 ∗ ∗∗

Animacy
incongruent:
Classifier
incongruent

-0.053 [-0.078, -0.028] -4.137 < 0.001 ∗ ∗∗

Random effects
σ2 53.376
τitem 0.414
τparticipant 1.753
Nitem 41
Nparticipant 31
ICC 0.057
Observations 329,112
Marginal/Conditional R2 0.008/0.065

2.4 Discussion

To summarise, we observed a small animacy congruency effect but
no classifier congruency effect at the behavioural level. Furthermore,
at the electrophysiological level, a larger negativity was observed for
animacy-incongruent conditions relative to congruent conditions. In
contrast, for classifiers, a positivity was found for incongruent con-
ditions compared with congruent conditions. An electrophysiologi-
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cal interaction effect between animacy and the dominant Mandarin
Chinese classifier was also observed, that is, the classifier incongru-
ency effect was larger (more positive) when animacy was congruent
rather than incongruent.

2.4.1 Animacy interference effect

Before discussing the implications of our findings for Levelt’s model
of speech production, it is worth reiterating that previous research
on animacy interference from the perspective of semantic networks
in word production is largely non-existent to the best of our knowl-
edge. The closest existing literature resembling animacy interfer-
ence includes studies regarding a different semantic feature, namely
shape. In those studies (De Zubicaray et al., 2018; Gauvin et al.,
2019), the authors reported shape interference effects associated
with reduced activity in the left posterior middle temporal gyrus
(pMTG) for shape-congruent conditions relative to incongruent con-
ditions. As the pMTG area has reliably been observed to be acti-
vated during lexical level processing in language production (Binder
et al., 2009; Cabeza & Nyberg, 2000; Indefrey, 2011; Indefrey & Lev-
elt, 2004; Vigneau et al., 2006), the authors concluded that shape
plays a similar role as semantic categories in word production, that
is, being processed at the conceptual level and activating lexical
entries at the lemma level in Levelt’s model.

In the current study, the observed animacy interference effect
was accompanied by a more negative amplitude under animacy-
incongruent conditions relative to congruent conditions. The nega-
tive amplitude was maximal at the parietal and central electrodes
with a peak around 400 ms after stimulus onset, resembles a clas-
sical N400 effect (Kutas & Hillyard, 1980a, 1980b, 1984). As dis-
cussed in the introduction, the N400 effect is reliably observed to
be more negative for incongruent against congruent conditions in
electrophysiological studies on language production (Blackford et
al., 2012; Costa et al., 2009; Debruille et al., 2008; Greenham et al.,
2000; Kutas & Federmeier, 2011; Wang et al., 2019) and has been
attributed to lemma-level competition originating at the conceptual
level (Huang & Schiller, 2021; Wang et al., 2019, but see), Black-
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ford et al., 2012. To reiterate, lemma-level competition occurs due
to multiple concepts being activated, and activation passed down to
the lemma level, resulting in multiple lemmas becoming activated
and subsequently competing for selection. Thus, we assume here
that the animacy congruency effect that we observed results from
lemma-level competition in Levelt’s model. Consequently, we con-
clude that the semantic interference effects previously reported for
semantic category congruency (Bürki et al., 2020; Huang & Schiller,
2021; Wang et al., 2019) are at least partially caused by more ele-
mentary semantic features such as animacy.

Various models have been proposed to explain category-specific
effects in naming tasks. On the one hand, concepts congruent in
animacy could be represented by nodes in a semantic network and
have their nodes in closer proximity than shape-incongruent words
in the semantic network as compared with concepts incongruent in
animacy (Collins & Loftus, 1975; Roelofs, 1992, 1993, 1996). On the
other hand, it has been argued that such effects could be explained
by overlap in elementary features among living and nonliving enti-
ties (Humphreys & Forde, 2001; McRae et al., 2005). Finally, the
role of semantic features is not mutually exclusive with the role of
categories (Levelt, 1999; Levelt et al., 1999; Roelofs, 1996). As, in
the present study, the animacy-congruent and incongruent condi-
tions were confounded with features (e.g., see McRae et al., 2005);
both types of models can account for the effect of animacy congru-
ency.

2.4.2 Dominant classifier effect and its interac-
tion with animacy

Because the animacy of a given noun determines the choice of its
classifiers (11th edition Linguistics Institute of Chinese Academy of
Social Sciences, 2011), and Mandarin Chinese classifiers have been
reported to affect electrophysiological responses in naming studies
(Wang et al., 2019), we were required to control for this variable.
However, because research on the role of classifier congruency in
language production is also still scarce, our results provide interest-
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ing insights into classifier effects. We found (a) a more positive am-
plitude for classifier-incongruent against classifier-congruent condi-
tions and (b) the classifier incongruency effect became larger (more
positive) when animacy was congruent than when it was incongru-
ent. This result contradicts the results reported by Wang et al.,
that is, a more negative (purportedly N400) effect for the classifier-
incongruent condition (Wang et al., 2019). Importantly, Wang et al.
conducted a permutation test over the full temporo-spatial extent
of the EEG signal and did not observe any P600 effects.

To address this discrepancy, it is important to look more closely
at the N400 and P600 components. As discussed in the introduc-
tion, in language production, the N400 effect is semantically driven
(Ganushchak et al., 2011; Krott et al., 2019; Wang et al., 2019),
whereas the P600 effect is presumably syntactically driven (Ha-
goort & Brown, 2000; Popov et al., 2020). Given that classifiers
have lexico-syntactic properties, the more positive amplitude ob-
served in the current study could reflect a P600 effect. Therefore,
we posit that the more negative N400 effect of classifier congruency
observed by Wang et al. might be semantically driven because an-
imacy was covarying with the classifier congruency effect and not
adjusted for in their study, in contrast to the present study. We fur-
ther hypothesise that the more positive P600 effect observed in the
current study is instead syntactically driven. This P600 effect could
be observed in the present study because the classifier congruency
effect occurred under conditions controlled for animacy congruency
and thus was presumably more representative of its lexico-syntactic
properties.

Closer inspection of the differences in material between the
present study and Wang et al. (2019) supports this assumption.
The ratio of animacy congruent/incongruent (i.e., animacy overlap)
target–distractor pairs under classifier congruent conditions was
83.33% in Wang et al. (2019) versus 50% in the current study. For
classifier-incongruent conditions, the ratio of animacy-congruent
versus incongruent target–distractor pairs was 86.67% in Wang et
al. (2019) vs. 50% in the current study. Hence, the classifier congru-
ency effect would be biased towards the conditions where animacy
is congruent, resulting in an N400 effect and masking the syntacti-
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cally driven P600 effect in Wang et al. (2019). Therefore, a greater
overlap in semantic features between target and distractor words
might result in concurrent semantic processing of classifiers (Rose
et al., 2019; Vieth et al., 2014, but see Mahon et al., 2007), re-
sulting in an N400. In the current study, classifier congruency was
less confounded with semantic feature overlap than in Wang et al.
(2019), reducing concurrent semantic processing and unmasking the
syntactically driven processing of classifiers.

2.5 Conclusion

In conclusion, the current study underscores the role of animacy
in word production. Concepts that differ in animacy have been
shown to differ in overlap of semantic features (McRae et al., 2005).
Thus, in terms of Levelt’s model of speech production (Levelt,
1999), the effects of animacy in PWI tasks could be explained by
animacy-congruent words being activated more strongly at the con-
ceptual level and subsequently at the lemma level, where animacy-
congruent lexical candidates compete for selection.

Furthermore, when the animacy effect is controlled for in inves-
tigating the Mandarin Chinese classifier congruency effect, a posi-
tivity rather than negativity was observed, suggesting that, that is,
classifiers are primarily processed syntactically at the lemma level.
As semantic features are not possible to be fully controlled when
investigating the classifier congruency effect experimentally, obser-
vation data with proper statistical methods (e.g., causal inference
method) could be used to further investigate the nature of the clas-
sifier congruency effect.
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Appendix 2

Appendix 2A. Descriptive results for naming accuracies
and naming latencies in the four conditions

Condition Naming accuracies (%) Naming latencies (ms)

Mean SD Mean SD

C-A- 96 4.076 837 235.318
C-A+ 96 2.840 848 235.440
C+A- 97 2.989 842 248.386
C+A+ 96 3.853 855 248.057

Appendix 2B. Stimuli used in the experiment

Target
noun Dominant

classifier

Distractor type

Classifier congruent Classifier incongruent
Animacy
congruent

Animacy
incongruent

Animacy
congruent

Animacy
incongruent

钱包
qian2bao1
wallet

个
ge4

本子
ben3zi
notebook

水手
shui3shou3
sailor

彩虹
cai3hong2
rainbow

蝴蝶
hu2die2
butterfly

拖鞋
tuo1xie2
slipper

只
zhi1

踏板
ta4ban3
pedal

乌龟
wu1gui1
turtle

大衣
da4yi1
overcoat

娘子
niang2zi3
wife
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皮球
pi2qiu2
ball

个
ge4

桃子
tao2zi
peach

士兵
shi4bing1
soldier

图书
tu2shu1
books

公鸡
gong1ji1
rooster

包裹
bao1guo3
package

个
ge4

脑袋
nao3dai
head

新娘
xin1niang2
bride

单车
dan1che1
bicycle

来客
lai2ke4
visitor

水桶
shui3tong3
bucket

只
zhi1

风筝
feng1zheng1
kite

蚯蚓
qiu1yin3
earthworm

云朵
yun2duo4
clouds

女工
nv3gong1
female worker

柜子
gui4zi
cabinet

只
zhi1

蛋黄
dan4huang2
yolk

小鸟
xiao3niao3
little bird

书桌
shu1zhuo1
desk

姐姐
jie3jie3
sister

杯子
bei1zi
cup

只
zhi1

柑橘
gan1ju2
tangerine

天鹅
tian2e2
swan

牙刷
ya2shua1
toothbrush

难民
nan4ming2
refugee

太阳
tai4yang2
sun

个
ge4

背包
bei2bao1
backpack

小孩
xiao3hai2
child

内衣
nei4yi1
underwear

斑鸠
ban1jiu1
turtledove

信封
xin4feng1
envelope

个
ge4

篮子
lan2zi

厨师
chu2shi1
cook

凤梨
feng4li2
pineapple

老鹰
lao3ying1
eagle

毛巾
mao2jin1
towel

条
tiao2

裙子
qun2zi
skirt

鲨鱼
sha1yu2
shark

火箭
huo3jian4
rocket

理事
li3shi4
director

马桶
ma3tong3
toilet

只
zhi1

布袋
bu4dai4
cloth bag

雄蝶
xiong2die2
male butterfly

磁带
ci2dai4
tape

表哥
biao3ge1
cousin

马桶
ma3tong3
toilet

只
zhi1

布袋
bu4dai4
cloth bag

雄蝶
xiong2die2
male butterfly

磁带
ci2dai4
tape

表哥
biao3ge1
cousin

手套
shou3tao4
gloves

只
zhi1

球拍
qiu4pai1
racket

兔子
tu2zi2
rabbit

雨伞
yu3san3
umbrella

猎人
lie2ren4
hunter

笼子
long2zi
cage

个
ge4

瞳孔
tong2kong3
pupil

保姆
bao3mu3
nanny

轿车
jiao4che1
car

瓢虫
piao2chong2
ladybug

灯泡
deng1pao2
light bulb

只
zhi1

牛角
niu2jiao3
horns

燕子
yan4zi
swallow

桌子
zhuo1zi
table

律师
lv4shi1
lawyer

花瓶
hua1ping2
vase

个
ge4

书包
shu1bao1
bag

保镖
bao3biao1
bodyguard

门票
men2piao4
tickets

情侣
qing2lv3
lovers
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哨子
shao4zi
whistle

只
zhi1

鼻子
bi2zi
nose

蜈蚣
wu2gong1
centipede

面包
mian4bao1

bread

校友
xiao2you3
alumni

贝壳
bei4ke2
shell

只
zhi1

筷子
kuai4zi
chopstick

蜘蛛
zhi1zhu1
spider

新月
xin1yue4
new moon

骆驼
luo4tuo2
camel

领带
ling3dai4
Chopsticks

条
tiao2

长裤
chang2ku4
pants

好汉
hao3han4
brave man

监狱
jian1yu4
jail

司机
si1ji1
driver

桃子
tao2zi4
peach

只
zhi1

火把
huo3ba3
torch

蜥蜴
xi1yi4
lizard

钢琴
gang1qin2
piano

女王
nv3wang3
queen

耳环
er3huan2
earring

只
zhi1

鼻孔
bi2kong3
nostril

蜜蜂
mi4feng1
bee

步枪
bu4qiang1
rifle

牧师
mu4shi1
priest

袋子
dai4zi
bag

个
ge4

杯垫
dai4zi
coaster

宝宝
bao3bao3
baby

城堡
cheng2bao3
castle

豹子
bao4zi
leopard

鞋子
xie2zi4
shoe

只
zhi1

臂膀
bi4bang3
arm

猫咪
mao1mi1
cat

钻石
zuan4shi2
diamond

警察
jing3cha2
policeman

链子
lian4zi
chain

条
tiao2

绳子
sheng3zi
rope

毒蛇
du2she2
viper

白云
bai4yun2
white cloud

海豹
hai3bao4
seal

气球
qi4qiu2
balloon

只
zhi1

喇叭
la3ba2
horn

鸵鸟
tuo2niao3
ostrich

宝剑
bao3jian4
sword

男人
nan2ren2
man

雪人
xue3ren2
snowman

个
ge4

瓶子
ping2zi4
bottle

绑匪
bang3fei3
kidnapper

蒲葵
pu2kui2
palmetto

斑马
ban1ma3
zebra

徽章
hui1zhang1
badge

只
zhi1

手表
shou3biao2
watch

袋鼠
dai4shu3
kangaroo

铜像
tong2xiang4
bronze statue

奴隶
nu4li4
slave

爪子
zhua3zi
paw

只
zhi1

镯子
zhuo2zi
bracelet

蚊子
wen2zi
mosquito

轮椅
lun2yi3
wheelchair

编剧
bian1ju4
screenwriter

簸箕
bo4ji2
dustpan

个
ge4

礼盒
li3he2
gift box

企鹅
qi2e2
penguin

礼服
li3fu2
dress

女孩
nv3hai2
girl

马路
ma3lu2
road

条
tiao2

围巾
wei2jin1
scarf

鲤鱼
li3yu2
carp

吉他
ji2ta1
guitar

歹徒
dai3tu2
gangster
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轮子
lun2zi4
wheel

只
zhi1

本子
ben3zi4
notebook

老虎
lao3hu3
tiger

灯塔
deng1ta3
lighthouse

明星
ming2xing1
star

奖杯
jiang3bei1
trophy

只
zhi1

辫子
bian4zi2
braid

蚂蚁
ma3yi3
ant

吊桥
diao4qiao2
suspension

法官
fa3guan1
judge

盘子
pan2zi4
plate

个
ge4

豆荚
dou4jia2
pod

海盗
hai3dao4
pirate

毛衣
mao2yi1
sweater

绵羊
mian2yang2
sheep

篮子
lan2zi
basket

只
zhi1

瞳孔
tong2kong3
pupil

犀牛
xi1niu2
rhino

坦克
tan3ke2
tank

疯子
feng1zi
lunatic

内裤
nei4ku4
underpants

条
tiao2

河流
he2liu2
river

虫子
chong2zi
insect

爆竹
bao4zhu2
firecracker

骑士
qi2shi4
knight

玩偶
wan2ou3
doll

个
ge4

泥巴
ni2ba1
mud

胎儿
tai1er2
fetus

口红
kou3hong2
lipstick

猴子
hou2zi
monkey

短裙
duan3qun2
skirt

条
tiao2

板凳
ban3deng4
bench

鲸鱼
jing1yu2
whale

棒球
bang4qiu2
baseball

海豚
hai4tun2
dolphin

插头
cha2tou2
plug-in

个
ge4

汉堡
han4bao3
hamburger

天才
tian1cai2
genius

花瓣
hua1ban4
petal

螳螂
tang2lang2
praying mantis

耙子
pa2zi
rake

个
ge4

饺子
jiao3zi
dumpling

逃兵
tao2bing1
deserter

花灯
hua1deng1
lantern

堂妹
tang2mei4
cousin

勺子
shao2zi4
spoon

只
zhi1

酒杯
jiu3bei1
wine glass

海鸥
hai3ou1
seagull

花轿
hua1jiao4
sedan chair

乞丐
qi3gai4
beggar

小号
xiao3hao4
trumpet

只
zhi1

葫芦
hu2lu
gourd

海龟
hai3gui1
sea turtle

滑板
hua2ban3
skate board

太后
tai4hou4
queen

轮胎
lun2tai2
tire

条
tiao2

毯子
tan3zi
blanket

狐狸
hu2li2
fox

化石
hua4shi2
fossil

海狮
hai3shi1
sea lion

项链
xiang4lian4
necklace

条
tiao2

血管
xie3guan3
vessel

金鱼
jin1yu2
goldfish

画笔
hua4bi3
brush

蟋蟀
xi1shuai4
cricket


