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Chapter 1

Introduction

Play is one of the most important learning activities for human cognitive development

[1, 2]. Throughout history, we encoded play in reusable and flexible systems, creat-

ing games as environments based on rules [3]. Since then, many games intrinsically

assume a relevance beyond pure entertainment, punctuating human history as tools

for escapism, community building, activism and others. Subsequently, with the de-

velopment of digital technologies, the rise of video games has been observed, mixing

characteristics of traditional games and interactive arts. Many aspects contribute to

the popularisation of video games. One of these is the increasing processing power

available throughout the second half of the 20th century. However, what fascinates

many is the potential of video games to transport players to previously unattainable

situations. In this regard, it is relevant to think that the first popular video games were

mostly set in space [4, 5] or in ancient history settings [6]. Moreover, video games, as

a product of play, inherited characteristics typical of role-playing, allowing players to

impersonate characters with different potentials and problems from their own. Similar

lines of reasoning can be carried on for experiencing different rules, abilities, and in-

teractions. Therefore, video games stand out as a medium to create different realities

and envelop players. This envelopment is typically conveyed by various aspects of

engagement, which consists of occupying the willing player’s attention. The willing-

ness of attention is very relevant since it is one of the aspects that most of all allows

video games to reach uses beyond entertainment; in layman’s terms, games can make

activities that are not inherently fun enjoyable. This aspect is studied and used in in-

numerable contexts, including education, citizenship, and research. Nowadays, video

game research is an established, interdisciplinary, and popular field of academia. It is
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1.1. Video games

able to confront itself with different subjects and bring necessary knowledge and skills

to perform experiments that would have hardly achieved ecological validity otherwise

[7]. Yet, the history of games has not been characterised exclusively by enthusiasm

and acceptance. Throughout the eighties and nineties, we witnessed a raging debate

about the impact of video games on youth, with the aforementioned opportunities

eclipsed by concerns related to changes in entertainment habits and, in some cases,

poorly substantiated research [8]. Such is the nature of playful interactions, as their

pleasurable side is often associated with a lack of productivity and futility. In turn,

video games as media were, and in part still are, met with scepticism and questions

about their relevance. The present dissertation aims to show possible interactions be-

tween programming education and artificial intelligence (AI) through the lens of video

games. The goal is to provide a perspective that highlights how these media can be

tools to moderate and empower the interaction between the two. To do so, we first

explore affordances in video games and programming education. Then, we dive into

opportunities arising from video games and artificial intelligence. Finally, we analyse

the impact of generative AI on programming education and introduce the challenges

and opportunities for games to intervene in this context.

1.1 Video games

The first step, albeit banal, is to define the subject medium of this thesis. Defining

video games in one sentence is quite complex, as the immediate answer intrinsically

requires more clarification: they are digital and interactive games, often with a playful

design [9]. Defining games, however, is far from straightforward. Most definitions focus

on salient aspects of games, defining characteristics and boundaries. However, these

boundaries have been repeatedly pushed and argued throughout the development of

video games. For example, Salen and Zimmerman [10] define games as systems in

which players engage in an artificial conflict, defined by rules, that results in a quan-

tifiable outcome. Their definition fits a vast number of games, and it includes essential

elements such as the necessity of rules. On the other hand, certain elements can

be viewed as restrictive if confronted with modern games; consider city-management

video games (e.g., Cities Skyline [11]), which often have blurred end conditions, mak-

ing outcome evaluation arguable. A different approach was taken by Frasca [3]. As

we cited above, he defined games as simulations of rule-based systems. This definition

has a broader scope than the previous one and arguably covers all games. Moreover,

it does mention the simulated relation between games and reality, which is a highly

2



Chapter 1. Introduction

fascinating aspect of the medium. However, some would consider the definition too

broad, apt to cover also non-playful systems (e.g., climate models used for weather

forecasts). In this debate, we take a pragmatic approach; while we are aware of the

importance and limitations of these definitions, we believe that they are all relevant

for the (video) games involved in our research.

1.2 Serious games

At this point, we can enter the field of games outside entertainment purposes. In

this case, we are not simply talking about games designed with ”serious” objectives,

but also games as objects of study beyond entertainment. The practice of attaching

additional values and goals to games began a long time ago. For example, board

games like Go or Chess were designed to mimic military strategy. Throughout the

19th century, this evolved further with the game genre Kriegsspiel developed by the

Prussian army to train officers [12]. Furthermore, games represent playful media for

serious political changes. Examples include Pank-a-Squith [13], a fundraising tool for

the British Women’s Social and Political Union. The game depicts the conflict between

suffragette leader Emmeline Pankhurst and British Prime Minister H. H. Asquith

(hence the name). The game uses similar rules as Chutes and Ladders, associating tiles

with the several challenges suffragettes needed to overcome to bring their petition to

the Houses of Parliament (see Figure 1.1). We also have similar examples designed to

raise awareness; Womanopoly [14], follows again a Chutes and Ladders structure with

the rule variation that tiles have different effects depending on the gender of players.

The game aims to communicate the challenges faced by women in modern society by

expressively pushing men to play the woman’s part (see Figure 1.2). In academia,

games are well-recognised tools in psychological research. One of the most well-known

types of games used in the field’s experimental research is, in fact, the cooperation

game. A type of cooperation game is the game of trust. In its most generic version,

this game revolves around a first player deciding whether to cooperate or not; if the

former is selected, the second player can decide whether to exploit the other player or

share a reward [15]. This type of game has been studied extensively with numerous

variations, and it is just one example of many experimental games used to study human

behaviour. In psychology, games are appreciated for their inexpensiveness, complexity

and, especially, for their ecological validity [16].

3



1.3. Games and Learning

Figure 1.1: Pank-a-Squith, from the People’s History Museum of Manchester

1.3 Games and Learning

As a subcategory of serious games, serious video games go beyond strictly digitalising

existing opportunities and applications. With the development of the field of inter-

action design, game patterns have become common elements in the digital landscape.

Moreover, thanks to the Internet, video games are appreciated in a serious context for

their ability to easily reach people from different parts of the world. In general, games

in digital environments evolve along two trajectories: gamification and game-based

learning (or serious video games). The former represents the use of game elements

outside of entertainment contexts [9]. The latter consists of fully fledged video games

in which entertainment is not the main goal. Today, gamification is widely integrated

into many aspects of daily life. The rise of digitalisation has made it easy to implement

game elements in applications; it is enough to think about all the services that provide

badges as rewards for specific behaviours. Other examples would be the ubiquity of

leaderboards and various playful tools to stimulate competition [17]. Gamification has

spread due to its well-documented effectiveness as a persuasive technique, particularly

in enhancing user motivation [18], while remaining relatively inexpensive and simple

to implement. However, this also opens to legitimate criticism of gamification; in fact,

it is at times defined as exploitationware for its potential to tap into users’ behavioural

biases, persuading them to behave in a way they normally would not [19]. Within the
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Chapter 1. Introduction

Figure 1.2: Womanopoly, by Stella Dadzie, from the Black Cultural Archive collection

context of this thesis, gamification is a direct example of the effect of games, or game

elements more precisely, on motivation. Serious video games are arguably a more

complex medium than most gamified environments; they require game design exper-

tise as well as other topical knowledge. They are inherently interdisciplinary systems.

They are fully fledged and developed games, designed with more or less classical basic

requirements (engaging, interactive, etc.) [20]. However, their goals or motivations go

beyond simple entertainment. Serious games are adaptable and are applied to several

other fields. An excellent example is EndeavorRx [21], the first FDA-approved video

game treatment for attention deficit hyperactivity disorder. The game is considered an

effective medium for cognitive training therapy, even though it has initially been met

with scepticism by some [22]. Moreover, there is a strong connection between serious

games and the transmission of knowledge and training: this is the broad field defined

as game-based learning [23]. This thesis has as its object of study this specific field,
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1.4. Games and Artificial Intelligence

intended not only as the domain of video games designed for learning but also learning

conveyed by video games beyond their design purpose. In Chapter 2, we first present

a literature review to describe the state of the art regarding the use of video games for

higher scientific education experiments. Subsequently, we study the inherent connec-

tion between video game design patterns and computational thinking, arguing that

video games can transmit important digital skills even when not expressly designed

for it.

1.4 Games and Artificial Intelligence

Games and artificial intelligence mutually influence each other’s development. On the

one hand, games have accompanied the development of artificial intelligence, represent-

ing ideal environments for challenging, training and demonstrating new algorithms’

effectiveness. On the other hand, artificial intelligence has taken a more and more im-

portant role in the development of new opportunities for play, most notably in video

games. A well-known example is Procedural Content Generation (PCG). In this case,

AI algorithms can generate new unique content based on the player’s interactions with

the video game [24]. This is such an established technology that has been implemented

in numerous commercial video games [25, 26]. In academic contexts, we can define two

main roles that games can take when it comes to intelligent systems: challenges and

modeling. Games act as benchmarks for testing artificial intelligence’s ability to solve

complex problems traditionally handled by humans. In this regard, notable mentions

are the game of Go and the corresponding algorithm AlphaGo [27] or StarCraft II

and AlphaStar [28]. Other games are used or expressly created as models to train

artificial intelligence. A notable example is OpenAI’s work with reinforcement learn-

ing agents playing hide-and-seek, revealing emergent strategies [29]. In this thesis, we

take an intermediate approach, studying specifically generative AI’s potential as an

interactive agent in video games. The interaction between the player and the AI can

be interpreted as a challenge. At the same time, video game environments are also

models, intended as models for interaction with humans. In Chapter 3, we present a

study about open-world games as future challenges for intelligent systems and propose

a framework to tackle them. As mentioned above, artificial intelligence can also have

an impact on games. Video games present the most intuitive affordances, in partic-

ular when it comes to non-player characters (NPCs). Whether we refer to rivals or

allies, artificial intelligence can empower gameplay by providing depth and proficiency

to video games. However, it is often disregarded how digital technologies can also
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Chapter 1. Introduction

be introduced to traditionally non-digital games. In this case, the roles of artificial

intelligence vary. Again, in Chapter 3, we present a study about the potential effects

of intelligent agents as NPCs. We will also present a taxonomy describing the use of

digital technologies in what we define as hybrid games.

1.5 Artificial Intelligence and Learning

The latest developments in generative artificial intelligence have quickly and deeply

impacted education. Recent studies show that the use of large language models (LLM)

in computer science education hinders students’ retention [30]. Moreover, education

techniques are lagging behind the disruption caused by these new technologies [31].

Other perspectives look at the artificial intelligence proficiency of end users (i.e., what

critical elements are necessary to use generative artificial intelligence effectively). In

this regard, tying new technologies with computational thinking education is funda-

mental [32]. This thesis takes a critical approach to the use of generative artificial

intelligence in programming education. Chapter 4 focuses on bringing together ar-

tificial intelligence and video games for educational purposes. This is a new field,

seldom explored and speculative in nature; in the chapter, we use existing literature

to analyse the state of the art and discuss the impact of generative AI specifically on

programming education. We then embark on a simulated design process to develop

prescriptive suggestions for future experiments making use of games in education. At

the same time, we explore the role of video games as limiters for AI in educational

contexts and highlight opportunities and challenges.

1.6 Research Questions

RQ; What is the role of video games in programming education in the era

of artificial intelligence?

The question requires us to investigate three interconnected directions. First, we

look at past and current use of video games for scientific and programming education.

Then, we explore research in the field of generative AI used in educational contexts.

Finally, we analyse video games as potential mediators between learners and education.

7



1.6. Research Questions

1.6.1 Sub Research Questions

RQ1; (Chapter 2) How effective are video games in the field of higher sci-

entific education?

We study and compare existing research to clarify the impact of video games on

education. In particular, we focus on the effects on students’ performance and

motivation.

RQ2; (Chapter 2) How is research in the field currently carried on?

We discuss the diversity of methodologies between studies in the field and its

impact on comparability. We also discuss the lack but necessity of common

practices to improve reliability.

RQ3; (Chapter 2) What common affordances connect video games and com-

puter science education?

The goal is to identify common thinking patterns between digital gaming and

programming. These commonalities compose the framework that supports the

use of video games for programming education.

RQ4; (Chapter 3) How do games present challenges for artificial intelligence

development and study?

We explore and demonstrate the intimate connection between artificial intelli-

gence and video games. We estimate future challenges and build support for the

use of video games as a common connection between artificial intelligence and

programming education.

RQ5; (Chapter 3) How can games be ideal meeting points for humans and

artificial intelligence?

We investigate how humans interact with intelligent agents in video games and

how artificial intelligence technology can conversely impact players.

RQ6; (Chapter 3) How does artificial intelligence impact the development

of hybrid games?

We analyse the impact that artificial intelligence can have beyond purely digital

games. Conversely, we see how games can be a flexible medium to allow human-

AI interactivity outside computer screens.

RQ7; (Chapter 4) How does AI impact programming education?

By developing a position on the effect of generative AI on education, we can

identify weaknesses and opportunities. The goal is to see how video games can

8



Chapter 1. Introduction

fit into these systems, overcoming some of the weak points and exploiting the

opportunities.

RQ8; (Chapter 4) How does the implementation of AI in video games per-

form in educational settings?

The final goal is to coordinate all the answers to the previous questions into

one general reasoning about the role of video games in the future of AI and

education.

1.7 Structure of the Thesis

Besides the present introduction, this thesis is structured around four more chap-

ters. The first three present articles connected by different topics. Chapter 2 revolves

around the role of video games in scientific higher education and programming skills

development [33, 34]. In Chapter 3, we focus on interactions between AI and video

games [35, 36, 37]. Chapter 4 analyses the intersection of generative AI, (program-

ming) education, and video games. Finally, in Chapter 5, we discuss the research

questions mentioned above and conclude by talking about the potential affordances of

video games as moderating media to use generative AI in programming education.

1.8 Contributions of this Thesis

[34] G. Barbero, M. A. Gómez-Maureira, and F. F. J. Hermans, “Computational
thinking through design patterns in video games,” in ACM International Con-
ference Proceeding Series, Association for Computing Machinery, 9 2020.

[36] A. Marincioni, M. Miltiadous, K. Zacharia, R. Heemskerk, G. Doukeris, M. Preuss,
and G. Barbero, “The effect of llm-based npc emotional states on player emo-
tions: An analysis of interactive game play,” in 2024 IEEE Conference on Games
(CoG), pp. 1–6, 2024.

[33] G. Barbero, M. M. Bonsangue, and F. F. J. Hermans, “How to evaluate games
in education: A literature review,” in Smart Learning for A Sustainable Soci-
ety (C. Anutariya, D. Liu, Kinshuk, A. Tlili, J. Yang, and M. Chang, eds.),
(Singapore), pp. 32–41, Springer Nature Singapore, 2023.

[37] M. A. Gómez-Maureira, G. Barbero, M. Freese, and M. Preuss, “Towards a
taxonomy of ai in hybrid board games,” in ACM International Conference Pro-
ceeding Series, Association for Computing Machinery, 9 2020.
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[35] G. Barbero, M. Müller-Brockhausen, and M. Preuss, Challenges of Open World
Games for AI: Insights from Human Gameplay, p. 127–141. Springer Nature
Singapore, Nov. 2024.

1.9 Other Work by the Author

[38] G. Barbero, R. Albrecht, C. Daske, and M. van Noordenne, Emotion Recognition:
Benefits and Human Rights in VR Environments, p. 17–32. Springer Nature
Switzerland, Oct. 2024.

[39] M. A. Gómez-Maureira, I. Kniestedt, G. Barbero, H. Yu, and M. Preuss, “An
explorer’s journal for machines: Exploring the case of cyberpunk 2077,” Journal
of Gaming & Virtual Worlds, vol. 14, p. 111–135, Apr. 2022.
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Chapter 2

The Use of Video Games in

Scientific Education

2.1 Introduction

This chapter explores aspects of the relationship between video games and scientific

education. It is composed of two sections [33, 34]; in the first, we introduce the topic

through a literature review. The review is focused on the experimental uses of video

games in higher scientific education. Its goal is to highlight the variety and develop-

ment of the field while also shedding light on criticalities that arise from the diversity

of applications. The second article studies the relationship between video game de-

sign patterns and computational thinking skills. It examines inherent affordances

between the two with practical examples. We position our work within the framework

of computational thinking as defined by Wing [40] and further refined by Brennan et

al. [41]. Specifically, we investigate whether game design patterns facilitate compu-

tational thinking practices, extending previous research in game-based learning with

focus on engagement and motivation (e.g., [42] or [43]) as well as in constructivist

learning theory [44], which suggests that learners construct knowledge through active

engagement with their environment. In fact, games provide a structured yet flexible

space where players experiment, make mistakes, and iterate on their learning strate-

gies, a process closely related to the theory of constructionism [45]. We argue that

video games create an environment that facilitates the activation of mental patterns

as computational thinking through active experimentation. We conclude each section
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2.2. How to Evaluate Games in Education: A Literature Review

with a short summary of its relation to the overall chapter and the research questions.

2.2 How to Evaluate Games in Education: A Liter-

ature Review

The digitalisation of education is a common trend in many different contexts. Just to

cite a few examples, the number of courses available online is countless, most books

also make a digital version available, and a massive amount of lectures are streamed

and available online every day. Digitalisation opens the way to new methods to convey

information and its applications in education, creating spaces for new teaching tools

and techniques. A very promising one is extracting elements from video games and

their application to enhance education (gamification). Moreover, video games can also

be used in their entirety to convey scholastic knowledge (game-based learning).

The current section collects and analyses studies involving controlled experiments

on gamified and game-based learning. The focus of this review is experimental stud-

ies of gamified or game-based learning techniques applied to scientific secondary or

higher education. When gamification is applied in this context, experimentation often

translates as the application of playful elements in education. On the other hand,

game-based learning usually involves the design of video games, fully focusing on

conveying educational content. The goals of these experimental tools can vary from

enacting behavioural changes [46, 47] to improving knowledge acquisition. In their

literature review, Hainey et al. [48] analyse more than 100 studies in the field and

report knowledge acquisition as the predominant learning outcome of 64 studies out

of 105.

Regardless of the field of application, the cognitive effects of games or game ele-

ments vary as well. The most commonly reported effect is an increase in students’

motivation and engagement, in line with the historical trend to utilise games in educa-

tion as a medium to make experiences more pleasurable [9, 49]. On the other hand, the

link between game elements and actual education effectiveness is not as clear. Even

though many studies report a positive relation between the two [50] and are backed by

empirical game research [51], many experiments in the field of games present opposite

results [52] with the respective theoretical research to support them [53].

Such diversity of studies (and results) in the field justifies the relatively high number

of meta-studies. These tend to focus on specific aspects of the gamified/game-based

12



Chapter 2. The Use of Video Games in Scientific Education

learning experiments, but also include more general information about the contexts

of application (where possible). For example, the above-mentioned review by Hainey

[48] focuses on documenting the diversity in the field. This is reported in terms of

learning outcomes, topic of application, and quality of the study. The review selects

empirical studies from 2000 to 2013 that apply game-based learning in primary ed-

ucation curricular subjects. Laine and Lindberg [54] focus on game motivators and

how different studies in education used them and reported different effects. While

the selection criteria are less strict compared to Hainey et al., the study also includes

more recent papers (from 2000 to 2019). Finally, Hamari et al. [55] perform a broader

review, focusing on how the studies were carried on. Through this perspective, they

draw several conclusions about the quality of the experiments. In particular, they

define multiple issues arising from the lack of clarity in the reporting style of many

studies. They also report a sharp increase in studies involving gamification, which

more than quadrupled in one year (2011-2012).

Problem Definition and Research Questions

The lack of clarity in the reporting style of many experiments makes comparative

approaches challenging. In particular, the impact of different contexts of application

related to the implemented game components is considered. The relevance of the

context can become especially evident in controlled experiments. In these, the effect

of experimental conditions (i.e. the game elements applied to education) can usually be

better analysed with a clear understanding of the control conditions (i.e. the standard

education method for that specific context). However, this is often challenging or

impossible due to a lack of clarity in the description of the control conditions [55]. In

practice, the lack of this type of contextual information makes it difficult to answer

important questions to evaluate the experimental approach; how is the subject taught

in the control group? What type of material is used? How are the experimental and

control groups evaluated?

The present review arises from the need to study this lack of clarity and to define

what elements of control groups (or, more generally, the no-game approach) are most

frequently disregarded. Therefore, our first research question Q1 is ”(In controlled

studies involving the use of game elements in education published between 2013 and

2020,) how is the information about the control group reported?” with a specific focus

on the quality (and clarity) of this information regarding teaching method, teaching

material/media, and experimental evaluation method.

Another element that can potentially influence the clarity of reported information
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is the inherent differences between the fields in which gamification and game-based

learning are applied [48]. This leads us to our second research question (Q2): ”How

does the subject of application influence information clarity?”.

The present review aims to build on existing knowledge and aid experimental re-

search by improving replicability, enhancing comparability between studies, and high-

lighting the use of games and game elements in different fields.

2.2.1 Research Space Definition

In this section, we explore relevant characteristics of the field further as we motivate

the initial selection criteria and analysis tools. As mentioned above, our research

question is derived and influenced by two main characteristics of the field: diversity

in the type of studies and diversity in the context of its application.

Characteristic 1: Type of studies

Many empirical studies that utilise games involve the use of an experimental and a

control group. Although information about control (or no-game) conditions can be

helpful to evaluate findings, many studies in the field omit it to different degrees. This

is a known issue that can hinder analytical approaches focused on the influence of

experimental conditions [56]. Other studies do not use control groups and only rely on

qualitative analyses of information gathered over the entire population. Categorising

these studies is even more complex, and comparison with different studies is challeng-

ing. Based on this initial distinction, we create the following initial criterion to select

papers relevant to our research question:

• Presence of a control group: defining starting conditions as the standard aca-

demic path, we add this criterion in order to ensure the relevance of pre-intervention

context descriptions (also when provided by the same course results in previous

years).

We also determine common elements that are necessary to replicate a controlled ex-

periment involving the use of gamification and game-based in education:

• Elements of starting conditions: we categorise each paper by reporting how

much information we can find about starting conditions, usually represented by

the control group. In this regard, we define three elements as relevant: type of

teaching material (the tools used to transmit course content), teaching method
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(how the course is taught), and evaluation method (how the effectiveness of

experimental and control methods is evaluated).

Characteristic 2: Context of application

Games have been studied and used in education throughout different academic cur-

ricula, from scientific to humanistic subjects, in academic and technical education. In

the study of languages, for example, game elements have been used and appreciated

in both academic and “more commercial” settings [57, 58]. Also, the field of mathe-

matics experimented with adding game components to different grades of education

[59]. Moreover, games are used and studied for both practical (training) and theoret-

ical knowledge acquisition. Finally, another big part of the studies involves the use of

game elements in behavioural change projects aimed at educational environments, for

example, to promote safer sexual practices [60]. Such diversity, which naturally arises

from the shared interest of many disciplines in the use of educational games, makes

comparisons between studies very challenging. Therefore, we narrow our search by

using strict criteria to select studies to include in this review:

• Scientific subjects: we focus on studies about how games influence the absorption

of scientific notions. Since we focus on how different fields produce different

studies, we include both natural and social sciences in order to preserve some

variation.

• Knowledge acquisition: we include studies that aim at the acquisition of theo-

retical or practical knowledge. The rationale behind this is to include studies in

the field of medicine and nursing, which often mix the two. On the other hand,

we exclude studies whose goal is to develop behavioural change.

• Secondary or higher education: the studies we select involve students currently

enrolled in secondary education. This includes high school and university-level

courses. It excludes doctoral and specialisation studies in which participants are

often professionals.

2.2.2 Method

Inclusion criteria

We summarise and motivate further criteria used to filter the studies, including those

identified in the previous chapters:
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• Date: 2013-2020. We have chosen to focus on where Hainey et al. [48] left off.

As mentioned in Hamari et al. [55], the number of game-based experiments in

education is increasing sharply every year. Focusing on recent years allows us to

also investigate recent developments in the field.

• Database: Leiden University Library [61].

• Type: video games and hybrid games. We added this criterion in light of the

fact that the majority of the studies collected involve digital components. In

this way, we want to eliminate the few outliers which could prove difficult to

compare.

• Includes: game elements and games. The experiments involve the use of game

elements or full games. This excludes pure simulations in which game systems,

or more generally, “pleasurable” components, are not implemented.

• Search terms: (“serious game” OR “game-based” OR “gamification” OR “game

elements”) AND (“experiment” OR “evaluation” OR “impacts” OR “outcomes”

OR “effects” OR “education” OR “learning”)

• Language: English

Selection

After using the filters available on the database website (”Date” and ”Language”) to

limit the date and the language of the studies, we proceed to read the abstract of each

of the first 100 papers (sorted by Relevance and using a combination of the ”Search

Terms”). We then determine whether it respects the rest of the aforementioned selec-

tion criteria (double-checking the year of publication). In case it does not respect one

or more of them, the study is excluded from the present review. At the end of this

selection process, we collect 89 studies. We then proceed to read the full paper and

make a final selection. The final number of included studies is 43.

Categorisation

With the goal of documenting diversity and clarity of starting conditions in mind, we

summarise the categories through which the studies are classified:

• Field of application: medical sciences (medicine and nursing), natural sciences

(biology, mathematics, physics, computer science, etc.), economics (economics,
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business, management), and social sciences (sociology, psychology, anthropol-

ogy).

• Type of education: theoretical, practical (training), or a mixture of both

• Clarity in the context of application: type of teaching material, teaching method,

or evaluation method. For each:

– Unclear - the experiment would not be replicable with the information

presented

– Clear - the experiment would be replicable with the information presented

• Grade of education: high school level or university level

• Results: The effect of the experimental condition on motivation and perfor-

mance:

– Negative (overall worse results in game condition)

– Mixed/No-change (negative and positive results or no change in game con-

dition)

– Positive (overall better results in game condition)

2.2.3 Results

In this section, we report the quantitative results derived from the analysis of the

included studies through the aforementioned categories.

2.2.4 The Dataset

We collected 43 controlled studies1. The studies are, in general, quite recent; almost

half (N=20) were equally published in 2017 and 2019. Also, a good number (N=9)

were published in 2020. The average year is 2018.

Classification by Field of Application

Medicine is the topic with the highest number of studies (N=8), followed by math

(N=6) and computer science (N=6). All the other topics score equal to or smaller

than 4. The number of studies which investigate the effect of game-based education,

1[62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87,
88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104]
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also (at least in part) on training, is 10, of which 8 are contextualised in courses

involving a life science (medicine, nursing, or physiotherapy)(see Figure 2.1).

Figure 2.1: Number of studies per subject divided by success rate (”positive” in green,
”mixed” and ”negative” in red)

We cluster the fields reported in the studies into four categories: hard sciences,

life sciences, social sciences, and engineering. For each category, we then calculate

the success rate. The two categories with the highest success rate are hard sciences

(N=10/18) and engineering (N=3/4), with computer science being the subject with

the highest success rate (N=4/6). It is important to note that there is some possible

overlap between these two categories (for example, subjects studied in computer sci-

ence could also be studied in computer engineering). Life sciences present the lowest

success rate (N=5/14). Almost the majority of the studies reported ”positive” results

(N=21/43) while 12 studies reported ”mixed” results.

Classification by Clarity Scores

We analyse the frequency of the scores for the details of the educational context. For 22

studies, the details reporting the type of teaching material used in the control groups

are deemed unclear (see Figure 2.2). In the case of the teaching method, the results

show that in 30 studies, this information is evaluated as unclear(see Figure 2.2). On
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the other hand, testing methods are often more clearly reported, with only 12 studies

marked as unclear (see Figure 2.2). In general, only a few studies lack detail in all

three categories (N=6). Some are unclear in one or two categories (for both cases

N=15) while a few others are clear in all three (N=7).

Figure 2.2: Number of studies per clarity score related to, from left to right: testing
method, teaching method, and teaching material

Classification by Success Score

Almost half of the studies (N=21) report positive results across both performance and

student attitudes (when this was relevant, see ”5.1 Limitations”). 12 studies report

mixed results, noticing only partial improvement in either performance or student

attitudes. The rest (N=10) report worse results in the conditions involving games(see

Figure 2.3).

Pearson correlation

We calculate the correlation coefficient between the success rate (mapping the scale

’negative’ - ’mixed’ - ’positive’ over a scale from 0 to 2) and the average of the context

clarity values (considering ’clear’ labels as 1 and ’unclear’ as 0) for each reviewed

article. The result shows no meaningful correlation between the two (r=0.073). The

correlation coefficient for the individual clarity of educational context values and the

success scores also does not report a meaningful correlation (teaching material r=-

0.078, teaching method r=0.229, testing method r=0.004). We additionally calculate

the correlation coefficient between the values for the clarity of the educational context.

Also in this case, the results are all well within the interval of -0.6 and 0.6; therefore, no
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Figure 2.3: Number of studies per success score

meaningful correlation can be reported (material-teaching method r=0.369, material-

testing r=0.089, testing-teaching method r=-0.042).

Clustering the Lack of Detailing

Within the studies we found lacking in terms of detailing scores, we delineate different

groups based on how the lacking aspect is treated. This creates two categories valid for

both the scores related to the clarity in reporting teaching material and method. One

category includes studies that simply did not mention these two components [62, 64].

The other category does mention these elements of the control conditions but resolves

them in generic terms (e.g., defining them as ”standard”, ”classical” or ”traditional”)

[67, 105].

The same categories cannot be applied to the scores of the evaluation method

detailing. The main reason is that these studies are more consistent. Even when

being ”unclear”, the evaluation is mentioned in the paper as an essential part of the

experimental design. However, these cases refer to their results (e.g., the presence of

an ”improvement”) without explaining in detail the type of tests and analyses that

led to those conclusions.

2.2.5 Discussion

Q1: ”How is the information about the control group reported?”

The present review focuses on how information in controlled studies involving games in

education is presented. Our analysis shows that the most frequently unclear element
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of the educational context is the teaching method. In this regard, many studies fail

to mention the way the teaching material is presented. It is important to notice

that, when it comes to this teaching material, the actual information provided is more

complete than the information regarding the teaching method; many studies report at

least the type of material used (specific books, PowerPoint slides, and online courses

are the most common).

Following also the qualitative parts of our analysis, we cluster those studies which

are unclear according to these first two scoring systems and postulate reasons for the

lack of detailing. Some of these studies rely on the idea that the respective educational

practices (teaching method and material in this case) are supposedly standardised in

certain contexts. However, this type of standardisation often does not account for

teaching methods and/or the variation of these courses throughout the years in terms

of content and material used. Other studies, in particular regarding the educational

method, might simply overlook the importance of these elements and do not touch the

subject.

The description of the testing method is usually clearer and in line with expec-

tations. Few studies score 0, usually focusing on additional qualitative evaluations

after the actual performance tests. Overall, it is rarer to encounter studies reporting

no information at all in this regard, probably due to the intrinsic and fundamental

nature of evaluation methods in experimental designs.

Q2: ”How does the subject of application influence the results?”

Looking at the success rate, results show that many studies (N = 21) reported benefits

from using games for parts of their educational components. However, looking at

the success score for each topic, games or game elements do not seem to be equally

effective in every subject; for example, only three studies in the field of medicine

report ”positive” results (N = 3/8). This could indicate that game elements are more

effective in some fields compared to others. Topics that often heavily involve the study

of technology (engineering and computer science) score above average (respectively, N

= 3/3 for engineering and N = 4/6 for computer science). This could indicate that

students who are usually more involved, or at least interested, in technology are more

susceptible to the effects of games or more motivated by such tools. However, other

subjects that make heavy use of computational tools, such as mathematics, show a

low success rate (N=2/6).

Finally, it is important to observe that the lack of correlation between the scores

(in particular detailing scores and success scores) can in part attest to the research’s
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quality since the final results of the experiment do not seem to influence reporting

decisions.

Limitations

Our inclusion criteria are effective in defining the area of interest of our research.

However, they also present some intrinsic limitations:

• Limited field: we focus our research on subjects related to natural, social, and

technical sciences. On one hand, this is functional to collect studies that follow

a common scientific experimental method. On the other hand, it excludes a

relevant amount of studies, in particular in the fields of language acquisition and

history education.

• Limited types of courses: our current collection contains studies that involve

both practical and theoretical knowledge acquisition. However, our previously

mentioned field selection (sciences) automatically excludes studies in purely pro-

fessional training settings. This often (but not always) affects experimental

applications to training courses in vocational schools.

• Subjective clarity scoring system: the scoring system we use is strongly related

to our personal interpretation of the various texts. This refers to the natural

distance between the intention of the author and the interpretation of the reader.

• Relative success scoring system: the success scoring system (negative-mixed-

positive results) is highly dependent on the scope of the individual study. Some

focus and report exclusively on performance improvement, while others might

include students’ engagement and motivation. However, it is a valid parameter

to determine how the results are analysed in each study and what perspective

each paper takes on game-based education effectiveness.

2.2.6 Conclusions

The study successfully highlights the lack of clarity in describing the educational

context as a common issue in the field of game-based education studies. This has

an impact on the difficulty of interpreting exactly what educational elements the

gamified/game-based experience goes to replace. Subsequently, this can strongly hin-

der comparative analyses. Moreover, it is very challenging to perform any in-depth

categorisation according to the educational context within studies with incomplete
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information. Future studies indicated below need to either adapt to this issue to

minimise its impact. The study also hints at a relationship between the success of

gamified/game-based education and students’ intrinsic motivation. Although this link

is usually accepted, it is often disregarded in terms of its intrinsic value for learning.

We argue that, in part, this is related to the tendency to belittle the importance of

play as an activity that fosters fun, limited to the definition of ’autotelic’ as an activity

that has a purpose in itself. If we accept the effect of video games on motivation in

educational contexts, we then understand how the purpose of play as a pleasurable

activity goes, in certain cases, beyond play itself.

Future Work

Basing ourselves also on the aforementioned limitations, there are several directions

to extend this work:

• One can use the same method and apply it to studies in the field of humanities.

This is a better option than incorporating these studies directly into the current

selection, since the two groups present very different teaching goals and methods.

Moreover, the way study results are reported may also vary.

• It is also relevant to apply the same method to studies in vocational education.

Notice that the three clarity scores (material, teaching, and testing) might need

to be adjusted to include categories more closely linked to practical education.

• As shown in Figure 2.2, the studies are very diverse, also when it comes to

the completeness of information reported. Comparative studies based on this

collection should take this diversity into account, developing a methodology that

can either adapt to it or compare studies from a different perspective, which

minimises the impact of starting conditions.

2.2.7 Section Summary

The study above relates to two of the research questions of our thesis, in particular

RQ1; and RQ2;. First, it highlights the effectiveness of games in education when it

comes to motivation. It also indicates a positive impact on performance, though fur-

ther research is needed. Secondly, the section investigates how experimental research

in the field is carried out. It reports critical points in terms of clarity and, therefore,

comparability. In general, we identify the need for tools for further analysis of the
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effect of video games in education. In the next section, we are introducing a poten-

tial solution to this problem. We highlight a correspondence between computational

thinking skills and game design patterns. In doing so, we show how this tool can be

effective in framing individual game elements and analysing them in terms of how they

influence play.

2.3 Computational Thinking Through Design Pat-

terns in Video Games

Learning how to program involves more than absorbing the syntax and semantics of

a specific programming language; it also requires sensibility in combining and im-

plementing these terms in an efficient and functional way. Programming makes use

of procedural thinking, planning, data analysis, data re-elaboration and established

practices such as testing and debugging [106]. All these components and skills find

definition under the concept of “computational thinking”. Training computational

thinking skills and being able to use them proficiently is a common objective for

programming education, and it is often one of the most challenging components for

learners.

An important part of the research in the field is focused on finding new media and

techniques to facilitate the development of these skills. Promising research has been

conducted using computer games to train computational thinking components [107].

Video games present advantageous characteristics for this scope: they can support

problem-based learning, require information retrieval to succeed, provide immediate

feedback allowing testing, can easily embed assessments and often create a social

environment or community [108]. They also motivate users with challenges and en-

tertaining components [109]. Prior research at the intersection of video games and

computational skills has often been carried out in two main directions: one tends to

embed and test these components in environments that were created specifically for

that purpose, such as is generally the case in educational games [110]. The other seeks

to analyse the effect of general gaming experiences (i.e., not purpose-built for personal

improvement) on a set of computational thinking skills [106].

While the first approach tends to deliver results for the study of the actual medium,

the second takes a too general point of view that often faces noisy results due to the

extreme diversity of elements in the game world. In this paper, we argue that focus-
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ing on generalizable game features and design patterns that benefit the development

of computational thinking skills offers a valuable middle ground between these two

approaches. We present this approach by outlining examples of design patterns that

are most promising in the context of supporting programming education. In the fol-

lowing sections, we present and describe the set of computational thinking skills we

decided to use. We will then list and describe design patterns that we think can be

positively connected to each of them, also providing practical examples of where they

are applied. The diversity and specificity of the examples suggest that each skill is

activated by different video game components. Recognising these, we can explore a

new potential way to study the relation between gaming and computational thinking.

2.3.1 Related Work

Computational Thinking and Programming Education

The definition of computational thinking skills varies depending on the author, with

different sets of overlapping components; often conceptually related to methods for

data extraction and re-elaboration or logical and procedural reasoning. A commonly

cited model comes from Kazimoglu et al. [111] and builds on the work of Wing

2006 [40], Wing 2008 [112], Ater-Kranov et al. [113] and Berland & Lee [114]. It lists

five fundamental computational thinking skills. These are (1) conditional logic, (2)

building algorithms, (3) debugging, (4) simulation and (5) distributed computation.

Conditional logic involves an understanding of true and false values and their

use in control flow statements. This involves being able to evaluate the status of

a system in a specific local statement and an understanding of how each operation

manipulates it. Building algorithms is a form of step-by-step problem-solving that

requires a more solution-driven view of the multiple conditional logic instances. It

shares some overlap with the previous skill, but in this case, it is necessary to have

an overview of all the single manipulations to understand how the system reaches a

desired final status (i.e., the solution). Debugging describes the process of testing

in order to spot and find solutions to problems in the code. Simulation refers to the

creation of mental or physical models to define how to implement algorithms and which

circumstances apply. Finally, distributed computation groups all the social aspects

of programming, from project-oriented working to making use of and contributing to

a community [111].

The main advantage of this set of computational thinking skills is its practicality;

each skill is well-defined, easy to understand and covers a good part of the components
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that are necessary in the process of programming. It goes to depict a picture of

computational thinking as a reasoning process that goes from the detail (conditional

logic) to a larger view of the relations between them (building algorithms). It further

includes practical elements that are necessary throughout the whole programming

process, such as debugging and simulating interactions between the components to

reach the desired final state. Finally, programming is often an activity that heavily

relies on the community behind it, and distributed computation can be used to describe

all the skills necessary to access, use and contribute to this community.

Design Patterns in Video Games

In order to identify useful video game components, we follow the definition of “game

design patterns” as described by Björk and Holopainen [115]. Generally, design pat-

terns are reusable structures for finding solutions to common problems in a domain

(such as architecture [116] or computer science [117]). Depending on the field, this

can range from the application of narrowly defined instructions to more general rec-

ommendations for specific circumstances. In the field of game research, Björk and

Holopainen define game design patterns as “semi-formal interdependent descriptions

of commonly reoccurring parts of the design of a game that concerns gameplay”.

Game design patterns fit the purpose of our approach for multiple reasons. First,

their definition is derived from a common term in the field of computer science. When

studying computational thinking, this is a beneficial connection, especially in terms

of communication and the structure of the knowledge for both the fields of computer

science and game research. Second, they help to deconstruct video games into elements

that can be studied and used more flexibly than focusing on the entirety of a game.

2.3.2 Concepts of Computational Thinking in Video Games

While previous research has examined computational thinking in educational games,

little work has explored how video games (inadvertently or not) teach these skills. In

this section, we propose a new perspective that extends existing models by incorpo-

rating game design patterns as a means for the activation and, perhaps, training of

computational problem-solving.

Conditional logic: Some could argue that most decisions, especially in video

games, are binary, therefore based on conditional logic. Even though this could be the

case, there are some particularly connected components in video games that are worth

mentioning. In [115] we find the pattern of “Incompatible goals” which refers to
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those situations in which pursuing a certain objective automatically forbids trying to

pursue others. Players need to be able to evaluate the conditional status of those game

elements that are triggering this pattern in order to understand the logical development

of the video game. Another pattern that requires the application of conditional logic

is “Varied gameplay”. This pattern describes how certain choices and settings can

provide the players with completely different game instances. Especially role-playing

games (RPGs) serve as a fitting example, given that every decision players make opens

up some paths while closing down others. A popular example can be found in the ‘The

Elder Scrolls’ [118] series where different choices in the character creation and in the

story itself lead to very different gameplay options and overall narrative experiences

(see Figure 2.4). This is facilitated by a sequence of conditional choices that allow and

disallow certain features within the game as players progress.

Figure 2.4: Example of an interaction with mutually exclusive choices with an NPC in
Skyrim

Building algorithms: Building algorithms entails following a step-by-step plan

to solve a problem. It requires the ability to individually evaluate those steps (using

conditional logic) and to analyse the results of their sequential combination. Many of

the game patterns that stimulate this skill make use of different aspects of this skill,

requiring players to plan, concatenate and modulate the manipulations necessary to

reach the desired status. A fitting game design pattern is the “producer-consumer”
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pattern, which guides the use and importance of resources. In some games, it even

determines the speed of the gameplay [119, 120]. In complex systems, this pattern

generates a network of interrelated producers and consumers. Often, to reach a specific

objective, there are multiple steps of resource gathering, production and manipulation

(which usually includes consumption) to be developed. Being able to foresee and plan

over multiple cycles of discovering, extracting, transporting, storing and consuming

resources requires similar mental mechanisms as building a computational algorithm.

We can compare the producer-consumers to different functions returning elements as

outputs and requiring outputs from other functions as input. The sequence of these

elements and their inputs and outputs must be planned carefully in order to reach a

certain goal. A very important concept of building an algorithm is taking a step-by-

step approach [111], and similarly, we can see a step-by-step approach when building

a producer-consumer network in many ‘4X’ games (a sub-genre of strategy games that

involves eXploration, eXpansion, eXploitation, and eXtermination). This game design

pattern is noted to conflict with the pattern “predictable consequences” which makes

sense from a computational thinking point of view as well: complex algorithms with

multiple steps and data manipulations are often more difficult to manage and usually

require careful debugging.

Practical examples for this pattern are numerous, and it is arguably an essential

component to most strategy games. For instance, in ‘Stellaris’ [119], developed by

Paradox Development Studio, certain jobs (tasks in the game) produce ‘minerals’ that

are then consumed to produce ‘consumer goods’. These can then be consumed again by

other jobs to produce ‘research’. Since the ratio of consumption to production is hardly

1:1, this system requires players to carefully plan the construction of jobs, usually in

order not to end up with a negative balance in any of the above-mentioned resources.

Another typical example is the complex and ramified network of resources of ‘Thea 2:

The Shattering’ [121], developed by MuHa Games and Eerie Forest Studio. In this case,

we have four different tiers of resources, with the last one being ‘crafted’, consuming

resources of the previous tier and requiring the acquisition of specific technologies. In

this case, we can see a sequence of steps necessary in order to acquire technologies,

gather resources and craft them into a higher level one. Similarly, in ’Civilization

V’ [120], the player funnels resources into ’science’ production, which in turn unlocks

the exploitation of new resources.

Debugging: In order to analyse debugging, we need to unpack the several ele-

ments that compose this skill. Debugging is understood as a process of trial and error

that is developed through testing. A corresponding game design pattern is “experi-
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Figure 2.5: Screenshot of ‘Doodle God’ showing combinations of basic elements to create
complex elements.

mentation”. It usually indicates that a part of the game mechanics requires a process

of trial and error to be evident, understood or mastered. In the most extreme cases,

the whole gameplay revolves around experimentation in the form of ‘puzzles’ to be

solved. Experimentation is often realised through trial and error as well, with testing

being a necessary component of it. Similarly, debugging usually involves being able

to critically think about the current configuration and can necessitate multiple trials

to determine where the errors are, as well as how to fix them efficiently. It is impor-

tant to point out that experimentation is a quite broad pattern and its usefulness to

debugging skills generally holds only under specific applications. If we want to better

specify the context, we need to limit it to the intersection with the game design pattern

referred to as “Puzzle-solving”. This refers to game features that need to be solved

through inductive or deductive reasoning. If applied together with experimentation,

we are arguably defining an even closer reasoning to debugging; a mental process that,

through deductive or inductive trials and errors, attempts to spot and solve problems

in the current solution. An interesting game example can be found in the mobile

game ‘Doodle God’ [122] by JoyBits (see Figure 2.5). In the game, the player needs to

combine basic elements (such as fire or water) to create new, more complex ones (for

example, life or energy) that can be used to create even more complex elements. The
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whole game is based on a process of reasoning and, especially, trial and error. Players

can think about potential element combinations and try them to see if they achieve

new elements. The game also features helpful support for players that can partially

(but rarely completely) provide hints to the creation of new components, highlighting

one of the two elements that need to be combined.

Simulation: Similarly to ‘conditional logic’, simulation is a very broad category

that refers to essential concepts of many video games built as representations of real

or imaginary phenomena. It seems self-evident that video games include simulations

of some sort. However, it can be beneficial to focus on patterns that allow or elicit

simulation skills within games themselves rather than understanding games as a sim-

ulation of real-life processes. Here we encounter some overlap with “debugging” since

the game design pattern “experimentation” can once again be useful in this context.

Players can create a set of possible actions and evaluate them using simulation skills.

Subsequently, these actions are validated by experimenting with them. In general,

experimentation requires activating mental simulation mechanisms in order to narrow

the set of possibilities to try. Other game patterns do not directly trigger simulations

but might favour them. A typical example is the ’Save-load cycle’ pattern, where

players can save and reload games at specific points (or, in more flexible cases, from

the main menu), allowing them to revert to a previous state and replay challenges or

actions. This can elicit simulation skills similarly to experimentation; players can sim-

ulate and select certain solutions and then try them in multiple rounds, loading back

the game at every iteration. In the ‘Final Fantasy’ game series (for instance ‘Final

Fantasy X’ [123], see Figure 2.6), players can usually find saving spots right before the

most challenging battles. In this way, the player can try certain settings and, in case

of failure, analyse their own errors, improving on them after reloading the game from

that last saving location.

Distributed Computation: We can identify several game design patterns that

show useful traits in aspects of distributed computation. One example is “communi-

cation channels” which are present in many games that allow players to communicate

with each other. “Cooperation” is another design pattern that can be connected to

the idea of working together for a goal. However, we argue that it is even more

compelling to notice how programming and gaming often behave similarly in their

relationship with the respective communities [124]. We would argue that distributed

computation is a skill that is necessary not only in computational thinking but also in

many multiplayer games, or perhaps even certain single-player games with multi-agent

aspects. Indeed, both involve massive online communities interacting, debating and

30



Chapter 2. The Use of Video Games in Scientific Education

Figure 2.6: Example of a saving point in Final Fantasy X

sharing information to complete tasks that would be hard or impossible to achieve

alone. Moreover, even though both tend to also congregate on different platforms

focusing on the context (e.g. GitHub for programmers and Steam for gamers), some-

times these communities even interact on the same online networks such as Twitch or

Reddit. The similarities do not stop here; as already mentioned, both communities

developed mainly online and became important resources for the fields (at least in

many modern video games). In this sense, both communities based themselves on a

“Remix culture” encouraging the sharing and re-elaboration of information, blurring

the line between final consumer and contributor [125, 126]. The overall argument in

this case is that learning to make use and contribute to a gaming community probably

involves similar skills to be able to do the same in a programming community because

of these underlying similarities. A great example of an online community not directly

connected to a video game (not referring to online gaming necessarily) is the commu-

nity that formed around the ‘Elder Scrolls’ series. Many online resources surrounding

that series share information with both new and more seasoned players about how to

develop their characters and how to customise their game experience. Another more

general example is the massive amount of online videos of ‘playthroughs’ (often re-

ferred to as “Let’s Play” content) in which players record their game sessions while

commenting and explaining their actions to show other players how to achieve a cer-

tain goal in a video game. Curiously, we can find similar videos about programming,

with (more or less) expert programmers coding and illustrating how to use certain

languages, libraries or functions.
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2.3.3 Discussion

When highlighting video games as educative media for computational thinking pur-

poses, we often tend to neglect the great variety of genres, mechanics and, more in

general, game experiences. However, as we argue in this thesis, the individual con-

stituent game design patterns are perhaps a more fitting lens to assess the potential of

a video game to improve computational thinking skills. Such individual elements can

trigger very different thinking strategies and stimulate users in different ways. What

we proposed is a different way of studying the connection between gaming and the

development of programming skills, starting from the design elements that make up

a video game rather than from the medium or specific game titles in general. This

approach can also be instrumental to the creation of educational video games that

make use of design concepts developed specifically for the medium rather than adapt-

ing them to the scope. In this paper, we presented examples of design patterns and

games that could be investigated regarding their ability to improve computational

thinking skills. Further research, both empirical and theoretical in nature, should fo-

cus on developing a design process to create or modify video games for that purpose.

This would strengthen the case for the use of video games to improve computational

thinking skills in general, and deepen our understanding of how to target such efforts

towards individual skills.

2.3.4 Section Summary

In the work above, we describe the connections between game design patterns and

computational thinking skills. In doing so, we answer one of our research questions

RQ3;. We see how specific mental mechanisms that are activated by certain game

elements present similarities with computational thinking skills. Moreover, we practi-

cally show how game design patterns are a recognised tool to analyse video games and

can be applied to the field of games for education. On the other hand, it is important

to note how individual games can be played in different ways, and the thinking mech-

anisms involved can present some degree of variation. This could potentially impact

the correspondence between the individual design pattern and computational thinking

skill. However, the methodology we present can still be a useful tool in comparative

work among research in the field.

In this chapter, we have noticed how game-based learning is particularly suscepti-

ble to natural differences arising from the context of application; different subjects,
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students, or design choices yield very different results. However, recent advancements

in AI-driven procedural content generation (PCG) and adaptive learning environments

offer new opportunities to personalise programming education. Building on previous

work on AI-assisted game design, it could be interesting to explore how generative

AI can be used to create dynamic learning experiences that adapt to different skill

levels and learning styles. Another interesting question is whether the increasing inte-

gration of generative AI tools in programming education (e.g., code completion with

GPT-based models) interacts with traditional learning methods, for example, by in-

vestigating if generative AI enhances or diminishes the role of games in developing

computational thinking and problem-solving skills. In the coming chapter, we will

first discuss aspects of the relationship between AI and video games. We will also

investigate to what extent this relationship can bridge the digital gap in the real world

in hybrid games.
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Chapter 3

The Relevance of Games for

Artificial Intelligence

The present chapter is centred on the relationship between games and AI. We start with

a section that describes past successes and future challenges for AI in the field of video

games. Through that, we will see how games represent milestones in the development

of intelligent technologies. In the second section, we focus our attention on the use of

generative AI. Generative AI has been applied in video games in order to create new

and unique content through PCG [24, 25, 26]. We already mentioned in 1 how this

thesis explores a different experimental application of generative AI as an agent. In

this regard, the second section presents a practical example of how modern generative

AI can already be embedded as an agent in video games. In particular, we will see

how video games are effective contexts of interaction between humans and AI agents.

The section also functions as an introduction to experimental work with generative AI

in video game research. Finally, a third section introduces a new type of technological

application to games, defining the field of hybrid games. While not directly related

to video games, we consider this an extension of possible AI applications in playful

contexts with related potentials. Also, in this case, each section is closed with a

summary relating our findings to the research questions.
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3.1 Challenges of open-world Games for AI: Insights

from Human Gameplay

For decades, games have served as a reliable testing ground for new AI technologies.

One of the first tests for AI, the Turing test, can arguably be considered a game [127].

In recent years, many technological leaps in the field of AI have been demonstrated

by pitting humans against computers. We have famous examples such as the program

AlphaGo [27] beating Go champion Lee Sedol in 2015, or AlphaStar reaching Grand-

master status in the strategy video game StarCraft II in 2019 [28]. Achievements of AI

systems in the field of gaming have inspired relevant studies in various fields; besides

developments in computer science (e.g., the study of evolutionary algorithms for Al-

phaStar [128]), they also sparked analyses in social sciences (e.g., in psychology [129]).

In this paper, we focus our attention on the potential interaction between AI and

open-world games. Open-world games are a genre of video games that offer players

a freely explorable virtual environment, usually without strict linear gameplay [130].

This type of game intrinsically presents characteristics that make them notably more

challenging to be tackled by AI; they tend to be heavily focused on curiosity-driven

exploration, they allow numerous combinations of actions, they are less related to op-

timisation problems and more to adapting to a variable context [131]. Being able to

proficiently live and play an open-world game would be a relevant development in the

field of AI. It would demonstrate adaptability and flexibility while tackling very di-

verse challenges with fuzzy goals. It would also require autonomous reasoning derived

from previous experience and current knowledge of the game context. Arguably, these

challenges make playing open-world games a closer representation of real-world inter-

actions. In the following sections, we present an overview of the current state of AI

in open-world games. We examine the limitations associated with existing approaches

and highlight the importance of an approach inspired by human play. Subsequently,

we outline our methodology for investigating human gameplay in open-world games.

We detail our experimental procedures, analyse the findings, and present three distinct

perspectives, ranging from general to specific, describing human interactions within

open-world digital environments. Finally, we use these perspectives to delineate ar-

eas in which AI advancement is necessary to address challenges posed by open-world

games.
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State of the Art

AI agents engaging with open-world games have gathered significant interest over time.

A vast array of previous research exists, albeit mostly focused on very specific aspects

of open-world AI, such as behaviour trees. Typically, the aim is to enhance player expe-

riences, for example, improving player modelling using long-short-term memory neural

networks [132]. Recent studies have reported promising advancements in players’ goal

recognition through multimodal deep learning and players’ self-reflection [133]. Also,

the potential of AI to tackle planning has been explored in open-world games like

Minecraft, through LLMs [134]. However, without the planning ability of LLMs,

challenges that focus on playing Minecraft through AI usually set a predetermined

goal (e.g., obtaining the ”diamond” resource) in order to have a quantifiable measure

of success. Another focal point of research lies in the interaction with NPCs, which

are central elements populating most open-world games and guiding the players’ expe-

rience. Deep neural networks and other AI systems have been tested to imbue NPCs

with human-like behavior [135]. Additionally, LLMs have been recently considered

to generate context-aware background chatter, even though concerns remain over the

lack of control over the output [136]. Overall, AI has primarily been used to tackle

specific mechanics of open-world games; it often acts in auxiliary roles rather than as

the main player. Alternatively, several efforts are being made to use AI in debugging

phases. However, they are still in nascent stages, typically producing conceptual frame-

works [137, 138]. Developing an AI capable of meaningfully engaging with open-world

games remains a challenge. In this regard, the ambiguity of the term ”meaningful” in

this context is representative of the complexity of developing AI for open-world games.

Considering the aforementioned definition of open-world [130] (but also [139] or [140]),

it becomes evident that one of the salient characteristics of the genre is the tendency

to diverge from linear game-play structures. Open-world games typically encourage

the player to interact with the environment freely (e.g. adding side quests when in-

teracting with certain NPCs, rewarding a visit to a previously unexplored area with

experience points for the player) without predefined victory conditions or foreseeable

objectives.

3.1.1 Problem Definition

In order to design an AI system to meaningfully play in open-world settings, we need

to define what ”meaningful play” entails. In particular, we explore it through the lens

of three concentric activities, from broad to specific (see Figure 3.1):
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• Planning - Entails formulating a functional concept of game completion. With-

out strict, predefined goals, how are humans able to select objectives and to find

the theoretical steps to reach those objectives?

• Decision making - Involves identifying the types of knowledge involved in

decision-making in open-world games. Given that the planning step mentioned

above entails several decisions, what types of prior knowledge inform humans to

make these decisions effectively?

• Interacting - Describes the interactions necessary in order to practically alter

the game state. Once a plan is defined and theoretical decisions are made, it is

necessary to be able to interact proficiently with the game environment. What

are the game design elements we typically interact with to enact our plans?
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Figure 3.1: The structure of actions involved in meaningfully playing an open-world game

Given the definition itself of these questions, it is evident that human play needs

to be central in our methodology. Therefore, our data collection design is rooted in

traditional human-computer interaction methods. However, our data processing and

analysis suite will be composed of both conventional techniques and approaches using

modern technologies.
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3.1.2 Methodology

We gather our data using a standard talk-aloud protocol to generate a play tran-

script. This technique has already been used successfully in game contexts to study

players’ behaviour [141]. For the experiment, we selected the game The Outer Worlds

[142] because it includes most design patterns typical of open-world games (e.g., com-

bat, freedom of choice, character development, etc.) and it aids replicability due to

its availability on multiple platforms. However, it is important to point out that the

experiment has been exclusively performed using a keyboard and mouse input setup.

Moreover, the game has been prepared in advance, setting it up immediately after the

tutorial. This enhances the comparability of transcripts while still providing compre-

hensive information about the game environment. As for the data analysis process,

our methodology changes depending on the problem we tackle, as listed in 3.1.1. We

explore how humans determine objectives and plan through observation of their play

session. Subsequently, we define the types of knowledge involved in decision-making,

highlighting respective moments in the talk-aloud protocol transcript and manually

clustering them in categories of knowledge involved. Finally, we make use of a

GPT-3.5 LLM to extract the game elements used by players to interact with the en-

vironment from the transcript. Due to the risk of hallucinations associated with LLMs

[143], we validate the list of game elements produced by finding related sentences in

the transcript. Moreover, we compare the game elements with a list of game design

patterns typical of open-world games [144].

Gathering data: Talk aloud protocol

The procedure starts with informed consent and a short gaming habits survey. The

participants are asked three questions:

• How many hours per week do you play video games?

• Have you ever played an open-world game?

• If yes, which one(s)?

The participants are then introduced to the game and the input setup via the menu

page, which lists all the key bindings. They are instructed to simply try to play the

game while explicitly explaining their reasoning in the process. The researcher does

not interact, except in case the participant needs to be reminded to talk aloud. The

play-through is then transcribed automatically and double-checked using a separate
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voice recording. Informed consent and survey take in total five minutes, and the talk

aloud protocol takes twenty minutes.

Processing data: Observation

Throughout each session, we take notes on how the participants direct themselves

in the game. We take notice of how they orient the character at the beginning and

what affordances or game elements they seek in order to formulate objectives. From

these observations, we deduce typical game-play goals and we formulate a functional

framework that supports them. The framework aims to represent a standard system

of steps that can arguably lead to completing the game.

Processing data: Manual Clustering

In the transcript obtained from the talk-aloud protocol, we highlight situations in

which the player needs to make decisions. Subsequently, we extract what type of

knowledge is used in order to make the decision. The types of knowledge are then

clustered to find recurring categories. We predict that these categories have a certain

degree of overlap with each other.

Processing data: GPT-3.5 Clustering

Finally, we feed all the transcripts to a GPT-3.5 LLM. We then ask the model to

find common problem-solving techniques. The output is a list of design patterns that

players utilise to practically interact with open-world environments. We validate the

generated design patterns by comparing them with a preexisting list [144] and the

scripts from the talk-aloud protocol themselves. We then discuss the results criti-

cally, speculate about how current AI would perform in similar contexts and highlight

strategies to guide the development of new game AI systems.

3.1.3 Results

We recruit participants (N = 5) from the university students and staff of the faculty

of science. The participants are between 21 and 45 years old, with an average age of

28.2. All participants reported playing video games at least one hour per week, with

one playing more than ten hours. No participant reported playing less than one hour.

All participants played open-world games before.

In the rest of this section, we report our results, structuring them in three subsections.
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In the first, we describe the findings derived from the observation of the participants.

We focus our attention on the ways players define their goals. Additionally, we com-

pare the most common strategies with the players’ gaming habits from the briefing

survey. As a result, we define and describe a functional framework that schematises

the participants’ goals in relation to the game structure. In the second part, we report

emblematic participants’ statements related to how information is gathered and pro-

cessed in the game. From these, we lead to three partially overlapping categories that

indicate from what context the participants drew knowledge throughout their game-

play. In the last part, we report the results of the GPT-clustering as a list of game

elements. These are typical design patterns of open-world games that the participants

commonly use to interact with the game proficiently. Each is accompanied by a brief

description.
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Figure 3.2: The Player Decisions Framework: in ellipses, the evaluation steps, in rectangles,
action steps
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Framework

In this experiment, we observe how players attempt to define an objective in the first

instance of gameplay. We identified two main methods employed by the participants

to analyse the game state and formulate goals:

• players with solid previous experience in open-world games tend to immediately

look for affordances indicating directions or points of interest in the game inter-

face (i.e., a quest mark on the built-in compass or a mission journal).

• players with less experience in this type of game tend to rely more on the envi-

ronment, exploring the world and trying to identify relevant marks in the camera

view (e.g., highlights on objects of interest or general direction marks).

The first method, which demonstrates previous knowledge of open-world games, is

more direct and task-focused. It tends to find what objectives (or quests in this case)

are currently available and how to complete them. The second approach tends to let

the world reveal itself to the player by focusing on exploration. Both, however, aim

to identify the current quest as the goal. Once the quest is correctly identified, the

approaches to complete it can be diverse; while some participants use a direct trial-

and-error approach, others check whether they are prepared to take on the challenge

by estimating its difficulty. We generalise all the different types of approaches in a

basic framework, inclusive of all this information (see Figure 3.2). It is structured as

a series of steps that would theoretically exemplify a basic game-solving paradigm.

• task: the player evaluates whether they have a specific task in mind or not.

In case the player has a specific task they want to complete, they move to the

feasibility evaluation. If they do not, they need to explore.

• explore: we define exploring as the action required to find the next task. This

can include the exploration of the virtual world or the exploration of the game

system (e.g., the journal in order to find directions, the map, etc.). Exploring in

open-world games is very dependent on the game itself and on its features.

• feasibility: the player needs to evaluate whether the task they selected is fea-

sible, or possible for the actual rules of the game. Does the game allow that

type of interaction? Does the task exist within the game? An example of an

unfeasible task would be to try to hit a specific game agent (e.g., a giant bird)

while the player does not recognise hitting that specific agent as possible (e.g.,

the player’s arrow simply passes through the bird without any effect). If the
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evaluation fails, the player has no choice but to change task. If the evaluation

succeeds and the task is indeed feasible, the player can proceed to the viability

evaluation.

• change task: the player needs to go back to find a new task that can pass the

feasibility and viability evaluations.

• viability: the player here needs to evaluate whether the task selected can be

completed with the current game state. This can involve current character levels,

the acquisition of specific skills, or, more generally, meeting certain requirements.

Within our framework, the player already knows at this point that the task is

feasible. They have to define whether they can complete it in their current

condition. Not all the games have completely defined states in this case: some

would involve a viability evaluation that relates to how difficult the task might

be (e.g., the task is viable but, at the current character level, the player will find

it extremely challenging). Regardless, the options would still be two: in case

the task is evaluated as viable, the player proceeds to define a plan (perhaps

influenced by the challenge level). On the other hand, if the task is evaluated as

not viable, the player moves towards the desirability evaluation.

• desirability: involves how desirable the task is, therefore, if it is really worth

it. The reasons for finding a task desirable can vary from a personal preference

to explicit game requirements (e.g., it is necessary to complete the task in order

to advance in the main storyline).

• define subtask: the same framework can recursively be used to meet the re-

quirements arising from the viability evaluation.

• define plan: the player, after having determined the task as feasible and viable,

develops a plan to complete it. In most games, the typical design pattern of save-

load cycles makes it possible to test the plan multiple times through execution.

• execute plan: the player executes the previously defined plan.

• fail - re-evaluate: the plan execution failed. The player needs to reevaluate

the feasibility and viability first in order to determine whether the failure was

caused by a misinterpretation of the game system and state. If both evaluations

are deemed correct again, the player needs to define and test a new plan.

• success - new task: the plan execution succeeded. The player can proceed to

find the next task.
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Categories of Information

While the framework helps to define an approach to complete quests, it does not

necessarily help to identify how and what information is used in the process (e.g.,

where can the player find the information to evaluate the quest’s feasibility?). Using

the transcript from the talk-aloud protocol, we focus our attention on the moments

in which the participant evaluates the game state to make decisions. We then cluster

the participants’ statements depending on what type of knowledge they are using:

• previous experience from real world: players make decisions based on

knowledge acquired in the real world. Some exemplary statements in this cat-

egory are ”I don’t know how to get there, maybe if I follow the road” or ”The

person I am looking for is a doctor, so probably I will head to the medical bay”.

In the first case, players identify a road as a landmark that connects different

points. In the second case, they associate a medical facility with the presence of

doctors.

• previous experience in video games: players make decisions based on knowl-

edge acquired in other video games, as evidenced by statements such as ”Oh this

dialogue has a long text so it is probably important” or ”I will just look for the

quest marker”. In the first example, the player is used to the fact that primary

dialogues are usually more extensive than secondary ones. In the second exam-

ple, players are used to the presence of markers to identify quest destinations.

• in-game information: this category includes all the information that is intro-

duced by the game itself, such as tutorials, pop-ups or advisory dialogues. In

this case, exemplary statements are ”It highlights the person red so he must be

an enemy” or ”Because I stole something, I am now wanted”. In both cases, the

game provided information more or less explicitly.

These categories are not strictly separated, but they present a certain degree of overlap

(see Figure 3.3). For example, the fact that the colour red usually identifies enemies

is also something we can extract from previous experience with video games or even

from the real world (where it identifies danger). Similarly, the fact that a road leads

to an interesting point is knowledge that could be derived from other video games,

but, at least in the case study of The Outer Worlds, is not explicitly reported by the

game itself.
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Figure 3.3: The three categories of information utilised to evaluate the game state and
make decisions

Open-world Game Design Patterns

Following the two subsections above, we are able to identify the steps to select an ob-

jective and the information necessary to complete those steps. This last result refers to

the actual game design patterns that need to be interacted with in order to practically

perform the necessary actions. Feeding the transcripts to a GPT-3.5 model, we ask

it to cluster recurring problem-solving strategies using the game elements on which

they make use. The result is a list of typical open-world game mechanics that the

participants interact with throughout their gameplay:

• Interacting with NPCs: The player interacts with NPCs to gather informa-

tion, receive quests or trade for items.

• Trial and Error: The player tries different actions to progress in the game and

understand its mechanics.

• Inventory Management: The player manages their inventory, including buy-

ing and selling items, equipping weapons and using consumables like health

items.

45



3.1. Challenges of open-world Games for AI: Insights from Human
Gameplay

• Reading Text and Instructions: The player reads in-game text, instructions

and quest logs to understand objectives and game play mechanics.

• Combat Strategies: The player employs different combat strategies, such as

using ranged weapons, melee attacks, or stealth approaches, depending on the

situation and available resources.

• Levelling Up and Skill Allocation: The player invests points into skills and

upgrades their character’s abilities to improve combat effectiveness or unlock

new features.

• Problem-Solving through Dialogue: The player engages in dialogue with

NPCs to gather information, negotiate outcomes or progress through quests.

• Navigation and Wayfinding: The player navigates the game world, including

using maps, quest markers and environmental cues to find their way to objectives.

• Observation and Awareness: The player pays attention to visual and audi-

tory cues in the environment, such as enemy movements, objective markers and

quest-related items.

3.1.4 Discussion

Once we gather and analyse the information derived from the experiment, we critically

discuss the results from the perspective of game AI development. We cluster the main

challenges we encounter and speculate whether current technology can tackle them or

not. Then, we discuss how an AI can acquire the information necessary to evaluate

and make decisions. We go further and check which game design patterns constitute

a challenge for AI. Finally, we report on limitations that we can encounter in our

methodology. While the framework generalises the steps and evaluations necessary to

complete a game objective (and find a new one) to a high degree, it is functional in

covering the main activities involved in meaningful play for open-world games.

Main Challenges

From the present research, we deduce three main challenges that AI developers face in

the field of open-world games. The first is world exploration and the complexity of

the processes involved [145]. This includes game actions that, albeit solvable, require

quite a lot of computational power, such as navigation and wayfinding, curiosity-driven

exploration or trial and error. The second one is the strong reliance of open-world play
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on generalisation. It includes all those processes that involve understanding and

planning beyond current or past game sessions. Examples are inventory management,

levelling up and skill allocation or viability and desirability evaluations. Finally, an

overarching and subsequent component of the challenge is the need for coordination

of all the different solutions under a consistent one. We explore these categories in

detail in the next chapters.

Exploration

Complexity can arise from several game activities. However, the component that can

potentially be the most challenging for AI is exploration, intended as the link be-

tween different goals (or quests in our test case). Exploration is an important activity

in open-world games. It is required to understand the game environment (both the

world and the interface) and to gather the necessary information for subsequent eval-

uations. Exploration involves, first of all, navigation and wayfinding to navigate the

virtual world. Even though this first challenge is not completely solved by AI systems,

research in the field is proceeding with optimism. We can already cite practical at-

tempts [146] [147] and more theoretical studies of human movement in games [148]. It

also requires an understanding of the user interface. In this case, AI research has been

sparse. Without the ability to understand the game interface system (or a hard-coded

knowledge of it), an AI might not have access to certain information (e.g., journals or

maps). Exploration also requires more than just roaming around the game world. AI

agents need to be able to identify possible points of interest. In this regard, research

is quickly ramping up in recent years with AI systems being able to perform curiosity-

driven exploration [149] [150]. However, exploration in general is a component with

which an AI would probably struggle.

Generalisation

Other challenges can arise from evaluations that require players to confront themselves

with the environment in a comprehensive way. In this case, the two main ones would

be viability and desirability. When we are talking about viability evaluation, we

are not talking about an insurmountable obstacle, but a difficult-to-generalise one.

Evaluating viability requires understanding the position of the player in relation to

the game. This entails a good understanding of the game state and analysing previous

experiences. An AI can arguably be able to perform this evaluation, for example,
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by analysing the difficulty level of the environment around the selected task location.

This is not a new challenge for AI, it is being extensively used to proficiently manage

difficulty levels [151] [152] [153]. However, it covers only a part (albeit an important

one) of what a viability evaluation entails. For example, tasks with specific prereq-

uisites might be challenging to tackle for AI agents that would need to learn how to

retrieve this type of information. This would make most solutions perhaps effective,

but hardly generalisable. Desirability evaluations involve similar processes to viability

evaluation in that they need an understanding of the game story’s requirements. In

this evaluation, the player needs to consider a) whether completing the task at hand

is going to be necessary to proceed in the game and b) whether the task provides ben-

efits that, although not necessary, make the outcome of future viability evaluations

more likely positive. NPCs able to evaluate a task’s benefits/cost ratio are already

quite common in video games. Most strategy games already include this feature to

make diplomatic decisions [154] [155]. These behaviours tend to be mostly scripted

and led by specific numerical comparisons (e.g., the relative power balance between

the NPC and other players/NPCs). Nevertheless, it is important to note that strat-

egy games’ decision-making processes were considered (too) challenging for AI years

ago [156]. Then, AlphaStar managed to proficiently play Starcraft II [28] much earlier

than expected. It is possible that similar techniques could be ultimately adapted to

open-world games’ risk-reward analyses.

Coordination

Coordination is a subsequent challenge to the aforementioned ones; it entails the merg-

ing of potential solutions to those problems into one. On the one hand, this can be

intended as proficiently using all the gathered information and evaluations for decision-

making.

On the other hand, this has more complex ramifications related to the ability to coor-

dinate different decisions based on a consistent persona. This is highly important for

desirability evaluations. For human players, desirability is also related to the player’s

personal goal (e.g., considering whether a task makes sense for their character’s role).

Adherence to the character’s persona and story might seem exclusively relevant for

human players. However, many open-world games strongly link character develop-

ment (in terms of skills or levels) to their choices in the story [157]. Developing an

AI that can consistently mimic the psychology of a consistent persona is a significant

challenge. In this case, we are involving the character’s believability, which, in the
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case of AI agents, could be evaluated with its ability to pass Turing’s test [158]. Of

course, the validity of Turing’s test has been often debated [159], but it is undeniable

that the problem it describes is still valid nowadays.

Categories of Information and AI

We already mentioned that humans utilise different categories of information for

decision-making in open-world games. However, not all humans have the same ac-

cess to this information. For example, few of our participants have little experience

with video games in general and almost none with open-world games. This translates

into a lack of knowledge in the second category of information (experience from video

games). Alternatively, other players miss certain tutorials that provide in-game types

of information. However, regardless of these possible shortcomings, all players show

the capacity to interact with the environment, basing themselves on real-world inter-

actions. Therefore, while they might need some moments to understand that only

highlighted objects foster interactions, they all can follow a road for pathfinding or

instinctively know what type of professions they can encounter in a medical bay. The

situation is reversed in the case of AI. While in-game information can be introduced

easily, information derived from previous experience (both with video games and the

real world) is much more difficult to attain. Currently, all the knowledge intelligent

systems use in video games is usually obtained by training within specific contexts.

While we can program an AI with specific ”hard-coded” knowledge, we would hardly

be able to cover all the necessary information to flexibly adapt to any open-world game

situation.

Open-world Game Design Patterns and AI

In this final section of the discussion, we analyse the details of the typical design

patterns that are usually involved in open-world games. In this regard, the matter is

not one of feasibility but one of complexity. While some of the patterns reported can by

themselves constitute moderate challenges for AI (e.g., navigation and wayfinding), the

real difficulty is to coordinate all the necessary expertise under one intelligent agent.

Certain elements, such as interacting with NPCs or problem-solving through dialogue,

could be partially tackled proficiently by modern LLMs. However, these patterns are

interrelated and heavily influenced by each other. This is the case as well for problem-

solving through dialogue and levelling up and skill allocation. The latter also requires

formulating an overall strategy about how to interact with the game. This is the case
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for inventory management as well. In general, the capacity to plan and estimate the

future relevance of skills and items is one of the hurdles for intelligent systems.

Limitations

Our study comes with a set of limitations that should be kept in consideration when

evaluating the results. The first limitation is the use of strictly qualitative meth-

ods. This choice is taken, diverging from usual research in the field to provide a

human-based perspective. As a result, the subjectivity of the methodology represents

a strength but also a weakness. The sample size is also relatively small, even though

the talk-aloud protocol does provide a large amount of information for each player.

Finally, the use of a GPT-3.5 model as a clustering tool opens up issues of replicability.

Like other stochastic tools, this is an ongoing problem in research involving the use of

AI systems.

3.1.5 Future Research

Arguably, we can envision progress related to the issues of complexity and coordina-

tion. Examples come from the field of distributed machine learning [160] and artificial

general intelligence (AGI) [161]. The challenge of generalisation, however, remains.

Our research argues that this is currently the major gap between AI and human play-

ers, and it becomes evident in contexts where objectives are fuzzy, such as open-world

games. Moreover, our research suggests that future developments in the field should

pay close attention to human resort to previous experiences and knowledge in play.

The ability to understand and artificially reproduce these processes is vital to further

research in the field.

3.1.6 Section Summary

In the section above, we tackle RQ4;. First, we show how video games have histori-

cally presented themselves as challenges for AI technologies and how they guided and

marked their development. Additionally, we speculate on future work in the field,

proposing a new challenge and a new way to analyse it in terms of human gameplay.

In this regard, we argue that the way humans play open-world games can be of great

help to further improve AI capabilities and flexibility in tackling complex problems.

The coming section will deal exactly with the relationship between humans and AI.

With AI technology advancing at a rapid pace, researchers must study how humans

relate to AI and vice versa. In our thesis, we argue that video games can be meeting
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points between the two. The next section exemplifies how we can study the potential

impact of AI within video game contexts and its relevance to the field.

3.2 The Effect of LLM-Based NPC Emotional States

on Player Emotions: An Analysis of Interactive

Game Play

The introduction of LLMs brought new possibilities in the field of video games, in-

cluding the possibility of developing highly adaptable NPCs that can collaborate and

interact with players in ways that were not possible before [162, 163]. The challenge

lies in leveraging LLM-enhanced NPCs to enrich player experiences without sacrificing

flexibility.

While these techniques allow for new ways to create immersive and engaging experi-

ences for players, their inherent flexibility and novelty make it unclear how interacting

with them may affect players on an emotional level. The main aim of this study is

to elucidate how the interaction with LLM-enhanced NPCs can impact the emotions

of the player. Emotionally adaptive NPCs represent a shift from traditional scripted

interactions. Unlike static NPCs, LLM-driven characters can respond with dynamic

emotions, making interactions feel more lifelike, creating, for example, the illusion of

organic social interactions. Specifically, this study explores the impact of LLM NPCs

that have been instructed to behave according to a predefined emotional state on

players.

In order to elicit an observable effect, we design an experimental context that fosters

players’ emotional engagement. To do so, we stimulate interactions with NPCs in the

form of dialogues, and we measure their effects through an information game called

’Black Stories’. This game engages players to solve a mystery through discussion with

NPCs. We use assets to create LLM NPCs capable of conversation. These assets allow

us to design AI agents with custom behaviour, emotional state, and knowledge. For

data analysis, the emotional evaluation of player conversation is done through a pre-

trained RoBERTa [164] model trained on the GoEmotions dataset [165]. Automatic

prompt engineering techniques for small LLMs are also evaluated for this purpose. This

approach allows us to continuously detect the emotional state of players at different

phases of the game without disrupting the game loop.

This section presents the following contributions:
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• We implement a version of the ‘black stories’ game where players interact with

emotionally conditioned LLM NPCs to solve a mystery. This game constitutes a

framework to observe and measure how the interaction with LLM agents impacts

player emotions.

• We use ‘black stories’ to show how LLM NPCs initialised with specific emotions

are capable of affecting the player. We analyse the effect of NPCs with different

emotional conditionings on players’ emotional states through measurements and

comparisons.

• We compare two methods to measure player emotions from the text; One based

on a RoBERTa model and one on prompting a 7B-parameter LLM.

The structure of the paper is as follows. In Section 3.2.1, we review recent work

on LLMs and emotion recognition. The subsequent section (3.2.2) describes the game

development process. Section 3.2.4 outlines our data collection approach and the

models used for emotional measurement. Our findings are presented in Section 3.2.5,

accompanied by emotion distribution plots. In the discussion section, we reflect on

insights gained and address limitations. Finally, we conclude with an overview and

potential future contributions.

3.2.1 Related work

LLMs: Recent advancements in natural language processing (NLP) have shown the

potential of LLMs for games[166, 167] with applications including procedural content

generation [168], game design [169], and game user research. Multimodal extensions

to LLMs have also been considered to create NPCs capable of acting in complex game

environments by leveraging data from other modalities besides text, such as visuals

and sound[170].

Our work extends on the mixed-initiative gameplay literature, focusing on the

usage of LLMs for gameplay where both the player and the LLM agents interact with

one another. Multiple studies have explored the possibilities for such interactions in

text-based games.[171, 172] use LLM agents to assist in story creation games, with

the latter analysing how the cooperativeness and creativity of LLMs impact creativity

in children. LLMs have also been used as dungeon master assistants for tabletop

role-playing games [173].

While the technology has shown promise in different avenues, it remains unclear

how design choices in the creation of LLM agents affect players. This work focuses
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on measuring the impact of the emotional state of LLM agents on players in a mixed-

initiative setting.

Emotion Recognition: Research in emotion recognition within human conversa-

tion has explored the impact of video games on emotional experiences, applying affect

theory to game studies [174]. Video game exposure has shown positive effects on proso-

cial behaviours and thoughts, motivating investigations into NPCs’ social effects on

players through communication [175]. Growing interest has been shown in using LLMs

to produce more human-like NPCs in video games since LLMs first appeared [167].

Models like RoBERTa, based on BERT, have been effective for understanding player

emotions during NPC interactions [164], often leveraging datasets like GoEmotions,

which provides labelled emotions for English Reddit comments [165]. LLMs have also

been used for sentiment analysis for game design assistance, with OPT-175B being

highly effective in sentiment analysis [176].

Understanding emotions in language is crucial since text serves as the primary

communication channel between humans and computers [177]. Analysing emotions

from text rather than other tests, such as questionnaires, provides a fine-grained signal

of emotional state without disrupting play. The method is also safe from self-reporting

biases, which can affect the validity of results [178]. Several works have focused on

the detection of emotions in text, suggesting different approaches and demonstrating

high accuracy [179, 180]. However, improving these systems’ precision and robustness

continues to be challenging [180]. Nonetheless, sentiment analysis has shown lots of

promise, highlighting its usefulness and possible growth in the video game industry

[181].

3.2.2 Black stories

‘Black stories’ is a puzzle game, inspired by the work of author Holger Bösch, that

challenges players to solve complex and suspenseful scenarios or mysteries. These

scenarios typically involve mysterious events, crimes, or puzzles that players must

unravel through critical thinking and decision-making.

In each game, there are at least two participants: one Game Master and one or

more players. The Game Master initiates the game by choosing a story from a set of

mysteries. Then the Game Master presents a part of that story to the players. The

players must uncover how this fraction of the story evolved through yes-no questions.

The game concludes once the players successfully uncover some key details of the

story. For example, the Game Master may explain that a character got stranded in a
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desert, and the player would have to guess what course of action may have led to that

situation.

For our purposes, we made a few changes to the traditional rules of the game. The

player has a limit of 10 questions to ask the Game Master. If the player is able to

solve the mystery within the 10 questions, they win; otherwise, they lose.

3.2.3 Video Game Development

In this subsection, we briefly explain and motivate the decisions taken during the

development of the game. The video game is developed in Unity using imported

assets for rooms and furniture. 3D models and animations from Mixamo, developed

by Corazza et al., are used to make the environment more immersive.

We use the Inworld AI tool, created by Gelfenbeyn, to implement LLM-enhanced

NPCs. This tool allows the designing of NPCs, capable of conversing with the player

and adapting their behaviours through this process. These NPCs can be customised

in terms of their knowledge, identity, and personality, making them the ideal choice

for our study.

In our implementation of the ’black stories’ game, two NPCs engage with the player

in solving the mystery: an assistant called Amy and the Game Master. Personality

traits and moods were set for each character using emotional and personality sliders,

as well as text prompts. The sliders indicate the tendency of a character to express a

given sentiment or personality trait during conversations.

Figure 3.4: The player interacting with Amy

These were curated to create seven different NPC profiles. One NPC profile is

created for the Game Master and six for the assistant NPC, Amy. Her purpose is to

assist by answering an unlimited number of questions about the story and replying

with full answers based on both the player’s theories and built-in intelligence. While

all other profiles are neutral in emotions and personality, three of Amy’s profiles have
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been designed to exhibit a specific polarised behaviour. We refer to those profiles as

Happy Amy, Sad Amy and Angry Amy. Neutral profiles will be explained explicitly

in the next subsection. All of them are used to study how different sentiments by

another party affect the player. The slider values set for these characters are reported

in Table 3.1 for reproducibility purposes. The range of values is 0 to 8.

Table 3.1: Personality Sliders for Different Types of Teammates (Amy)

Personality Sliders (values: 0 to 8)
Teammate NPCs Neutral Happy Sad Angry
Sadness to Joy 4 8 1 4
Negative to Positive 4 8 1 4
Anger to Fear 4 4 8 1
Discuss to Trust 4 7 1 1
Insecure to Confident 4 7 1 4
Aggressive to Peaceful 4 8 4 1
Cautious to Open slider 4 4 4 1

Game flow

Upon launching the game, the players are greeted by a short introduction that informs

them about the rules of the game. The game is divided into three different sections. At

the beginning of each section, an NPC starts the conversation and invites the player

to interact with them. Amy is given different emotional states in each section. This

approach is crucial for the objectives of our study. Figure 3.5 presents some details

about these three phases and Amy’s corresponding profile.

Figure 3.5: The phases of the game.

Phase 1: Introduction. This phase invites the player to engage with Amy and

create an initial bond. During this phase, players have an opportunity to talk to Amy

by discussing their hobbies and interests. This phase serves two main goals: to help

the player become familiar with navigating through the game environment and to

assess the player’s initial emotions. For these reasons, Amy is set to be Neutral. This

section concludes after receiving five responses from Amy.

Phase 2: Solving the mystery. In the second phase, players immerse themselves
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in the co-op game ‘black stories’, where they cooperate with Amy to solve the mystery

given by the Game Master. Amy is randomly assigned a different emotional profile

out of the following list: neutral, angry, happy, or sad. The player can also interact

with the Game Master in this section. The Game Master first introduces the mystery

that the player and Amy have to solve. After doing so, the player gets the choice to

interact either with Amy or the Game Master. The player interacts with Amy for

theory crafting and with the Game Master for asking direct, close-ended questions

about the mystery. This section ends after the player has asked 10 questions to the

Game Master.

Phase 3: Feedback on the mystery game. The third and final stage focuses on

obtaining feedback by having the player reflect on the mystery and game experience.

In this phase, the player discusses the story with Amy and shares their thoughts about

the story and the adventure in general. The emotional trait set for Amy in this section

is Neutral. The purpose is to measure the sentiments of the player after the game in

order to compare them with those from the previous phases of the game. This phase

is concluded once Amy has responded to the player five times.

After completing Phase 3, the player will be taken to the game’s final screen. This

screen displays the solution to the mystery and thanks the players for playing the

game.

3.2.4 Experimental analysis

This section discusses the gathering and analysis of conversation data, followed by a

comparison between the use of a pre-trained RoBERTa model and prompting LLMs

for emotion recognition. The RoBERTa model is then applied to extract emotions

from conversation data.

Data collection and preprocessing

We record all conversation text between NPCs and players, together with Amy’s cor-

responding behaviour settings. This allows us to inspect the interactions between the

player and the NPCs, and it provides us with a solid foundation on which we can do

further analysis.

The game is shared for public use on the platform itch.io. The passcode ‘blue’ is

needed to enter the game. 19 people played out the game in full, with ages ranging

between 22 and 39. The data from players who do not play all phases of the game are

considered incomplete and hence are discarded.

56



Chapter 3. The Relevance of Games for Artificial Intelligence

To evaluate the player’s emotional response during conversations, we analyse the

sentences they write. For tracking changes in emotional state over time within a phase,

we adopt a method that normalises data across players with varying text lengths:

each player’s concatenated sentences are split into the same number of sections. Each

section is used as input to the language models to obtain emotional scores. This

yields a sequence of emotional scores for each player, which is then used to compare

emotional changes within a given phase.

Model on emotion recognition

To determine the best method for extracting sentiments from conversation data, we

compare two approaches: a pre-trained RoBERTa model and prompting LLMs. In

our comparison, we compare the performance of these methods on the GoEmotions

dataset. This step helps us identify which model is more effective at emotion extrac-

tion. Once we establish the superior method, we proceed to use it for our emotion

analysis in conversation data.

RoBERTa model vs LLM prompting Briefly, the RoBERTa model that we use

is a pre-trained model found in the HuggingFace library. The model is a BERT-based

model [164] that is fine-tuned on the GoEmotions dataset [165]. We also test an LLM

prompting-based method, called Llama 2, which prompts an LLM to output which

emotions are detected in a given text. We then compare this prediction to the ground

truth to compute performance metrics. To discover optimal prompts, we employ an

iterative approach inspired by Automatic Prompt Engineer (APE) [182]. We work

with a set of 10 human-generated prompts and evaluate their performance on the

GoEmotions dataset.

Emotion extraction from conversation data To extract emotions from conver-

sation data, we use the optimal method found in Section 3.2.4. For the first and third

phases of the game, we use the conversation data as it is to extract affections. This

yields an aggregated affect score for each phase. For the second phase of the game,

we use the conversation data to extract emotions throughout gameplay. Given that

conversation data varies in length among players, we standardise the extraction pro-

cess by selecting a fixed number of messages per player, proportional to their total

number of messages. This allows us to segment the conversation data uniformly for

each player and extract emotion scores from each segment. Consequently, we obtain
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a sequence of emotion scores for each player, facilitating the analysis of emotional

evolution throughout gameplay.

3.2.5 Results

In this section, we report the main insights extracted from our experiment, divid-

ing this into four subsections: Optimal LLM prompts, the RoBERTa model vs LLM

prompting, Emotion extraction for different phases of the game, and the impact ob-

served of NPC emotions.

Optimal LLM prompts

We find the optimal LLM prompts using the iterative process described in Section

3.2.4. The optimal prompts that were generated achieved an F1 score of 0.117 and a

recall score of 0.538, respectively.

RoBERTa model vs LLM prompting

We evaluate the RoBERTa model and LLM prompting-based methods on the GoEmo-

tions test split. We observe that the LLM prompting-based methods perform worse

than the RoBERTa models, being unable to achieve high scores across all evaluated

metrics with either method. The RoBERTa model with optimised thresholds performs

best, achieving the highest F1 scores and Matthews correlation coefficient (MCC).

Thus, the pre-trained RoBERTa model with optimised thresholds is the best method

for extracting sentiments from text and is used in the following sections.

Emotion extraction for different phases of the game

We extract emotions from the conversation data for the different phases of the game

and compare the aggregate results. Figure 3.6 shows the results of this comparison on

the most affected emotions. Results show that emotions differ between game phases.

All phases have high scores for Neutral emotions. Gratitude, joy, and approval are

present in the first phase, but not as much in the later phases. Curiosity is high in

the first two phases, and confusion increases steadily across all phases. The right

figure shows how emotions change during the middle phase of the game over time. We

observe that the most common emotions stay mostly constant throughout time when

looking at their scores averaged across all gaming sessions.
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Figure 3.6: Left: Heatmap of the average emotion scores for the different phases of the
game. Right: Average emotion scores during phase 2 of the game over time. Scores for a
given timestep are computed on segments of the conversation as described in section 3.2.4.

To evaluate the game’s impact on player emotional responses, we analyse the re-

sults presented in Figure 3.7. This assessment reveals how different phases of the game

affect specific emotions. Some emotions show consistent scores across phases, while

others exhibit changes. The overall impact is determined by comparing emotional

scores between the first and last phases of the game. Players generally experienced

increased confusion, disapproval, disappointment, and sadness, alongside reduced cu-

riosity, love, approval, and excitement post-game. By separating the overall impact

into gameplay and outro phases, we can identify which sections influenced specific

emotions. Gameplay notably contributed to increased confusion and reductions in

approval, excitement, joy, and love.

Impact of NPC emotions

In this experiment, the impact of different personalities of Amy is evaluated. Figure

3.8 shows the average emotion scores for each profile during gameplay on the most

affected emotions. The scores are computed on messages from the player using the

adapted windowing previously described.

The average scores show the previous main emotions: confusion, curiosity, and

neutrality. The scores that were normalised with respect to the average emotions

show that the different agents induced different emotions in the player’s conversations.

Neutral Amy reduced curiosity levels. Sad Amy increased neutrality and curiosity and
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Figure 3.7: Heatmap of the emotional impact of different game phases for all measured
emotions. Total impact indicates the score difference between the last and first phases.
Phase 2 impact indicates the score difference between the second and first phases, and Phase
3 impact indicates the score difference between the last phase and the second phase.

reduced gratitude. Angry Amy increased gratitude and reduced neutrality. Happy

Amy increased admiration and curiosity, and reduced confusion and gratitude.

The impact of the four states of Amy is also explored in greater detail in Figure 3.9.

The plots show the average impact of the different behaviours on the most affected

emotions over time during gameplay. While Happy Amy had higher-than-average

admiration scores, we observe that these scores are only high at the beginning of the

conversation and decrease to below-average scores by the end of gameplay. Angry

Amy also shows a peak of gratitude scores in the ending sections of gameplay. Sad

Amy induces higher than average curiosity scores, and neutral Amy induces average

responses, with the exception of a neutrality peak by the end of gameplay.

3.2.6 Discussion

This study explored how a game and its NPCs, characterised by distinct emotional

states using LLMs, influence player sentiments. Our findings reveal emotional impact

across game phases, particularly in increasing curiosity and confusion during game-

play, notably emphasised in Phase 2’s mystery element. Our results show that NPCs

and their emotional state play a pivotal role in shaping player emotions, with differ-
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Figure 3.8: Player emotion scores over different Amy emotional states. The left figure
shows average scores, and the right figure shows how the scores differ from the average.

Figure 3.9: Computed scores of player emotions over different Amy profiles during game-
play. Each plot shows the normalised scores on the most affected emotions over time. Scores
for a given timestep are computed on segments of the conversation as described in section
3.2.4 and normalised to show how they deviate from the average scores across players and
emotional states of Amy.

ent characters eliciting different feelings such as gratitude or curiosity. For instance,

‘Happy Amy’ initially inspires admiration, which diminishes over time. This not only

shows that the emotional state of NPCs affects the player but also illustrates how

their influence evolves during gameplay. Through our analysis, we identify how spe-

cific game sections affect players’ emotions and uncover lingering post-game emotional

responses induced by gameplay.

The experiments reveal that some emotional states induce reactions in the player

which can be unexpected. An example is the case of ‘Angry Amy’, which often evoked

responses of gratitude from players. While this response may seem contradictory at

first, literature in psychology linking anger and gratitude exists and could explain

our observations [183]. Moreover, the increase in detected gratitude may be a sign

of pacifying behaviour from the players, as an attempt to foster cooperation when

faced with a more aggressive NPC assistant. It is also possible that the increased
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difficulty in cooperating with an angry assistant would result in higher satisfaction

when progressing through the game.

The results regarding ‘Sad Amy’ show that players display increased empathy and

curiosity with her. These results seem to indicate that the agent and its emotional

state are capable of inducing a desire to help the players, which might motivate them

to immerse themselves more deeply in the game. The evolving emotional responses

to different NPCs underscore the dynamic nature of player-NPC interactions. By

normalising emotional responses with respect to the average, we demonstrate that

different NPC personalities distinctly impact player emotions. This shows that the

impact on the players’ emotions is not only caused by the game, but specifically by

the emotional state of the NPC.

In summary, our study investigates the complex and changing emotional landscape

that players navigate in a game, shaped by both the game’s design and its NPCs.

These insights provide valuable information for designing games that better engage

and resonate with players emotionally.

However, the game comes with its limitations. Firstly, it offers only a single mys-

tery to solve, which may have constrained player interactions and responses by limiting

variety. Secondly, implementing progress tracking would provide an interesting signal

to consider when evaluating the impact of the emotional state of NPCs. While the

research primarily focused on AI, the service used to provide player interactions with

Agents also posed its own challenges. The AI, operating separately from the game,

exhibited unexpected behaviours, leading to varied experiences for players. This un-

predictability sometimes extends to the AI incorrectly presenting game rules, such

as providing inaccurate answers about the mystery when interacting with the Game

Master. Since characters could not interact with each other, they often improvised

information due to their limited awareness. These quirks could potentially influence

player experiences and interactions, impacting the research outcomes. Despite these

challenges, the results remain compelling, highlighting how the unpredictable nature

of LLM usage affects player experience, a critical factor for assessment.

3.2.7 Conclusion and Limitations

Through this project, we developed a game to measure the impact of the emotional

state of LLM-based NPCs on player emotions. We designed a collaborative game

called ’black stories’ where players interact with LLM-based NPCs to solve a mystery.

We evaluated various methods for emotion extraction from text and utilised a pre-
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trained RoBERTa model for optimal emotion analysis. Our study reveals that player

emotions vary across game phases and are influenced differently by the emotional

profile of the LLM-based NPCs they interact with. We show that specific phases are

capable of increasing the curiosity and confusion of players, while others show lower

emotional engagement. We demonstrate that different emotional states of the NPCs

induce different responses in players, and show that this effect can change throughout

gameplay.

For future research, including a wider range of stories would allow us to validate

our findings. Incorporating different story genres will help determine whether story

type influences player emotions alongside dialogue. Additionally, while we uncovered

the impact of specific emotional states, they do not fully represent the range of pos-

sible emotional states that an NPC can be designed to have. Expanding the research

on other emotional settings could further the understanding of how LLM NPCs can

impact a player. For example, this could be done by implementing emotion recognition

techniques. Involving more participants and applying further statistical testing would

also be recommended in order to uncover possible correlations. Finally, it would be

valuable to explore practical implications, focusing on the ethical repercussions of po-

tential implementations of this research. As AI becomes more integrated into gaming,

ethical concerns arise that need to be carefully studied; AI-generated narratives can

be inherently biased, while player data collection raises privacy concerns. Moreover,

the impact of potential AI alignment on user experience requires further research.

3.2.8 Section Summary

The section above aims to provide an exemplary answer for RQ5;. We first explore

the new developments in the field of AI and how they relate to video games. Subse-

quently, our experiment targets directly players, trying to elicit and measure emotional

responses arising from their interaction with AI. The results show potential for emo-

tional engagement but also emotional manipulation, which depicts a very interesting

context. This indicates that video games are indeed a point of interaction between hu-

mans and AI and are important tools to further research this relationship. Techniques

similar to the one we used will probably become more and more relevant with future

technological advancements in the field. In the next section, we go beyond the digital

boundaries of computers and see how games can be used to bring AI technologies into

the physical world. In doing so, we show the potential for games to allow for human-

computer interactions even outside digital contexts. An additional goal for the next

63



3.3. Towards a Taxonomy of AI in Hybrid Board Games

section is to propose a taxonomy as a tool to reflect upon the role of computational re-

sources (including AI) in games. Specifically, we argue that the taxonomic system we

propose can help designers in the development of hybrid games with AI components.

3.3 Towards a Taxonomy of AI in Hybrid Board

Games

Over the past years, board games have been rising in popularity [184] in parallel to

video games. Rather than standing in competition to one another, video games and

board games offer different kinds of experiences that are both in demand. Naturally,

this also creates more interest in game systems that borrow from both modalities.

The overlap between video games, a term that we use synonymously with ‘computer

games’ and ‘digital games’ in this paper, and physical games is often referred to as

‘hybrid board games’. Hybrid board games can be understood as part of a wider

range of ‘hybrid games’ that generally involve multiple and different types of media

without necessarily being defined by the involvement of analogue and digital game

elements [185]. At the same time, in the area of video games, the importance of AI

is steadily rising, as the necessary technology becomes increasingly more capable of

sophisticated decision-making and interpreting complex game states. This, in turn,

allows for the creation of novel gameplay elements, as well as the development of

systems that aid in the design and evaluation of video games [186, 24]. This trend is

less pronounced in hybrid board games, where the use of AI appears to remain more

rudimentary.

In this work, we present the first steps towards a taxonomy of AI in the

area of hybrid board games with the purpose of aiding the research and

development of AI that can support such games. We see the creation of a tax-

onomy as a catalyst for generating new ideas by structuring existing knowledge and,

perhaps even more importantly, emphasising areas that lack either practical or theo-

retical knowledge. Finding such design spaces can highlight interesting opportunities

for future work that would otherwise remain unexplored. Our efforts should there-

fore be understood as a call for action to strengthen the presented structure through

further critical discourse and empirical investigations.

The following section provides our working definitions of hybrid board games, as

well as what can be considered ‘AI’ in the context of such games. Section 3.3.2 outlines
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a proposed taxonomy through different possible dimensions from which to attempt a

differentiation of AI in hybrid board games. We conclude the paper with a discussion

of the presented dimensions through illustrative examples.

3.3.1 Working Definitions

Before attempting to map out a taxonomy of AI in hybrid board games, we need to

establish a definitional basis for the involved aspects. What forms of AI should be

considered, and what do we mean when we talk about ‘hybrid board games’? The

focus here is less on arriving at indisputable demarcations (requiring considerably

more argumentative writing space) than on outlining working definitions that provide

a structure for further discussion.

In the context of this paper, we understand hybrid board games as games that

combine intentionally designed digital and physical modalities to create a

game experience for players within the boundaries of a defined physical

space [185, 187]. The underlying games may be created for entertainment purposes,

or fulfil additional purposes, such as to train players in a given task (often referred

to as ‘serious’ games [188]). Under this definition, we exclude ‘gamification’, which

is the use of individual game mechanics or aesthetics in otherwise non-gaming cir-

cumstances [9]. Our working definition further excludes games that lack physical or

analogue artefacts that are explicitly designed for the purpose of facilitating a game

session. This distinction is inherent in the term ‘board’ within ‘hybrid board games’.

Augmented reality games such as Pokémon GO [189] may indeed involve the physical

environment, but do not define specific game spaces and do not contain physical arte-

facts that are intentionally designed. The digital domain of the game adapts to the

physical domain, while the reverse does not occur.

Augmented reality games or mixed reality games can certainly be described as hy-

brid games, and the involvement of other domains might create hybrid games that are

not defined by the use and interaction of both physical and digital components [185].

Likewise, any efforts to build a taxonomy may yield valuable insights for hybrid games

of all sorts. However, we do see value in focusing on a specific sub-field, i.e. hybrid

‘board’ games, as it is also likely that some taxonomic dimensions that we will discuss

do in fact not map to all hybrid games.

On the other hand, we consider the word ‘board’ a linguistic anchor that hints

more at the involvement of physical artefacts, defined space and gameplay traditions

than at the existence of a board in a strict sense. Card games or dice games, for
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Figure 3.10: Illustration of high-level components involved in a hybrid board game. Both
domains involve intentionally designed artefacts and interaction with the other domain. Typ-
ically, hybrid board games involve human, or ‘bio’ intelligence, but may also involve several
AI sub-systems (which tend to be specific to the task)

example, may lack a physical board, but do involve intentionally designed physical

artefacts and spaces. It would therefore perhaps be more accurate to talk about

hybrid ‘tabletop’ games, as most of these games are traditionally played on a shared

table. However, it should be noted that ‘hybrid board games’ is already an established

and somewhat widely-used term that indeed appears to include physical games that

lack a board. This is also where an excessive fragmentation of implementations is

perhaps less useful in mapping out a potential design space.

In terms of what forms of AI should be considered for the taxonomic structure,

we build on recent work in the field of game AI, which is focused on the use of AI for

game purposes [186]. As a rough working definition, we are interested in mapping any

involvement of a computational system into a decision-making process that

is part of a hybrid board game. This, just like for game AI, includes decision-

making processes before or after the game, as well as decisions that are more artistic

than part of a game mechanic.

Figure 3.10 illustrates the conceptual components of a hybrid board game, as we

understand it through the outlined working definitions. Components are separated

between the digital and physical domains, both of which include artefacts that are

intentionally designed to be part of the gameplay. Both domains further involve some

degree of interaction with the other domain. The physical domain necessarily involves

one or more intelligent entities1 that usually take the form of human players (although

1ignoring the more philosophical musings on the concept of zero-player games [190]
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the involvement of animal players is a possibility that fits perfectly well in this model).

When AI is involved during the game session, the digital domain also involves one

(or more) intelligent ‘entities’. In contrast to human players, AI entities may not

necessarily be featured as individualised agents, but can instead be constructed as

compartmentalised sub-systems. Human players are generally capable of carrying out

a wide range of decision-making tasks that are very different from one another. AI

systems are more likely to be designed to fulfil specific tasks, thus leading to a number

of systems that can be at play in parallel, even if they together only take control over

a single game entity (if they represent an embodied agent at all).

We acknowledge that the presented working definitions likely leave questions open.

For working towards a taxonomic structure, we consider this both a practical necessity

and an opportunity for encouraging a broader discussion in an effort to better map

out potential uses of AI in hybrid board games.

3.3.2 Taxonomic Lenses

In this section, we outline dimensions on which examples of AI in hybrid board games

either already exist or could potentially exist. Each of these dimensions represents a

‘lens’ or perspective through which the involvement of AI in hybrid board games can

be viewed and understood (see Table 3.2). The metaphor of different lenses follows a

similar approach in efforts to outline the wide range of interrelated dimensions in the

practice of game design [191]. It is important to note that we choose this metaphor in

part because it reflects the fact that individual dimensions are not necessarily separated

as definitively as is the case in other taxonomic models, such as the ‘phylogenetic tree’

or ‘Linnaean taxonomy’ in biology.

Throughout the following sub-sections, we use chess as a case study to illustrate

how it can be (and has been) modified to act as a hybrid board game with AI in-

volvement. The point here is, of course, not that chess is the most suitable game for

such efforts. However, it provides a widely known game example that is useful for

illustration purposes.

Embodiment

AI in games is perhaps most prominently represented by the involvement of intelligent

agents that are embodied in some form. In video games, this embodiment happens in

the digital domain, through ‘bots’ that compete with human players, or NPCs that

give players the opportunity for diegetic interaction. Such agents also exist in hybrid
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Taxonomic Lenses → Constituent Sub-dimensions

Embodiment

→ Relationship between agent(s)
and players

→ Believability of interaction
→ Amount of agents

Physical Domain
→ Awareness of physical domain
→ Interactivity with physical domain

Temporal Domain
→ Temporal involvement

within/outside a game session
→ Temporal resolution

Gameplay → Centrality to gameplay

Role → Actor-Director spectrum

Table 3.2: The left column lists the individual taxonomic lenses that are discussed in this
paper. Each lens should be understood as an independent perspective on AI in hybrid board
games. Each lens can be further deconstructed into constituent sub-dimensions. The table
is not exhaustive and should be understood as a structural foundation.

board games, either as physical entities or as virtual entities with varying degrees of

defined embodiment. Early chess computers might require players to carry out turns

for a computational agent on their behalf, but they still act as a virtually embodied

entity (i.e. attributing any game interactions to an ‘enemy’ or opponent, rather than

responding to unattributed changes in a game environment).

One dimension that falls under agent embodiment is the relationship between

AI agents and players. AI agents may act fully collaborative, fully competitive,

or somewhere in between. This can extend to the expression of personalities through

the way in which an AI agent plays. Competitive actions by a human player might

trigger AI agents to respond in kind for the rest of a game session, thus giving the ap-

pearance of a resentful AI player. While the possibility for such behaviour depends in

part on the underlying game, even fully competitive games can provide opportunities

to display ‘emotions’, such as in the way that an agent responds to a loss (e.g., con-

gratulating or antagonising). Many games do not necessarily feature a single, clearly

superior strategy for competitive play, thus providing venues to express an agent’s

personality (e.g., through aggressive, risk-taking play). It is also worth noting that

competitive play can originate fully from the rules of a game, without involving a

model of competition in AI agents themselves.

The display of such ‘emotions’ ties into another sub-dimension: the believability
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of any interaction with an AI agent. Believability of agents is closely connected

to what kind of embodiment is given to them by the design of the game. If they

are given similar gameplay possibilities as human players, an agent AI will likely face

a higher degree of scrutiny by players as to what is or is not believable. Here it is

important to highlight that in the context of hybrid board games, the high end of the

believability spectrum is less about the perfect simulation of human behavior2, and

more about maintaining a player’s suspension of disbelief.

Another sub-dimension is the amount of embodied agents. A game might

involve multiple AI agents with very rudimentary decision-making that present an

obstacle to other players simply by their existence. Such AI agents can be thought

to have no relationship to the player at all, instead carrying out tasks without any

consideration for other agents (human or otherwise).

Agents can also be classified according to their relative power compared to the

player’s. For example, we can have AI agents acting as opponents, limited by the

same rules and driven by the same opportunities as the players, but it is also possible

to involve agents with different levels of advantages or limitations in their gameplay.

This can also be moderated by the game settings, making the match more or less

challenging for the human players.

The possibility of multiple AI agents brings up another dimension that is part of

embodied AI involvement: the number of agents that are controlled by an AI.

An AI system might be embodied as a single entity (whether fully virtual or with a

physical representation), or consist of multiple, potentially infinite, embodied agents.

Mapping an AI on this spectrum is not necessarily straightforward. In the example

of chess, one could argue that only two agents are involved, as it is played by two

players moving pawns. On the other hand, the embodiment of each player within

the game space can also be thought of as 16 agents that act through a hive mind.

The question of how many agents are in a (hybrid board) game is thus dependent on

whether the focus is on the actual embodiment or on the intelligence that controls

these embodiments. A hybrid version of chess could indeed be realised with multiple

AI ‘minds’ that share the control of their 16 embodied agents, such as by developing

competing strategies internally before settling on an externalised action. This form of

hidden multi-agent setup is indeed used to treat the most difficult game-playing AI

tasks, such as beating professional human players in StarCraft II [192, 28].

2Although, clearly, any progress towards solving ‘AI-complete’ problems are likely beneficial for
the task of creating believable agents.
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Physical Domain

Given that we define AI as the involvement of computational systems with decision-

making capabilities, we can expect any AI to have easy access to any digital data

that is kept as part of a hybrid board game. Such data might originate in the digi-

tal domain, but still require physical modalities to inform human players. The most

straightforward method is the involvement of additional devices such as smartphones

or tablets to facilitate the communication between the AI and the physical environ-

ment. On the other hand, to register actions in the physical world and interact with

it, a degree of physical awareness is required. The dimension of awareness in the

physical domain thus describes to what extent a physical input or signal is digi-

talised. In addition to physical awareness, an AI can differ in the degree to which it is

capable of acting in the physical domain. This dimension can be considered the

interactivity of an AI in the physical domain. Much of the existing academic

work on hybrid board games focuses on how this translation between physical and

digital states can be implemented [193].

However, for the purpose of building a taxonomy, the question of how awareness

and interactivity with the physical domain is achieved might not be as important as to

which it is involved at all. It is difficult to imagine examples in which an AI requires no

degree of physical awareness, nor any form of interactivity with the physical domain.

Early chess computers would require human players to provide information about the

physical world (i.e., pawn movement) and to carry out AI movements correctly. While

it may seem that full automation of such actions is always beneficial for human players,

there is also some evidence that leaving some ‘house-keeping’ tasks to human players

may be desirable [194].

Temporal Domain

Another lens to look at AI in hybrid board games is to consider the temporal domain:

when is AI involved in the larger context of a game session, and at what temporal

resolution does it operate?

The dimension of temporal involvement, or when AI is involved, seems less suitable

for framing as a continuous spectrum than as distinctive ordinal categories, involving

AI either: (1) before a game session, (2) during a game session, or (3) after a game

session. It is conceivable that an AI is involved in some or all of these temporal

categories, but it is more likely that this would involve different AI systems that

target specific tasks within such a category.
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The involvement of AI during a game session is perhaps the most apparent imple-

mentation and is exemplified by any AI agent that plays ‘with’ or ‘against’ players

in a game. However, a taxonomy of AI in hybrid board games should also account

for the use of AI in the preparation of a game session or even in the (co-)creation

of the overall game [195, 196]. AI agents can, for example, be created not to act as

opponents during a game session, but to serve as test ‘participants’ as part of the

game development process [197]. Given that game development is often an iterative

process, information about a play session will frequently be fed back into the design

of a game. As such, post-play involvement may transition somewhat seamlessly into

pre-play involvement. For the purpose of establishing a taxonomy, we may argue that

the interpretation of gameplay data is more closely related to post-play involvement,

while acting on that interpretation to improve a game is closer to pre-play involve-

ment. As with (partly) automated play testing, a feedback loop encompassing in-play

AI as replacement for the player, post-play game analysis and a pre-play game design

angle happens in (partly) automated game balancing [198].

Another dimension related to temporal events is the resolution at which time is

‘experienced’ or processed. On one end of the spectrum, actions can be expressed

or perceived continuously in real-time. On the other side, actions and events may

be regulated in discrete steps. This is not necessarily connected to the gameplay

rules of a game. Taking chess as an example again, any moves take place in turns

and can thus be said to happen in a discrete manner. However, an AI system could

monitor the game state in real-time, using the idle time to consider possible moves,

and immediately react to moves by the opponent as they occur. On the discrete side

of this example, the same AI system could instead not have a concept of real-time

and instead only evaluate game states after a specific event (e.g. when the opponent

indicates that they have made their turn).

Gameplay

Understanding the involvement of AI through the lens of gameplay means to establish

how central an AI system or agent is to the game itself. On one side of

the spectrum, AI systems might be involved for convenience or aesthetic purposes,

without having an impact on the way a game unfolds. This does not necessarily make

the involvement less valuable for players, and might involve AI systems that are just

as complex or even more so than those that are more central to the gameplay. An

example can be found in computational systems that take care of board game ‘chores’,

such as keeping track of game states [199].
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On the other end of the spectrum, the involvement of AI might fundamentally shape

the gameplay. This end of the spectrum is arguably harder to find among hybrid board

games, as they often involve only incremental change over non-digital board games.

However, returning once again to the example of chess, the involvement of an AI agent

as an opponent can make it central to the gameplay. While early implementations of

artificial chess opponents may have only provided a trivial challenge, they have long

since become real training partners that can inspire novel strategies.

While creating AI agents that can substitute for human players presents interesting

research and development challenges, there is largely untapped potential in hybrid

board games that are built around the involvement of AI. Such games could extend

the design space with implementations that go beyond substitution.

Role

The final lens we propose is the role AI has within a hybrid board game. The actor-

director dimension positions an AI on a spectrum between carrying out very narrowly

defined actions on the one side and directing all aspects of a game on the other.

This dimension is almost inseparably linked with how much information a compu-

tational system is given (or can access) about the state of the game, as well as the

extent to which it is permitted to modify it. Systems that generate aesthetic assets

can, for example, function fully independently from the state of a game, and thus carry

little information, but have a large effect on how the game progresses. The opposite

would also be conceivable, e.g. by means of an AI-driven assistant that analyses the

complex state of the game in order to display it in simplified form to human players.

If an AI is given wide access to game state information as well as designed to

actively modify such states, it can be compared more closely to the role of a ‘game

master’ in pen-and-paper role-playing games. In this role, the system might be de-

signed to find an optimum between challenge, relaxation, and diversity in order to

provide a game experience that suits the idiosyncratic preferences of any participating

player. Such balancing can be as simple as reducing the difficulty of a challenge by

modifying hidden parameters, or as complex as changing the game narrative based on

interpreted player preferences.

One of the upcoming topics in game AI is ‘human/computer collaboration’, which

may be seen as one side of ‘team AI’. In our context, this could entail all possible roles

from allowing competitive gameplay, replacing missing human players with AI agents,

to just providing more interesting interactions for human players, such that they do

not feel lost. AI agents may have a ‘digital life of their own’ in an otherwise mostly
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Figure 3.11: Photograph of Anki Overdrive, a physical miniature racing hybrid board
game that can be played against AI opponents.

physical game, such that they neither have full access to the state of the game, nor do

they have a large effect on the course of the game.

3.3.3 Discussion and Conclusion

In the previous sections, we have outlined different taxonomic lenses through which AI

in hybrid board games can be discussed and explored. Given that hybrid board games

are a relatively ‘young’ medium, there is a limited number of widely-known examples.

Before concluding this paper, we look at game examples that can be described along

the aforementioned dimensions with the aim of providing a better understanding of

the individual dimensions.

One example that can be helpful in expanding the view on how hybrid board games

can look like is the racing game Anki Overdrive [200] (see Figure 3.11). In the game,

players take control of physical miniature cars and race against opponents. Cars can

combat each other with virtual weapons that create a simulated physical impact and

feature simulated differences in terms of car characteristics (e.g. speed and defence).

Looking at the game through the lens of ’Embodiment as Agent’, it can be described
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as a game with a variable number of AI agents, including the possibility of letting

AI agents race against each other by themselves. The relationship to the player is

primarily competitive, with some game modes focusing on sabotaging other players,

while others are more concerned with competing through flawless performance.

In terms of the ‘Physical Domain’, Anki Overdrive involves AI that has only limited

awareness of the physical world. Cars in the game can only drive on specialised tracks,

and obstacles that may be present cannot be detected, with the exception of other

cars. Interactivity with the physical world is fairly high, as all racing manoeuvres

are physical actions. While weapons cannot be seen directly, they can be perceived

through the simulation of their impact on other cars.

In regard to the ‘Temporal Domain’, AI is primarily involved ‘in-play’, i.e., during

the game session. Given that the game involves a companion application for mobile

devices, the game could potentially involve AI for pre-play purposes. Here, the ap-

plication could automatically generate patterns as suggestions for the player while

including pre-computed parameters such as the expected difficulty. The temporal res-

olution in which the AI operates within the game is necessarily in real-time, given

that any input by human players is carried out (almost) immediately. As such, any

response needs to be processed and acted upon close to the reaction time of human

players.

As long as players in the game lack another human player, the involvement of AI

in the game is absolutely central to the gameplay. While players can race alone, the

design of the game is built around competition, and thus, AI opponents in lieu of other

human players.

Looking at the actor-director spectrum, i.e. the ‘Role’ AI plays within the game, we

find that the game is closer to the midpoint than it might seem. While the individual

AI-based opponents act as individual actors, their performance is actually in part

dependent on how well human players perform. The developer at least claims that

“the better you play, the better they become”. Adjustments to the difficulty of a game,

also known as ‘rubber banding’, fall closer to the ‘director’ side of the spectrum, as it

suggests that weaker performance of a player also results in a less aggressive opponent.

As such, the AI in the game is likely not only concerned with providing the best

possible performance, but also considers what performance level results in the best

player experience.

A complementary example case of a similar hybrid board game, both in its subject

matter and its ability to inspire a broader view towards the medium, is Room Rac-

ers [201]. The game was developed as a research project and allows players to race
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Figure 3.12: Photograph of Room Racers, a spatial augmented reality racing hybrid board
game that involves AI as part of the racing track generation.

with cars that are ‘projection-mapped’ onto an arbitrary surface. Instead of involving

physical cars, it involves the physical environment and asks players to create a racing

track out of a variety of objects. While Room Racers exists at the fringes of the def-

initions of a hybrid board game, it involves intentionally designed physical artefacts,

even if they are provided ad-hoc by players. In this example, AI is involved primarily

through computer vision, as the outline of the track is processed in real-time from

the physical environment. In contrast to Pokémon GO, the physical domain involves

physical artefacts, even if they are designed by players instead of the game designer.

These two examples are intentionally chosen as use cases that test the boundaries

of our working definitions. A game such as XCOM: the Board Game [202] is perhaps

more easily identifiable as a hybrid board game with AI involvement, as it features

a physical board and a companion application that includes some degree of scenario

generation. While such games undoubtedly provide entertainment to their players,

there is value in exploring other implementations that push the boundaries of what

game AI can potentially contribute.

A potentially contentious edge case that we have not discussed up to this point

could be found in games that are fully digital but use the digital domain to simulate

physical board game elements. Such simulations can be as simple as using virtual

cards and tokens (e.g. in Tabletop Simulator [203]) or involve a wider range of modal-
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ities to invoke the feeling of a physical board game. At this point, we will leave

the classification of such games up to future discussions that we hope this paper will

encourage.

Finally, we have not addressed all possible attributes that may describe an AI in

this first presentation of the taxonomy. For example, we did not include the power

or skill of AI systems, despite the reality that much of the work in game AI focuses

on balancing such attributes. An argument could be made that a skilled AI system

likely needs to operate at a lower skill level in order to give human players a fair

chance. Within the taxonomy that is presented, we could consider this a factor that

is represented in part by the believability of an agent (i.e. ‘to what extent does the

AI play as a human would?’) and the role of an AI on the actor-director spectrum

(i.e. ‘to what extent does the AI facilitate an enjoyable game session?’). However,

this challenge of classifying the quality of an AI system in hybrid games emphasises

that more conceptual and argumentative work is required to strengthen the currently

presented foundation.

Overall, we have presented the conceptual foundation for developing a taxonomy

of AI in hybrid video games. Part of this effort has been the establishment of working

definitions that focus the exploration of the design space. We believe that future work,

both applied and academic, can build on these efforts. This will ultimately allow for

the development of novel game mechanics and support systems that contribute to the

enrichment of the medium of hybrid board games.

3.3.4 Section Summary

In this last section, we tackled RQ6; by building upon the previous sections and

developing a taxonomy for hybrid games. We indicate that digital elements in physical

game contexts can assume different roles. In particular, AI agents represent the most

intriguing element of hybrid games and can be points of potential development thanks

to new AI technologies. In general, while older intelligent systems are already shaping

the landscape of play beyond purely digital settings, more recent developments will

open up to more natural human-AI interactions. Moreover, hybrid games can represent

a rare instance of meeting points that happen in the real world rather than in the digital

one; this makes them very promising tools for further research. In this chapter, we

highlight the intimate relationship between games and AI. We start from historical and

current perspectives and continue illustrating the potential for new interactive modes

and contexts, all within the field of games. We aim to convey the final impression of
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a medium that is both versatile and intuitive.
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Chapter 4

Scientific Education, Video

Games, and Artificial

Intelligence

In this chapter, we bring together previous information and define the current devel-

opments in:

• Generative AI in programming education

• Video Games for Generative AI in education

The goal of this chapter is to discuss and speculate on the impact of generative AI in

education by exploring current literature. In the first section, we derive pitfalls but

also opportunities for the future. With the perspective that generative AI is here to

stay, we propose a direction to limit its negative impact on education while highlighting

its potential to motivate and aid students’ learning. Spoiler alert: it’s games. In the

second section, we embark on a simulated design process that has as a fictional goal

the one of creating an LLM-powered NPC to teach Roman history in game settings.

In the process, we reflect on our design considerations and generalise them for future

developers. We also evaluate the final product and draw conclusions on the feasibility

of incorporating generative AI (in particular, LLMs) in game-based learning. Each

section is connected to the rest of the thesis by a short summary of the findings.
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4.1 Generative AI and Programming Education: Con-

siderations from Current Studies

Since the release of GPT in 2022, generative AI has quickly become ubiquitous, be-

ing utilised in different human activities. As is often the case, the advancement of

disruptive technologies fosters new discussions within old contexts; think about the

legal considerations around AI-generated content [204] or the studies about potential

applications of generative AI in education [205]. With regard to the latter, many

studies highlight the risks of using generative AI in computer science education. For

example, with the assistance of GPT models, students are able to complete assign-

ments more quickly, but they also retain less information compared to their peers who

worked without AI help [30, 206]. However, other studies in similar settings revealed

that students’ computational thinking skills improved using generative AI [207]. This

section aims to compare selected research in the field in order to clarify the impact of

generative AI in programming education. We define the following research questions:

• How is the impact of AI-powered interventions measured?

• What are the results of these interventions?

• How can we reconcile apparently opposite results in the field?

• What can we learn for future empirical research involving generative AI in com-

puter science education?

4.1.1 Literature Review

Our understanding of generative AI’s impact on programming education remains lim-

ited. A recent literature review about empirical research in the field includes only

thirty-seven studies [208]. Of these, only two evaluate students’ computational think-

ing and programming skills. In fact, the majority of the studies are limited to how

LLMs perform in terms of programming. These include skills such as debugging [209],

pair programming [210] or program generation [211]. However, these skills do not

necessarily reflect the impact of generative AI on learning; they depict it as a useful

tool for programmers. This seems to be a common misconception in current research

in the field, where generative AI performance in teaching environments is evaluated

based on its programming performance [208]. Going back to the aforementioned lit-

erature review [208], the two studies focusing on students’ computational thinking
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and programming skills development present very different methodologies. The first

one highlights the positive effects on both metrics for students using generative AI.

However, the measurement of computational thinking is quite complex and heavily

dependent on the model used. In the case of this experiment, computational thinking

skills are measured using a scale based on a more abstract model [212]. This includes

skills that are not necessarily exclusive or focused on programming: creativity, algo-

rithmic thinking, problem solving, critical thinking, cooperativity and communication

skills. However, the most critical flaw of the study is the testing methodology for pro-

gramming skills development, measured using a self-efficacy scale focused on students’

confidence in tackling abstract programming problems [213](see figure 4.1). We argue

that, with these tools, conclusively evaluating the actual impact of generative AI on

students’ programming learning is impossible.

Figure 4.1: Example of statements used for students’ self-efficacy evaluation in [213].

The second study has a completely different approach. In this case, generative AI

has been implemented in a gamified interface [214]. The article presents the experiment

as ongoing and, therefore, actual data about students’ performance and improvement

81



4.1. Generative AI and Programming Education: Considerations from
Current Studies

is not available and necessitates further studies. The author only reports positive

effects on motivation and acceptance that are typical of a gamified environment (as

discussed in chapter 3). However, the interesting element in the study is the innate

limitations to generative AI that a gamified environment can present. Both studies

claim to address computational thinking and programming skills, but their measure-

ments lack focus on these topics. Studies measuring actual student performance have

only recently emerged. For example, a recent experiment in a programming class of

Fortran indicates that retention is superior for students who do not use generative

AI [206]. In the experimental setup, the experimental groups are allowed a quite free

use of various modern generative models. The control group is allowed to use Google

exclusively. However, other studies take a different perspective, evaluating generative

AI in its ability to tutor students. Current research highlights the potential for LLMs

to perform almost as well as human tutors [215]. Obviously, evaluation of tutoring

is quite complex, and it often relies on experts. Moreover, in order to make results

comparable, many studies limit what students can ask, for example, using preselected

prompts [215]. In general, most studies report positive results on students’ accep-

tance and motivation using generative AI [216]. However, others highlight a negative

correlation between perceived ease of use and perceived usefulness [217].

4.1.2 Discussion

In this chapter, we use the considerations from the above literature review in order

to provide answers to the research questions. It is important to note that our work is

far from systematic. It is, in fact, based on a selective exploration of salient studies

in the field. Arguably, the low number of empirical studies specifically focusing on

programming students’ retention and skills development makes systematic approaches

inadequate.

How is the impact of AI-powered interventions measured?

Current research primarily measures the acceptance of generative AI among students

and teachers. This is often performed through the typical technology acceptance

model, a well-studied and validated tool for measurement. On the other hand, other

aspects of the impact of generative AI on programming education are more difficult

to measure. We argue that metrics and research goals are not always well aligned. In

the case of computational thinking skills development, different models can be used as

references. However, each model has a different perspective on these skills and select-
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ing the best-suited one is a necessary evaluation. As for programming skills, teachers

already have many tools to test students’ learning. Self-assessment tools have their

own reason and space; however, they tend to be more strongly related to the respon-

dent’s confidence than their actual development. Confidence is particularly reinforced

with the ability to perform a certain job, something that, especially in introductory

programming curricula, generative AI can certainly provide. However, we argue that

this is not necessarily related to students’ proficiency in programming but with their

perceived capacity to pass the assignments provided. Other studies strongly focus on

human comparison. In these cases, measurements are usually performed by humans

who evaluate generative AI’s performance compared to other human experts. It is the

case of experiments centred around the effect of AI-powered tutoring. Another spe-

cific characteristic of this format is that it often relies, by necessity, on predetermined

prompts or other forms of limitations that make human and AI tutoring comparable.

What are the results of these interventions?

Empirical research shows a clear improvement in students’ motivation. This is def-

initely a relevant effect, probably related to the ease of use of generative AI and

the enthusiasm emerging from a new, and quite frankly impressive, technology. Re-

sults emerging from technology acceptance studies (using variations of the technology

acceptance model [218]) are also extremely encouraging, especially for younger partic-

ipants. As mentioned above, many studies also highlight a positive effect on students’

confidence and self-assessment. However, these effects do not automatically translate

into students’ final retention and learning. In this regard, the ability to have at one’s

disposal immediate solutions may hinder deep learning, as students bypass the work

required to internalise concepts. In fact, cognitive load theory suggests that exces-

sive assistance reduces mental effort, preventing students from actively engaging in

knowledge construction, no matter if the assistance is by humans or AI. In studies

about AI tutoring, human tutors evaluate generated answers positively, almost at the

level of human tutoring. However, the performance of AI tutoring without constraints

compared to its human counterpart is still unknown.

How can we reconcile apparently opposite results in the field?

The diversity of results in the field can be justified by two main elements:

• The field is still in its infancy; as shown in [208], a related literature review on

empirical studies only reports thirty-seven studies. It is natural that this leads
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to a great variation of results as the novelty gives great space for exploration.

• Mainly, the results are not necessarily conflicting; effects on motivation and self-

efficacy reports do not necessarily translate to performance or retention (as also

seen in 3). Students can feel more motivated and more confident in engaging with

their tasks, but at the same time, not fully absorb the necessary information.

What can we learn for future empirical research involving generative AI in

computer science education?

We have a few learning outcomes from our literature review:

• On a prescriptive note, alignment between research questions and testing meth-

ods is fundamental, especially for educational research in younger fields. When

focusing on computational thinking skills development, it is valuable to select

models that adhere closely to the subject practice (i.e., programming). For ex-

ample, some models are more focused on programming practice (such as [111]),

and they could arguably be better tools to test students’ improvement. As

for programming skills, we suggest that participants could be tested on their

performance in completing assignments without the help of generative AI or,

alternatively, with aimed questions, testing specific concepts covered by the cur-

riculum.

• Defining opportunities for future studies, we notice potential in the application

of generative AI as tutoring. With the term ”tutoring”, we refer to contexts in

which students are provided with limited AI tools. They are able to use it for

hints and directions, but their freedom of interaction is previously regulated by

human teachers. We argue that the result is that teachers are able to provide

a high number of students with necessary support while retaining control over

the learning process. As a corollary of this outcome, current literature seems to

suggest that free, unrestricted access to generative AI in programming learning

environments can be deleterious.

4.1.3 Future Work and Final Considerations

Future work in the field should focus on two main directions. First, it is important to

continue to develop empirical literature to paint a clearer picture of the impact of gen-

erative AI on programming education. In particular, additional research focused on

the performance and retention of programming knowledge and skills is needed. While
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performing evaluations in an actual teaching context is extremely valuable, we have to

consider that the ubiquity of generative AI could influence the results in unpredictable

ways. Therefore, it could be valuable to start in smaller and more controlled settings.

The second direction involves the study of methods to restrict AI and direct its po-

tential towards specific uses. If, as argued above, controlled prompting has a positive

impact on education, then we need to investigate how to design frameworks that can

act as mediators. In this regard, interesting studies can be developed in the field of

games and gamification (as in the case of [214]). These are well-established media for

integrating both students and intelligent algorithms.

In this section, we reviewed examples of current empirical research in the field of

generative AI for programming education. We have seen some recurring pitfalls and

characteristics of related experiments. In particular, we noticed that, in some cases,

testing methods should be carefully reviewed to better match research questions. On

the other hand, experiments also highlight opportunities for future developments. In

this regard, the effect on students’ motivation and acceptance is noticeable. Moreover,

experiments that include some form of restrictions or control on student-AI interaction

yield promising results. Interestingly, in these types of experiments, the AI seems to

take more of a tutoring role than a simple problem-solving tool. Generative AI has a

definitely disruptive impact on programming education. However, as with many other

digital tools, related research can teach us to control this impact and direct it towards

having a positive effect. Of course, this requires time to explore different possibilities

and free ourselves from potential preconceptions. Our contributions aim to provide a

different perspective and, hopefully, some guidance for future research in the field.

4.1.4 Section Summary

The previous section introduces the impact of generative AI, in particular LLMs,

in programming education. Many of these considerations can be transposed outside

the specific field of application to different subjects. We see that, while a lot of

research stemmed from the enthusiasm for these new technologies, it often skipped

very important elements related to the analysis of students’ performance. As such,

many studies cannot conclusively find beneficial effects of LLMs in education. On the

other hand, when proper metrics are applied, we see a strong negative effect related

to the tendency to plainly take the generated output without a full understanding of

it. There is, however, hope within certain specific contexts. For example, research has

shown the potential to use LLMs as tutors, using parameters to limit their tendency to
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take over students’ problem-solving. Others have seen potential in the application of

AI agents in gamified environments. In the following section, we follow an explorative

process to investigate the potential for LLMs to be used in game-based learning. We

follow a game design approach with the goal of creating an LLM-powered NPC in an

educational video game. While potentially providing information to win the game, the

NPC aims to transmit knowledge in an engaging and personal way.

4.2 Video Games as Mediators of Generative Arti-

ficial Intelligence

When it comes to learning, we have seen that games and gamification have strong

effects on student motivation and engagement [33]. In fact, this is one of the salient

aspects of play in general. However, the impact on final performance and retention is

more complex to evaluate and often depends heavily on the subject and game design.

In general, it is undeniable that video games are a signature medium of our time, and

most people nowadays are able to interact with them intuitively. Their studied effects

and accessibility make video games one of the most appealing media for educational

research.

Another important digital development of the last 20 years is AI. When it comes to

education, AI has a much more complex history. Although we strive to introduce

components of AI into many school curricula, its actual impact on education is quite

disruptive. In particular, generative AI has been noted as problematic in terms of

retention and learning[206, 30]. However, many studies highlight the potential for

generative AI to be used as a tutor for students, scaffolding actual learning by focusing

more on teaching than direct problem-solving [215]. We talk, in this case, about

restricted generative AI, introduced within a framework that:

• engages and challenges students, providing both intrinsic and extrinsic motiva-

tion [219]

• guides problem-solving without fully engaging with it

The purpose of this section is to highlight critical design decisions and existing chal-

lenges involved when introducing generative AI in education video games. In order

to do so, we engage in a simulated design process, aiming to create an information

game for the purpose of history education. While designing a minimum viable product
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for testing, we journal through important decisions to consider about the integration

of LLMs in video games. Finally, we evaluate the resulting game in terms of effec-

tiveness in meeting the requirements and its viability within the current technological

framework.

4.2.1 Background

Applications of generative AI in game-based learning and gamification (and vice versa)

are still quite recent; a recently updated review on studies involving LLMs and games

does not report even one involving game-based learning [220]. However, research

is starting to develop in different directions. A very prominent one is the use of

game elements for AI education [221]. In the same category, more constructivist

approaches have been suggested to transmit AI interaction skills through play [222].

In this regard, AI plays the role of a topic in these game research studies. Other

studies involved LLMs as players’ evaluators in the context of education [223]. In this

case, the AI is playing the role of analyst. Finally, other studies use generative AI

to design narrative-based games for education [224], hence using AI as a designer. In

this section, we focus on generative AI as a tool to provide educational information

to players within video game contexts. In particular, we involve three fundamental

parameters: role-playing, accuracy and viability. When we talk about role-playing,

we refer to the ability of an LLM to interpret a character situated in the digital

context of a specific video game. Current research on the topic attempts to create

more reliable personas through the use of detailed profiles [225]. Additionally, role-

playing prompting can improve output accuracy [226]. However, evaluating the level

of role-playing efficacy is complex, especially when large amounts of conversational

data are involved [227]. Some studies propose LLM-powered evaluators, but there are

still limitations related to the stochasticity and unreliability of these models [225, 228].

Other studies focus on the use of both demographic information and opinion training

in order to achieve the best alignment between LLMs and humans belonging to the

same demographics [229]. This opens the creation of intelligent agents able to interact

more realistically in their belief network. However, current research remarks that not

all roles are played the same. For example, LLMs perform better when they interpret

a doctor than a family member or an animal. Additionally, they seem to rely heavily

on cultural stereotypes and biases to build their character [230]. Accuracy is another

key concern for generative AI and relates to the actual correctness of the information

the LLM provides. This is particularly important in the context of our research due
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to the educational perspective. We have already mentioned the risk of hallucinations

and incorrect pieces of information that are sometimes very difficult to spot [143].

In educational settings, this issue has a deep and troubling impact on the potential

applications of generative AI [231]. Moreover, it is exacerbated by the aforementioned

risks associated with excessive reliance on LLM-powered tools and the tendency not

to critically analyse their output. Finally, viability relates to the actual capacity for

the LLM to be embedded in video game systems without negatively impacting their

functioning and performance. Previous research investigates the processing power

required to run an LLM; it reports encouraging considerations related to the possibility

of running smaller models in most AAA games [136]. However, these studies focused

on specific contexts that are not necessarily translatable to educational applications,

which often rely on video games of a smaller size. At the same time, the requirements

for LLMs in educational contexts are quite high, and this can conflict with the use of

smaller models.

4.2.2 Research Question

While existing research touches upon several elements related to the use of LLMs in

education or video games, our goal is to take a holistic approach to educational game

design and LLMs. The central topic of this section is to investigate how LLMs can be

implemented in game-based learning. In this regard, we develop a series of subresearch

questions:

• what design considerations influence the development of a game in-

corporating LLMs with educational purposes?

We focus on the design requirements that arise specifically from the incorpora-

tion of text-based generative AI.

• how do characteristics of models and prompting influence the quality

of the final product?

We test different models with different sizes. We elaborate on how feasible their

implementation is. We also experiment with prompting, investigating how well

LLMs can follow relevant instructions for educational contexts.

• how effective is an LLM in balancing role-play and educational con-

tent?

In the previous questions, we focus on requirements for LLMs as tutors. How-

ever, (educational) video games have natural requirements related to consistency
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in terms of narrative engagement. An AI-powered NPC needs to be able to main-

tain a persona in order not to disrupt the player’s experience.

• how viable is this incorporation with current technology for the gen-

eral public?

We summarise the findings from the previous questions, evaluating the actual

viability of this type of game-based learning.

4.2.3 Methodology

We simulate a design process for an education app incorporating LLM characters. We

aim to develop a minimum viable product to test different parameters and evaluate

the final experience in terms of role-playing, accuracy and viability. We report the

considerations that arise from the process and the analysis. We decided to contextu-

alise the game project on the subject of Latin history. The choice has been made by

considering the opportunities arising from the simulation of interactions with histori-

cal civilisations and the relative presence of facts that can be objectively evaluated in

the subject. The product takes the form of an information game in which the player

is thrown back to the year 1 BC and needs to figure out the location and construction

context of the Ara Pacis (Roman monument built in 9 BC). As an educational goal, the

player is supposed to acquire knowledge related to everyday life in the Roman Empire

by interacting with LLM-powered characters. It is important to understand that the

game characteristics can influence the design process and the result of the successive

evaluation. For example, certain language models might be inherently more effective

in portraying NPCs from other civilisations or eras [230]. Therefore, the results of this

study should be considered in the presented context. We evaluate the process and the

result with regard to the following parameters:

• Model characteristics: we use different LLMs with different characteristics. We

will explore bigger models and smaller ones. We finally evaluate the results in

terms of viability and accuracy and identify possible relations with the model

characteristics.

• Contextual information: we provide the LLM with contextual information re-

lated to its persona and the historical context. We also provide information

about the style of the output that is supposed to be generated and its scope. We

edit and experiment with prompting to identify possible strategies to improve

role-playing and accuracy.
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• Integration: considerations related to the integration of the model in the game

environment are relatively more straightforward. We evaluate the options of

using a local or online LLM and critically discuss the implications with regard

to viability.

We finalise our investigation by summarising our findings. We also report on aspects

of these systems that are still challenging for current technologies and that necessitate

further research.

4.2.4 Results

Design Considerations

When designing educational games involving LLM technologies, specific considerations

arise throughout the process. The first element, in the case of generative AI being

used to power NPCs, would be the interaction type. Text-based role-playing games

(RPG) with natural language as an input component are not unusual; probably, the

most famous example in this case is the video game Zork [232]. However, up to

today, these games rely on a hard-coded interpretation of the user’s textual input.

Instead, LLMs allow for actual interpretation and reaction to users’ interactions. This

impacts design in two directions: the input and output interfaces. In the case of

the input interface, the design might need to control the maximum length of users’

messages. This can be a challenge with current models (see 4.2.4). Moreover, it is

important to filter the input in order to avoid undesirable outputs as a reaction and

restrict the possibilities for users to intentionally tamper with the model’s alignment.

Similarly, the output message might need to be constrained, and this can present a

challenge for current technology (see 4.2.4). Finally, especially in educational contexts,

the output of an LLM is considered dangerously unpredictable. However, in our

experimentation, we find that most models are able to avoid producing inappropriate

output. In this regard, the design consideration is to pay attention to experimenting

with the selected model. Due to the inherent stochasticity of AI, certain filters for

inappropriate responses should still be put in place. The narrative design can also be

influenced by the introduction of LLMs. In this regard, the AI can generate content

that inadvertently conflicts with the designer’s plan. A good practice is to design for

flexibility, creating systems of narrative and game objectives that take into account

the lack of control over the conversational aspects of the video game. Additionally, in

the context of education, it is helpful to have more general learning objectives (such

as the one we illustrated for our game in 3.2.4). Conversely, designing with LLMs in
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order to elicit specific knowledge transmission can expose to the risk of inaccurate or

misdirected information.

Model Characteristics

First, we want to define how the model’s size impacts accuracy. Then, we will eval-

uate the viability of using different models in educational games. When it comes to

accuracy, the relation between model size and performance is not necessarily linear

[233]. However, with simpler goals, such as in our case, the information quality defi-

nitely improves with bigger models. In our case, we experiment with various models

presenting three main size groups: between 6 and 8 billion parameters, between 13

and 15 billion, and 70 billion. The choice of size groups has been dictated by sampling

reasons. Moreover, bigger models have been excluded for technical availability rea-

sons, which would, anyway, make them intuitively impossible to apply in reality. After

experimentation, the models that could be run locally with acceptable speed and with

commonly available hardware were only those between 6 and 8 billion parameters.

Those between 13 and 15 showed a great improvement in terms of accuracy, but not

specifically in terms of role-playing capabilities. Moreover, they demonstrated to be

far slower. The models with 70 billion parameters did not show a great improvement

in terms of accuracy compared to their 13-15 counterparts.

Contextual Information

Within the context of a video game, we need to build a prompting framework that

reinforces specific desirable behaviour from the LLM. The prompt used has a fixed

structure that always ends with the formula ”Behave and react to the text only in ways

appropriate for your character”. In our experiment, we manipulate specific aspects

that come before the aforementioned formula:

• Character and historical context: we change the level of details we provide to

define the character and how they relate to the historical context. The first ex-

periment utilises fully natural language with fluent syntax and goes into relative

details about the life and the context of the persona selected. The introductory

prompt is ’You are a Latin noblewoman living in Rome in 1 BC during Em-

peror Augustus’s reign named Lucillia.’. In the second attempt, we play mainly

with syntax, building the information in shorter sentences: ’You are a Latin

noblewoman named Lucillia. You live in Rome in 1 BC during Emperor Au-

gustus’s reign. You were born in 20BC.’. Finally, we use a less specific prompt
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to test whether the result can improve: ’You are a Latin noblewoman in Rome

during Emperor Augustus’s reign.’. We experimented with keeping the input

”Hello, where is the Ara Pacis?” as the most direct and basic interaction possi-

ble. While the agents provide valuable knowledge, each prompting style has some

drawbacks; with the first two, the agent does not stay in character. With the

last, the output provided is extensive and goes way beyond the simple question.

All three styles of prompting output partially incorrect information: the first

two, when they break out of character, provide a wrong name for the museum

holding the Ara Pacis today. The last one gives an incorrect original location of

the monument. In all these incorrect cases, we notice the LLM resorts to more

generic and stereotypical expressions, using locations such as the Roman Forum

or the Museum of Roman Civilisation (which, by the way, is then incorrectly

translated to Italian) in its mistakes. In terms of sheer educational quality, the

third prompting style stimulated the most extensive responses and, with these, it

provided the most complete information about Roman lifestyle and civilisation.

• Educational context: We provide details about the educational context in which

the product is supposed to be applied. In this regard, we experiment with

explicitly adding to our input ’Try to also provide educational information about

life in the Roman Empire.’. The results are quite evident; this input does provide

a good context for application to the LLM, which is able to respond with much

more extensive and detailed information about Roman civilisation. Moreover, it

seems able to adapt to its context of application and has a more conversational

style in providing answers. However, in this case, the final results often contain

incorrect or imprecise information.

• Additional reinforcement: we change the level of explicit information we provide

in order to keep the model on the character and avoid providing unrealistic infor-

mation. The first experiment aims to improve role-playing by explicitly asking

the LLM to avoid using information not available for their persona. Therefore,

we add the sentence ’Do not use information not available in your historical con-

text.’. With this addition, the occurrence of incorrectly contextualised messages

was greatly reduced. However, the accuracy of the rest of the information pro-

vided is not necessarily improved. Additionally, we experiment with a broader,

yet simpler, addition: ’Never break character.’. This edit seems to be the most

impactful among those tried. In all cases mentioned above, adding this sentence

results in content that is more accurate, contextualised and concise. On the
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other hand, the information might be more generic. Finally, we attempt to im-

prove conciseness by adding ’Keep the answer under 60 words.’. The results are

disappointing; the LLM completely disregards this edit in all cases.

Integration

The last component through which we want to analyse the minimum viable product

we proposed as a case study is integration. In this regard, we take into account the

aforementioned information and discuss its implications in terms of actual viability

for future applications of LLMs in educational video games. From experimenting

with model characteristics, we come to the conclusion that running models locally

dramatically limits the integration of bigger (bigger than 13b) models. As long as we

keep the model local, we always have to balance accuracy with the reaction speed of our

NPCs. Smaller models that could easily run locally performed extremely poorly for the

standards of an educational game. Besides failing at times to role-play and presenting

engagement-breaking information, they often presented wrong facts. Bigger models,

on the other hand, are not viably runnable on the average laptop and have excessive

latency times between input and output. Therefore, using an online (via API) solution

is the only way to move forward in terms of integration. In this case, we recommend

testing first mid-size models (13 to 15 billion) since they often offer good accuracy

without the computational power required by their bigger counterparts. Obviously,

there are drawbacks to relying heavily on online models. First, they require a stable

internet connection. Second, depending on where the servers are located, they might

present some criticalities in terms of privacy. Generally, in terms of integration and

its viability, LLMs in video games with educational purposes are required to be used

in contexts with considerable resources and, as such, they lose some of the universal

applicability that characterises educational games. However, it is definitely possible

to design them and run them in some more privileged contexts.

4.2.5 Discussion and Conclusion

Our explorative investigation into the use of LLM for educational video games reveals

certainly potential for these systems. However, there are relevant challenges that make

the applications of these tools unfeasible at the current time. In terms of design con-

siderations, because of the sensitivity of LLMs to specific forms of inputs, filters are

necessary to avoid misalignment. These can even be hardcoded, and while we discover

more about AI alignment, we will have a better grasp of what to target precisely. Our
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investigation also shows that the risk of random inappropriate output is greatly re-

duced as long as the aforementioned misalignment filters are in place. However, LLMs

tend to still perform poorly when it comes to following plot and persona descriptions.

This translates into the necessity for more flexible and generic game narratives, which

might be in conflict with the nature of the subject. A big drawback that we highlight

both in the design considerations and the prompt experimentation is the difficulty of

respecting certain limits to the length of output. This can impact the user interface

design.

The characteristics of the model and of the contextual information provided obviously

play an important role in the final product performance. Bigger models tend to im-

prove accuracy, which is an important aspect for educational activities. However, when

it comes to a locally run model, striking the balance between accuracy and computa-

tional performance can be extremely challenging. Smaller models (6-8 billion) tend to

perform relatively poorly, at least in the context of this investigation. Bigger models

(13-15 billion or above) are quite slow if we consider the average hardware available to

students. On the other hand, online integration can, in part, solve these issues, even

though some privacy concerns need to be considered. However, using local servers

and stable internet connections, these drawbacks can be somewhat limited. As for the

contextual information provided, we see how models tend to provide more educational

information when we build a more generic persona. Also, specifying the educational

settings has a positive impact on the output; it also slightly changes the registry of

the agent towards a more ”tutoring” tone. Finally, to improve role-playing in the

settings of this investigation, we tried to confine the agent, asking it not to provide

historical information unavailable to its persona. Although this had some impact, it

did not fully avoid incorrect or unbelievable behaviour. Also, in this case, the more

generic demand not to ever break character seems to be more effective. In general,

we find that LLMs have limited role-playing power that improves when the persona

and the boundaries are described more generically. Although this is to be expected,

it also strongly limits the control that the designer or educator has over the tool and

the narrative.

In general, with regard to our third research question ”how effective is an LLM in

balancing role-play and educational content?”, we can say that, especially in the case

of smaller models, current tools perform poorly. While role-playing can be improved

with more generic contexts, over many interactions (which would also happen in real

educational settings), the LLM has been demonstrated to be unreliable, often pro-

viding incorrect information. Often, this information was generated to look correct,
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basing itself on stereotypes and likely knowledge. This is definitely a significant chal-

lenge for the application of LLM technology in education. However, it also opens

opportunities to incorporate output reviewing habits in education. This can be struc-

tured as a learning activity in itself with the additional function of mitigating LLMs’

hallucinations and inaccuracies.

Finally, when it comes to integration and the related viability, although some of the

challenges we mentioned above persist, bigger and more reliable models could be inte-

grated in a bigger system involving online implementations and local servers to provide

the necessary computational power. These solutions are, however, extremely expen-

sive and complex to realise. On the other hand, the field is advancing at a rapid pace,

especially in terms of making models more lightweight and efficient [234]. In general,

considering the unreliability of the information provided, while integration is indeed

possible, at the current stage, we argue is not worth the investment. Moreover, one of

the founding aspects of game-based education is the possibility for it to be available

for many users, transmitting knowledge in engaging settings, even with relatively lim-

ited tools. With the current technology, this would not hold true anymore in the case

of LLMs for education; as mentioned above, the infrastructure necessary to make it

viable is quite extensive and, arguably, available only in privileged contexts. Consid-

ering how impactful the digital divide already is and all the challenges yet to face in

order to make the environment effective, we argue that this type of educational/game

system is not worth the investment necessary.

Limitations

As mentioned in the introductory information, our exploration is extremely limited

in many aspects. We did explore the application of LLMs in the specific context we

described: the subject of Latin history and the form of an information game. Our con-

siderations can vary widely, even in slightly different settings. However, most of the

critical points we highlighted might endure. Moreover, the settings we selected have

characteristics that are arguably favourable for LLMs (very defined goals, generic set-

tings and surface knowledge of the topic required). While the change in settings surely

has a big impact on our considerations, it is not likely that the overall performance

would improve.
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4.2.6 Section Summary

In this last section, we mainly tackled RQ8;. We argued in the previous section that

AI can be quite performative in the role of tutor for students. While this might hold

true, the implementation of the technology in video games presents several obstacles,

especially for the educational nature of the settings. The stochasticity and tendency

to use and produce generic information make LLM-generated messages unreliable for

education. Moreover, the necessary precautions to make the game-LLM system even

viable are relatively expensive and arrive anyway to achieve mediocre results. However,

it is also important to note that we explore very open topics, in which the LLMs were

mostly evaluated based on the quality of their guidance over non-specific information

(in our case, Latin culture and civilisation). Other research that we presented in

4.1 showed potential in the use of the technology in contexts involving very specific

knowledge. For example, it is likely that generative AI technologies can have viable

and positive applications in guiding students in debugging exercises in programming

education. While further research and new methods are necessary, and steps need to

be taken towards the adaptation of teaching techniques to the existence of these new

technologies, we recommend caution in the acritical application of AI in education

research.
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Chapter 5

Discussion and Conclusions

5.1 Discussion

We now reach the concluding chapter of our thesis. In the following pages, we go back

to the research questions presented in chapter 1; using the articles we presented so far,

we try to answer them. We then draw conclusions about:

• The importance of video games for programming education.

• The importance of video games for AI development.

• How video games are central meeting points between AI and programming edu-

cation.

5.1.1 RQ1; How effective are video games in the field of higher

scientific education?

Video games are an effective medium in the context of higher scientific education.

This includes all the natural sciences, life sciences and engineering from secondary

education to university-level courses. Overall, empirical studies in the field show a

positive effect on students’ motivation and their willingness to engage with the study

material. However, the effectiveness on students’ performance is still debated, and

different studies yield different results. The effect on motivation is probably the most

noticeable. As engaging media, video games make learning more enjoyable. Current

research tends to minimise this aspect while focusing on its impact on performance.

We argue that, although performance is an important indicator of success for empirical
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studies in the field, the positive effects on students’ motivation already demonstrate

the effectiveness of video games in education. It is relevant to remark here that, even

though performance is not necessarily improved using video games, it is also not nega-

tively affected. Therefore, as educators, we need to question whether making classroom

activities more pleasurable is not already an important achievement. As mentioned,

the final performance is often unaffected. However, some studies do indicate positive

effects, while a few report negative ones. Our research points out that performance

is mostly impacted by game design per se; well-designed games tend to yield better

results also in terms of students’ performance. Alternatively, it could be relevant to

focus on individual design patterns and their impact.

Finally, we should consider the main drawbacks of game-based learning. First, most

research in the field is carried out in contexts in which participants are usually more

or less familiar with the video game medium. While this is a fair assumption con-

sidering the availability of video games today, attention should be paid to completely

generalising the starting conditions of participants. For example, video games would

need to be introduced differently in contexts where the digital divide is more marked;

in this case, precautions in development (e.g., reducing the processing power required,

designing for mobile play) should be taken when designing educative video games.

However, as we mentioned in 4, this issue represents an important challenge in safely

incorporating LLMs in games.

5.1.2 RQ2; How is research in the field currently carried on?

Controlled experiments in the field of higher scientific education and games are usually

carried out by experts in the respective educational fields. In turn, this causes a great

variety of methods and considerations, especially when it comes to game design. How-

ever, considering the impact of game design on final students’ performance, we argue

that the involvement of experts from the field of games is necessary in order to make

video games more effective. Serious video games are naturally interdisciplinary and,

therefore, require a variety of skills and knowledge in order to ensure proper function-

ing. Another point of concern, which derives from similar causes, is the challenges in

terms of comparability. Differences in methodology and design processes make studies

difficult to compare. This is also caused by a lack of conventions and care with regard

to game design. How can we compare two different games when we cannot identify

their individual components? In this case, solutions and frameworks can vary. In this

thesis, we suggest that game design patterns can be a good starting point to describe
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and, subsequently, analyse video games. Similar considerations are valid for the de-

scription of the control groups. Because of the inherent interdisciplinarity of serious

video games, studies in the field often omit detailed descriptions of how normal teach-

ing in the specific context is carried on. In turn, this represents another challenge

for comparability. In general, the field would greatly benefit from better knowledge

about game design procedures and more detailed descriptions of standard education

techniques.

5.1.3 RQ3; What common affordances connect video games

and computer science education?

In chapter 2, we highlighted similar mental affordances between computational think-

ing and video games. In this regard, we argue that certain game design patterns can

require similar mental work to computational thinking skills to be proficiently used.

For example, video games often include iterative and recursive design structures. Obvi-

ously, there is also the foundational element of the nature of the medium; video games

are inherently played on computers, fundamentally engaging users in interacting with

them. In other words, if frequent utilisation of computers gets people accustomed to

them, video games can be more pleasant than most other software to do so.

5.1.4 RQ4; How do games present challenges for artificial in-

telligence development and study?

As mentioned in chapter 1, games have historically been a fertile ground for AI ex-

perimentation due to their ease of implementation and evaluation. As AI technology

developed, so did video games. Nowadays, new challenges arise from video games with

non-linear structures. Open-world games, for example, do not have a linear narrative

or prescribed objectives. These characteristics present great hurdles for AI systems.

However, they also raise opportunities for development; in order to study how intel-

ligent algorithms can tackle these challenges, we can look at human gameplay as an

example of problem-solving in complex contexts. Codifying and generalising human

strategies can provide valuable insights for AI development.
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5.1.5 RQ5; How does artificial intelligence impact the devel-

opment of hybrid games?

Hybrid games are games that build a bridge between the digital and the real world.

Already today, intelligent agents are present in multiple roles, such as adversaries to

allies. Current technological developments, in particular the rise of generative AI,

will probably further extend the digital features of hybrid games. Generative AI can

enhance agent behaviour and introduce innovative game mechanics. Hybrid games

stand out as an interesting medium because they retain the AI-human interaction

potentials of games while they transfer this interaction to a middle ground between

the digital and the real.

5.1.6 RQ6; How does AI impact programming education?

Recent AI developments in the field of generative intelligence have a definitely dis-

ruptive effect on programming education. Current research in the field indicates that

applications of generative AI in the classroom are usually met with relative enthusi-

asm, and they positively affect students’ motivation. However, other empirical studies

highlight a negative effect of the unrestricted use of generative tools on students’ re-

tention. Even though they feel more confident and engaged using AI tools, they seem

to learn less compared to their peers who are not allowed to use these systems. Con-

versely, alternative research directions highlight potential applications. In particular,

generative AI seems to be quite effective if used as a programming tutor, provided

that prompting has been restricted to predetermined inputs. In this case, we argue

that the intelligent system does not simply provide the answer but stimulates users to

think about a solution while providing relevant hints. We conclude that unrestricted

generative AI can have a negative impact on actual students’ learning. However, re-

stricted systems can provide relevant guidance while still allowing students to foster

their own learning.

5.1.7 RQ7; How does the implementation of AI in video games

perform in educational settings?

Implementing generative AI in educational games, whether it is game-based learning

or gamification, is an interesting idea with a lot of potential. In particular, NPCs

are ideal cases to apply AI technologies to communicate with humans, which makes

them also ideal for tutoring. However, there are some criticalities that arise from the
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design process to the actual viability of the resulting product. In the design process,

particular care should be taken in filtering the type of input accepted in order to retain

some control over the output. AI alignment with educational goals is, in particular, a

very important aspect. Our findings indicate that LLMs struggle with role-playing in

highly specific contexts. However, more generic contexts can conflict with the game

narrative and generate off-topic material. Moreover, smaller models tend to output a

lot of incorrect or imprecise information. In this regard, larger models are more reliable

but require a bigger infrastructure to make them available to a bigger population

of learners. Overall, the educational settings create much higher standards, which

generative AI still struggles to reach without a big associated investment. Therefore,

we argue that an actual implementation of AI in video games for educational purposes

is not yet viable and still presents important challenges that need to be overcome.

On the other hand, AI development is advancing rapidly. New models are quickly

becoming smaller and more powerful. This leads us to believe that, in the future,

the implementation of AI in video games will become a reality. In order to overcome

those challenges and shortcomings, we investigated in 3 and 4, AI models will need to

improve their reasoning skills. For example, if we aim to allow AI some form of control

over a game narrative, we will need it to be able to reflect and explain its narrative

structure. In this sense, advancements in the field of explainable AI will be essential

for the introduction of LLMs in game development. Another frequent characteristic

of video games is that they can easily reach a large and diverse population. AI-game

implementations will need to reckon with this and, especially in educational contexts,

consider working towards better AI alignment in order to provide safe and culturally

relevant information.

5.2 Conclusions

In this thesis, we explored the intersection between video games, education and AI.

We highlighted the impact that video games have on human development, personally,

but also historically. We also described games that defined important movements and

moments in our history. Subsequently, we delved into the research about the use of

games and game elements in education. We have seen the diversity in the field and

how empirical investigations have flourished in the last decades. However, we found

comparing these studies challenging because of the lack of common practices and vo-

cabulary. Moreover, often, these studies are carried on by experts in the respective

fields of application without involving colleagues with expertise in game research. We
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then moved on to more specific topics, analysing how fundamental game elements have

similarities with computational thinking skills. We speculated over the effect of video

game design patterns on players and how they can stimulate similar thinking patterns

as computational thinking.

In the third chapter, we analysed the relationship between AI and video games. Since

video games always represent ideal challenges for AI algorithms, we propose the next

one: open-world games. We also explore the characteristics that make this genre par-

ticularly fascinating for the study of AI and propose a different approach to study

it. We argue that human player-based heuristics can provide valuable information

to train the next generation of artificial players. In the second part of the chapter,

we start analysing the implementation of generative AI, specifically LLMs, in video

games and their impact on humans. We see how we are able to design intelligent

agents to behave in very specific ways and, in turn, impact players’ emotional states.

Moreover, this highlights how video games can be important points of contact for the

study of human-AI interaction. The final part of the chapter explores applications of

AI in different play contexts, in particular, physical games, which then take the form

of hybrid games. We propose a taxonomy with the goal of showcasing possible points

of application of AI outside of strictly digital contexts. Often, the intelligent agent

places itself as an embodied figure, portraying an opponent or an assistant. This opens

to other considerations in terms of believability and role-playing.

Our fourth chapter attempts to analyse the relation between the three pillars we listed

above. We start by analysing the impact of AI in education through existing litera-

ture. We see how research in the field often struggles to detach itself from the inherent

enthusiasm for new AI technologies (in particular LLMs) and proposes metrics that

are not representative of learners’ performance. We also see how, when performance

is actually analysed, the impact of unrestricted generative AI is disruptive and yields

worse results compared to traditional methods. However, other researchers obtained

more encouraging results applying LLMs in restricted settings and by limiting users’

input or framing the interaction in gamified environments. In the second part of the

chapter, we tested this approach by designing a simple educational game. We kept

notes throughout the design process and reported our considerations. Additionally,

we evaluated the final result in terms of its effectiveness in role-playing and accuracy.

We then analysed the viability of these systems. We argued that applying LLMs in

games for educational purposes presents several weaknesses. The first one is accuracy,

intended as the tendency to output likely but incorrect information. There are also

important drawbacks in terms of technical implementation and the necessity of invest-
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ments that can hardly be justified considering the final performance.

The goal of the thesis was to explore the relations among education, video games and

AI. We speculated over many exciting opportunities that arise from these connections.

We have highlighted successful applications that are having a positive impact in ac-

tual teaching settings. We have also identified challenges in integrating generative

AI technologies. We are still confident in the potential for LLMs to be implemented

successfully in video games and, more importantly, in the potential of video games to

frame LLMs and control their use in order to empower education instead of disrupting

it. However, as researchers, it is important to be aware of all the limitations and to

be able to see beyond the enthusiasm that new potential opportunities might elicit.

We believe that a careful study of the role intelligent agents play, the development of

proper design methodologies and practices for educational game research, and critical

analyses of the results are necessary to develop effective applications of generative AI

in games and education.

Moreover, we should pay attention to the ethical ramifications of these technologies.

Video games have proved themselves to be flexible media which can bring education

and knowledge to a large population. They can also connect players from very different

socio-economic contexts in playful environments. However, LLMs are currently still

expensive, especially with respect to safety and privacy measures. The development

of educational games with AI components should take this into account and strive to

preserve the ecumenical value of game-based learning.
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Summary

Video games have emerged as one of the most interesting media of the turn of the

century. The peculiar characteristic of video games is the biunivocal interaction be-

tween the computer and the human player. This dissertation starts by exploring the

historical development of games and video games as media for serious purposes. Then,

it dives into the traditional intersection of video games and education, with a specific

focus on computer science and the development of computational thinking skills. We

analyse current research in the field, reporting on its limits and trying to draw con-

clusions on the impact of video games in scientific education. Moreover, we highlight

the affordances between video game play and computational thinking skills. We see

that computer science education can greatly benefit from game elements.

The biunivocal interaction fostered by video games becomes particularly fascinating

with the rise of artificial intelligence. We illustrate how video games have defined the

development of intelligent systems since the beginning. Moreover, generative artificial

intelligence creates new opportunities for video games as complex interactive environ-

ments for humans and AI. We explore some of these opportunities and how humans

can be influenced by artificial intelligence in video games.

Finally, we bring together all the elements we introduced, analysing the impact of gen-

erative AI on education and singling out its limits and dangers. Although unrestricted

AI is particularly problematic for students’ learning, video games can moderate it, cre-

ating complex interactive learning environments. While technology is not necessarily

developed enough to allow for the mass production and use of AI-powered educational

video games, we highlight how the rapid progress we are currently experiencing can

soon make this a reality.

The thesis analyses the impact and opportunities for game research in the era of

human-AI interaction studies. Specifically, looking at the potential for a better and

positive impact of AI in education.
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Samenvatting

Videogames zijn rond de eeuwwisseling ontpopt tot één van de meest interessante me-

dia. Het bijzondere kenmerk van videogames is de biunivocale interactie tussen de

computer en de menselijke speler. Dit proefschrift begint met een verkenning van de

historische ontwikkeling van games en videogames als media voor serieuze doeleinden.

Vervolgens gaan we in op het traditionele snijvlak van videogames en onderwijs, met

een specifieke focus op informatica en de ontwikkeling van computational thinking

skills. We analyseren het huidige onderzoek op dit gebied, brengen verslag uit over de

beperkingen ervan en proberen conclusies te trekken over de impact van videogames

in het wetenschappelijk onderwijs. Daarnaast belichten we de mogelijkheden tussen

het spelen van videogames en computational thinking skills. We zien dat het infor-

maticaonderwijs veel baat kan hebben bij game-elementen.

De biunivocale interactie die wordt bevorderd door videogames wordt nog intrigeren-

der met de opkomst van kunstmatige intelligentie. We illustreren hoe videogames de

ontwikkeling van intelligente systemen vanaf het begin hebben bepaald. Bovendien

creëert generatieve kunstmatige intelligentie nieuwe mogelijkheden voor videogames

als complexe interactieve omgevingen voor mens en AI. We verkennen enkele van deze

mogelijkheden en hoe mensen kunnen worden bëınvloed door kunstmatige intelligentie

in videogames.

Tot slot brengen we alle elementen die we hebben gëıntroduceerd samen, analyseren

we de impact van generatieve AI op het onderwijs en definiëren de grenzen en gevaren

ervan. Waar onbeperkte AI bijzonder problematisch is voor het leerproces van stu-

denten, kunnen videogames dit remediëren door complexe interactieve leeromgevingen

te creëren. Hoewel de technologie nog niet voldoende ontwikkeld is om de massapro-

ductie en het gebruik van AI-aangedreven educatieve videogames mogelijk te maken,

benadrukken we hoe de snelle vooruitgang die we momenteel meemaken dit binnenkort

reëel kan maken.
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Samenvatting

Deze dissertatie analyseert de impact en mogelijkheden voor game-onderzoek in het

tijdperk van de mens-AI-interactie studies. Specifiek kijken we naar het potentieel

voor een betere en positieve impact van AI in het onderwijs.
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