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ABSTRACT

Vulnerability datasets have become an important instrument in soft-

ware security research, being used to develop automated, machine

learning-based vulnerability detection and patching approaches.

Yet, any limitations of these datasets may translate into inadequate

performance of the developed solutions. For example, the limited

size of a vulnerability dataset may restrict the applicability of deep

learning techniques.

In our work, we have designed and implemented a novel work-

flow with several heuristic methods to combine state-of-the-art

methods related to CVE fix commits gathering. As a consequence

of our improvements, we have been able to gather the largest pro-

gramming language-independent real-world dataset of CVE vul-

nerabilities with the associated fix commits. Our dataset containing

26,617 unique CVEs coming from 6,945 unique GitHub projects is,

to the best of our knowledge, by far the biggest CVE vulnerability

dataset with fix commits available today. These CVEs are associ-

ated with 31,883 unique commits that fixed those vulnerabilities.

Compared to prior work, our dataset brings about a 397% increase

in CVEs, a 295% increase in covered open-source projects, and a

480% increase in commit fixes. Our larger dataset thus substantially

improves over the current real-world vulnerability datasets and

enables further progress in research on vulnerability detection and

software security.

We release to the community a 14GB PostgreSQL database that

contains information on CVEs up to January 24, 2024, CWEs of each

CVE, files and methods changed by each commit, and repository

metadata. Additionally, patch files related to the fix commits are

available as a separate package. Furthermore, we make our dataset

collection tool also available to the community.
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1 INTRODUCTION

Vulnerabilities in Open-Source Software (OSS) can cause massive

damage to systems [25]. When software vulnerabilities are dis-

closed they are assigned a Common Vulnerabilities and Exposures

(CVE) identifier and recorded in the National Vulnerability Database

(NVD) [26]. CVE records are typically brief and contain informa-

tion such as a unique identifier, description, severity estimation,

and references [6]. CVE entries with links to vulnerability fix com-

mits in the corresponding software project repositories can be used

to extract vulnerable and non-vulnerable versions of the relevant

code snippets, resulting in the creation of a vulnerability dataset

associated with patches.

Such datasets have proven effective for studying vulnerability

characteristics [24], identification of security weaknesses [22, 36],

and development of vulnerability detection techniques [1, 7, 12],

which are a crucial component of modern secure software develop-

ment processes [23]. Still, the size of currently available high-quality

vulnerability datasets is an ongoing challenge, in particular for deep

learning models that rely heavily on the training dataset size [17].

For instance, a recent study by Kluban et al. [22] mentioned the lack

of good vulnerability datasets and consequently saw the need to

create their dataset by combining data from Snyk1 and VulnCode-

DB2. Unfortunately, both data sources have been deprecated for

approximately two years now and are not being updated.

Several other approaches have been proposed to increase the

number of samples in vulnerability datasets. Vulnerable code gen-

eration can produce a large number of samples [5, 37, 39]. However,

these samples are not similar to real-world data, which puts their

usage in real-world vulnerability analysis under question. Another

1https://github.com/snyk/vulnerabilitydb
2https://www.vulncode-db.com/

This work is licensed under a Creative Commons Attribution 4.0 Interna-

tional License.
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approach is to insecurely refactor real-world software to make the

vulnerabilities unique and realistic [35]. Although in such cases the

control flow of the software is real-world, the artificially introduced

vulnerabilities can be different from real-world vulnerabilities.

Thus, mining of fix commits from CVEs in open-source soft-

ware (OSS) projects is the preeminent way to collect real-world

vulnerability datasets. The majority of prior work on such mining

is either done manually [30], what certainly limits the size of such

datasets, or it is based on detecting Git-commit links to GitHub

projects (or any other version control system) [4, 7, 12, 32]. Our

key observations are that CVE descriptions in the NVD usually

do not have uniform description data and reference types, and the

fix commits are often not mentioned. This causes existing mining

methodologies to frequently fail to relate a CVE to its fix commits.

In this work, we describe how we have enhanced existing state-

of-the-art methodologies using a novel workflow to match a CVE

to its fix commit in a repository. Our approach has resulted in a

significantly larger-scale real-world CVE fix commit dataset. This

is achieved by applying several heuristic methods combined with

the Prospector tool [34], which can extract relevant candidate fix

commits given a CVE and OSS repository.

Our contributions are as follows:

(1) We propose several heuristic methods to detect CVEs related to

OSS while removing irrelevant projects.

(2) We design a novel automatic workflow that gathers CVE fix

commits, which results in a significantly larger real-world vul-

nerability dataset compared to prior work. Moreover, our tool

implementing the proposed workflow allows importing the

dump and updating the data sources to add new vulnerabilities

efficiently. We share the tool with the community.

(3) Our dataset and the tool are shared with the community as a

PostgreSQL database dump, including patch files3. This allows

the full reconstruction of vulnerable projects across several

programming languages.

2 OURWORKFLOW

Our goal is to collect CVE fix commits in OSS projects that were

previously missed by other approaches. Fig. 1 presents our work-

flow. As can be seen in the figure, we augment the state-of-the-art

CVEFixes workflow [4] with several heuristic methods to detect the

relation between a CVE and its corresponding OSS projects. These

help identify the corresponding fix commits in case the CVE de-

scription does not contain a direct fix commit link. In the remainder

of this section, we discuss the different steps from Fig. 1.

Data Sources. To determine sources of CVE information that

contain the most suitable references, we manually analyzed several

datasets related to CVEs and open-source software such as Snyk4,

OSV5. Based on our analysis, the NVD6 (also used by CVEFixes)

and the GitHub Security Advisory (GHSA)7, which both provide

CVE descriptions and references, have been chosen as the main

sources of data. In the GHSA, some vulnerability entries are linked

3https://github.com/JafarAkhondali/Morefixes
4https://github.com/snyk/vulnerabilitydb
5https://github.com/google/osv.dev
6https://nvd.nist.gov/
7https://github.com/github/advisory-database

Figure 1: The flowchart diagram of our methodology, com-

pared to the state-of-the-art cross-programming language

vulnerability dataset collection method CVEFixes [4] (shown

within the yellow contour).

to a relevant repository or a software registry package, as these

were reviewed by GitHub staff. This information is also collected.

To improve the detection of CVEs in OSS, we also use the Com-

mon Platform Enumeration (CPE)8 dictionary provided by the NVD.

CPE is a structured way to identify different versions of software,

which is used in the NVD to list affected products. In addition,

similarly to CVEFixes [4], we also collect and store the assigned

Common Weakness Enumeration types (CWEs9) of each CVE.

2.1 References Processing (A)

A reference in a CVE description is simply a URL. Similar to prior

works [4, 7, 12, 32, 42], we consider a direct link to a GitHub com-

mit as the fix commit. Whereas none of the mentioned works does

further process a link if it is not a direct commit link, our workflow

employs several methods to first find the GitHub repository corre-

sponding to a CVE (discussed in Sec. 2.2 - 2.5), which subsequently

is used to extract the vulnerability fix commits (see Sec. 2.6). As a

8https://nvd.nist.gov/products/cpe
9https://cwe.mitre.org/
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result, we significantly increase the number of collected CVEs that

are related to GitHub projects.

2.2 CPE Processing (B)

In NVD, each CVE can be linked to multiple CPEs as the directly

affected software. A CPE name comprises a sequence of fields.

When a CPE refers to a software package, in many cases the third

and fourth components of the CPE name refer to the organization

and software name. When available, we try to find the link to the

corresponding GitHub repository using the following steps:

• We collect the CPEs referenced by the CVE, and from these CPEs

we obtain the organization and software name. We then try to

match these with data in the NIST CPE Dictionary to find links.

• If the first step fails, we convert the CPE components “organiza-

tion_name:software_name” to “https://github.com/organization_

name:software_name” and check whether this repository exists.

After the translation of a CPE to a link by either of the mentioned

methods, the link will be treated exactly like a link from a reference

that was not a direct commit, and it will be passed to step (D),

discussed in Sec. 2.4.

2.3 Registry Package Manager (C)

The input to this step is either a URL from step (D) or a package

name with its ecosystem from GHSA. In the latter case, depending

on the software registry platform, we convert the package name to

the URL related to it. For example, for the express package from

the npm ecosystem, this would yield the URL “https://www.npmjs.

com/package/express”.

Subsequently, both cases can be treated as a URL, and the URL

is checked if it belongs to a package registry address and has a

corresponding GitHub repository. If it is not possible to use the

official software registry platform to extract GitHub repository

links with web scraping, we use Open Source Insights10 to extract

the GitHub project link. This mechanism is implemented for several

programming languages (JavaScript, Golang, Ruby, PHP, Python,

Java, Rust, and C#). If a GitHub link is not found at this stage, the

reference is ignored.

2.4 GitHub Repository Address (D)

After processing the links (CVE references, and CPE-based link

extractions) in the previous steps, a regular expression (regex) is

used to check if the link is related to a GitHub project (e.g. exact

project link, link to issue, pull request, tags, etc). If so, the base

GitHub project link will be passed to the next step.

2.5 Blocklisted Repositories and Patterns (E)

When a link is identified as a GitHub repository or a GitHub re-

source, it will first be validated using a specially designed blocklist to

make sure the GitHub repository corresponds to a software project.

For example, sometimes references in a CVE are links to a proof-of-

concept exploit [11] or a repository related to security research. We

created the blocklist by manually selecting some keywords (such

as “exploit”, “0day”, “bug bounty”, “PoC”, “vulnerability”, “security”,

etc.) and some full repository names that are not relevant to the

10https://docs.deps.dev/

Table 1: Examples of Prospector commit rules and their re-

spective scores [34].

Score Description

64 Commit message mentions the vulnerability

identifier

32 Commit message mentions a GitHub issue or

bug-tracking ticket containing the vulnerability ID

8 Commit modifies files mentioned in the advisory

2 Commit message mentions a bug-tracking ticket

original project. For example, repositories named “Disclosure” or

“RVD” were mentioned in the references several times, but if we

filter each word as a regex, other valid repositories would be filtered.

To tune the blocklist, we ran the pipeline 5 times and each time

we sorted the top repeated GitHub project URLs linked from dif-

ferent CVEs and manually checked repository names and count of

the CVEs. After each round of running the pipeline, we fine-tuned

the blocklist to remove specific keywords and repositories from

the list. In total, we started with 114,432 different links to GitHub

projects, and we blocked 36,835 links (32%) using the final blocklist

version. Among those, we blocked 18,446 links in the NVD dataset,

10,515 links from GHSA references, and 7,874 links extracted from

the CPE dictionary provided by the NVD dataset.

Note that there might still be some irrelevant repositories or

keywords that we did not block. This irrelevant data will then be

analyzed by the remainder of the pipeline that incorporates further

quality checks as we discuss next.

2.6 Detecting Candidate Fix Commits (F)

To detect candidate fix commits, we use the state-of-the-art Prospec-

tor tool [34] that can detect and score candidate vulnerability fix

commits given the repository URL and CVE identifier [34]. Prospec-

tor analyzes a given CVE description and Git project using a set of

handcrafted rules, such as a mention of CVE-ID in the commit mes-

sage or a commit touching files mentioned in the advisory, etc. Each

rule is assigned a score reflecting how likely the matching commit

is to be a fix commit for the given CVE. For illustrative purposes,

we provide 4 representative examples of Prospector rules with their

scores in Table 1; the full list of rules and scores is available in [34].

Commits that are near the time frame of the CVE publication date

are collected and analyzed using these rules, and each candidate

commit receives a total score from Prospector corresponding to

the sum of scores for each matched rule. Subsequently, Prospector

reports and ranks possible candidate commits for each CVE with

their matched rules and scores.

Despite the good results from Prospector, its performance (in

terms of execution time) does not allow all CVEs associated with

GitHub projects to be processed in a reasonable time. Additionally,

there appears to be a limit for the maximum number of commits to

scan with the original Prospector implementation, and when this

limit is reached, the tool crashes. For example, scanning for CVE-

2021-28952 in the Linux kernel with the default configuration of

2,000 commits to scan will fail, as the total count of commits to scan

is around 23,000. When we modified Prospector to scan only 2,000
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commits, this CVE-ID took 4 hours and 32 minutes to complete,

with an average scanning speed of 7 commits per minute. This

and other reported experiments were done on a server machine

with AMD EPYC 7282 CPU @2.8GHz with 64GB of RAM running

Ubuntu 22.04 as the operating system

Due to these practical limitations, we updated Prospector and

improved its scalability as follows:

• Parallel processing:Combinations of a CVE and aGitHub repos-

itory URL were fed to Prospector in parallel while preventing

race conditions. As Prospector uses the Git command, we al-

lowed only one process to work on each CVE for each repository

simultaneously.

• Caching: Cloning projects (especially large projects like the

Linux kernel) was time-consuming and repeating, so we cached

repositories to increase performance. When the machine is run-

ning out of storage, the cached repositories are removed auto-

matically.

• Tag detection: Prospector’s tag detection was found to be very

time-consuming. Removing this part increased the performance

significantly, and we did not observe any change in candidate

output ranking.

• Chosen candidates:We found that the root cause behind the

crashing when the initial count of candidate commits to scan

is higher than a certain threshold was that Prospector decides

to stop, rather than continuing with a limited set of candidate

commits. In such cases, we modified Prospector to only process

the same amount of commits as the threshold, with priority given

to commits that are near the CVE publication date and to commits

that were mentioned in the CVE references. In our work, we used

2,000 as the threshold (candidate commits limit) for running the

Prospector.

With our optimizations for commit processing, the aforemen-

tioned CVE-2021-28952 from the Linux kernel took only 8 minutes

to complete scanning, resulting in a 97% decrease in runtime with

an average speed of 250 commits per second scan.

In total, 77,597 CVEs were mapped to GitHub projects. The pro-

cess to execute Prospector on all these CVEs mapped to GitHub

projects took ≈9 days to complete. For each CVE repository link

processed by Prospector, we store the top 10 commits with the

highest scores in the database. However, not all these candidate

commits might be related to the CVE, and we further discuss our

approach to address this.

Choosing the Score Threshold. To be able to automatically

choose the most relevant fix commits only, a minimum threshold

Prospector score needs to be established. To this end, we chose to

manually review a set of samples by labeling each CVE and commit

pair as related or not related. A single CVE may have multiple fix

commits, and also a single fix commit may fix multiple CVEs.

We divided all fix commits into buckets based on their Prospec-

tor scores, with a step of 5. The total number of samples in each

bucket can be seen in Fig. 2 (note that the Y-axis is log scaled). We

can see that the population of samples with lower scores is signifi-

cantly higher compared to higher scores, as there are some rules

used by Prospector with low scores that match with commits more

frequently, but they are less indicative of the commit relevance.

Table 2: The effect of choosing different thresholds on the

size of the dataset, with and without using direct commits.

Threshold CVEs Projects Commits Accuracy Samples

0 42,581 6,481 231,634 0.1152 395,649

35 13,872 3,242 22,016 0.8714 27,913

65 12,011 2,837 16,592 0.9588 19,865

110 3,030 1,046 3,497 1.0000 3,822

0† 57,717 11,673 247,445 0.1516 412,645

35† 29,008 8,434 37,827 0.9201 44,909

65† 27,147 8,029 32,403 0.9778 36,861

110† 18,166 6,238 19,308 1.0000 20,818

†Including direct commits mentioned in the CVE description.

For manual inspection, we used stratified random sampling and

chose 500 samples for population size based on our time budget for

reviewing, and randomly selected samples from each bucket based

on the population of each bucket. For buckets that had fewer than

5 candidates for manual review, we took all samples. This strati-

fied sampling resulted in a total of 712 samples to review. Then,

two authors that are experienced in secure software development

and vulnerability research, jointly compared the CVE descriptions

and the GitHub commit information of the selected samples and

assessed whether they were related. To make the assessment un-

biased, reviewers did not have access to the score assigned by the

Prospector. To assist in the manual review process, we developed

a web application that displays the CVE description and GitHub

commit page side-by-side. The review process of all 712 samples

took ≈11 hours.

The results of our manual inspection can be seen in Fig. 3 (the

Y-axis is log scaled). For the score range of 65-70 and higher, we can

see that the majority of the inspected commits are related to their

CVEs. To reduce noise in the dataset we thus chose the score of 65

as the minimum acceptable score for adding a candidate commit

fix to the dataset.

The effect of choosing different thresholds on the dataset size

is summarized in Table 2, with and without using direct commits

that are mentioned in the CVE description. Before applying the

threshold, the median of commit scores was 14, and 94.9% of com-

mits were scored below 65. Considering the related and unrelated

CVE-commit samples per population, we can estimate that if we

choose 65 as the threshold, there will be approximately 4.12% noise

in the dataset that arises from the Prospector heuristics. We defined

a sample as noise where the fix commit is not related to its related

specific CVE in the dataset. When combined with direct commit

fixes mentioned in the advisory, which are related to their CVEs by

default, the total noise ratio should be reduced to 2.12%.

We use only the samples with scores ≥ 65 in our dataset that we

analyze and compare with others in the next section. However, we

keep the data for samples with scores lower than 65 in the database

for future reuse by other researchers. In our dataset collection tool,

it is easy to set the threshold to customize the dataset.
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Figure 2: Total number of extracted fix commit candidates from Prospector for each bucket (log scaled).

Figure 3: Manual assessment results of the relevance between discovered commits and their related CVE per each range, based

on stratified random sampling (log scaled).

3 DATASET DESCRIPTION

In this section, we describe the format of our dataset that we called

MoreFixes and compare it with datasets published in prior work.

3.1 PostgreSQL Database

Similarly to CVEFixes [4], we extract all data related to a fix com-

mit, such as repository metadata (stars, programming language)

and commit information such as changed files, changed methods,

changed lines, etc. We replicate the data structure of CVEFixes and

extend it in a compatible way (see Fig. 4). Thus, all prior approaches

that rely on CVEFixes can be easily applied to our extended dataset.

As can be seen in the figure, two new columns that we have in-

troduced are shown in blue. These store the commit score (from

Prospector) and the type of relationship that made detecting the

relation between CVE and repository possible. In the construction

step a few tables were introduced that are used for the internal

construction process. The most important of these is a table named

cve_project which stores the relation of a CVE (cve_id) with a

GitHub repository (repo_url), with the type of relation (rel_type).

This table includes all CVE to repository relation samples that were

not added directly to the fixes table. The final database is shared
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Figure 4: An entity relationship diagram of the MoreFixes dataset based on [4], with new columns and tables added in blue. PK

stands for Primary Key; FK for Foreign Key.

with the community as a PostgreSQL database dump, including the

tables used in the construction process.

Patch Files.We also publish all extracted commits as separate

patch files. There are two main motivations to do so. Firstly, large

commits (e.g. modifying binary files) would crash the detection pro-

cess of changed methods. Having the patch files allows researchers

who are only interested in the commits to extract the code from

patches without having to run the full database, as it would be

time-consuming to extract all patch files manually. Secondly, in

some cases, the commit is not available inside the cloned repository

but is visible in the GitHub web interface (e.g. a commit that is

available only in a fork). It is worth mentioning that this GitHub

feature can sometimes be used unethically by showing a commit

outside of the repository11. However, in CVE descriptions this is

not common and links are reviewed by CVE publishers. We used

GitHub directly to extract such patches. Patch files are stored with

the name "github_com_PROJECT-NAME_COMMIT-HASH" where

hash and project name can be derived from the database. This can

help future studies that rely on patch files as input.

3.2 Dataset Statistics

In the following MoreFixes reference statistics, we only include

direct links to fix commits and commits detected by Prospector with

11https://github.com/torvalds/linux/commit/b4061a10fc29010a610ff2b5b20160d7335e69bf

Figure 5: Distribution of CVEs and CVEs with fixes over the

years.

a minimum score of 65. In total, MoreFixes covers fix commits for

26,617 CVEs from 1999 until January 24, 2024. In Fig. 5, we present

the distribution of the number of CVEs and the number of CVEs we

extracted with their fixes over the years (the Y-axis is log-scaled).

Table 3 summarizes the top occurrences of different CWE vulner-

ability types. Similar to what has been disclosed for CVEFixes [4],

we also detect that CWE-79 is the most repeated type of vulnerabil-

ity. MoreFixes covers 309 different vulnerability types, which is an

≈58% increase compared to the CWEs covered by CVEFixes (180

different types). The top 10 most frequent CWE types in our dataset
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Table 3: Comparison of top CWE distributions over vulnera-

bilities in our work and CVEFixes.

CWE Description CVEs

CVEFixes MoreFixes

CWE-79 Improper Neutralization of Input During Web

Page Generation (’Cross-site Scripting’)

635 3,479

Noinfo† Insufficient Information 193 1,479

CWE-787 Out-of-bounds Write 205 1,471

CWE-125 Out-of-bounds Read 380 1,333

CWE-119 Improper Restriction of Operations within the

Bounds of a Memory Buffer

408 1,149

CWE-20 Improper Input Validation 382 1,119

CWE-476 NULL Pointer Dereference 195 994

CWE-89 Improper Neutralization of Special Elements

used in an SQL Command (’SQL Injection’)

130 795

Other* Other 165 792

CWE-200 Exposure of Sensitive Information to an Unau-

thorized Actor

276 686

†NVD-CVE-noinfo

* NVD-CWE-other

are similar to CVEFixes, except for having CWE-89 (SQL Injection)

in our top 10, while CVEFixes had instead CWE-264 (Permissions

Privileges and Access Control).

In MoreFixes, we identified 54 different file types related to

programming languages and environment configurations, which

is significantly higher compared to the identified file formats in

CVEFixes (31). Our dataset includes programming languages that

are not available in CVEFixes, such as Dart, Kotlin, Groovy, Pascal,

etc. Fig. 6 presents a distribution of the number of file changes

related to fixes per programming language in our dataset compared

to CVEFixes, in top-repeated samples of programming languages.

Note that sometimes a fix commit contains both data related

to a fix of code (i.e. the patch) and documentation. For example, a

commit in the Linux kernel12, that fixed CVE-2013-4312, changed a

text file for documentation and the relevant C code with the same

commit. Thus, there are fix commits with different file changes that

can be selected in future studies with diverse objectives, such as

understanding vulnerable code changes or studying the changes

documentation.

Table 4 presents the top 10 projects in MoreFixes with the most

CVEs and the boxplots of the Common Vulnerability Scoring Sys-

tem (CVSS) scores of these CVEs. Usually, vulnerabilities with very

low severity scores are not assigned a CVE. This can also be seen

in the CVSS column of Table 4: the minimum CVSS score of CVEs

is greater than 2 and most of the scores are higher than 4, which is

the minimum threshold for medium impact severity.

3.3 Datasets Comparison

To make a fair comparison between our dataset and prior work,

we chose the top 5 projects (Linux, Tcpdump, phpMyAdmin, Im-

ageMagick and Tensorflow) with the most CVEs in CVEFixes13 [4],

CrossVul14 [27], Reis and Abreu15 [32] and MoreFixes, and only

considered the years 2010 until 2020, as the other works were pub-

lished in 2021. The visualization of the dataset intersections in Fig. 7

12https://github.com/torvalds/linux/commit/759c01142a5d0f364a462346168a56de28a80f52
13https://zenodo.org/records/7029359
14https://zenodo.org/records/4734050
15https://github.com/TQRG/security-patches-dataset

Figure 6: Distribution of fixes in different programming lan-

guages, compared to CVEFixes [4].

Table 4: Top repositories with most CVEs

Repository CVEs CVSSv3 Score

Linux 2,984

ImageMagick 600

Wireshark 495

Gpac 479

Tensorflow 473

Qemu 380

Php-src 313

FFmpeg 307

Moodle 274

Go 262

shows that most of the CVEs from CVEFixes, dataset by Reis and

Abreu [32] and CrossVul are shared. Although we did not merge

their data dumps directly in our work, it can be seen that almost

all CVEs (except two16) detected in prior work are also detected by

our workflow. Furthermore, our dataset contains 821 unique CVEs

16Our heuristics did detect the correct GitHub links for these 2 CVEs, but the fix
commit detection (step F) failed.
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Figure 7: Comparison between MoreFixes, CrossVul [27], Reis

and Abreu [32] and CVEFixes [4] for unique CVEs with com-

mit fixes in top 5 projects with most CVEs included in the

datasets.

Table 5: Comparison of MoreFixes to prior work.

Dataset CVEs Projects Commits CVE Years

DiverseVul [7] N/A 797 7,514 1999-2023

DiverseVul (mix)† [7] N/A 933 21,949 1999-2023

ProjectKB* [18] 624 205 1,282 2007-2019

BigVul* [12] 3,754 348 4,432 2002-2019

CrossVul [27] 5,138 1,675 5,877 1999-2021

CVEFixes [4] 5,365 1,754 5,495 1999-2021

Reis (mix)† [32] 5,942 1,339 8,057 2002-2019

MoreFixes 26,617 6,945 31,883 1999-2024

* Contains only one programming language

†Including merged results of other works

(60% increase) with fix commits that were not previously detected

in the same projects and date range.

Table 5 presents an overall comparison between MoreFixes and

prior work. As of January 24, 2024, our dataset contains 26,617

unique CVEs coming from 6,945 unique GitHub projects, which

is a 397% increase in the number of CVEs and a 295% increase in

included open-source projects compared to CVEFixes. Concern-

ing these CVEs, MoreFixes comprises 31,883 unique commits that

fixed the vulnerabilities, which is a 480% increase compared to

CVEFixes. Note that we did not explicitly focus on any specific set

of programming languages.

3.4 Impact of Our Heuristics

Table 6 helps to assess the contribution of our new heuristics used

to extract fix commits. It can be seen that ≈53% of the final commits

available in our dataset are direct results of our novel methodology

(steps B, C, D). Notably, we see that the GitHub Security Advisory

(GHSA) shows promising results in gathering direct commit fixes

and CVE to open-source project mappings. It is worth mentioning

that whenever a direct fix commit or a CVE to repository address

Table 6: Distribution of CVE to repository mapping with

different heuristics using their reference step identifiers as

given in Fig. 1.

Relation type Occurrences

NVD direct commit (Step A) 13,736

NVD repository based (Step D) 9,284

CPE repository based (Step B) 7,234

GHSA direct commit (Step A) 3,260

CPE direct commit (Step B) 2,191

GHSA repository based (Step D) 531

GitHub API search (Step B) 374

GHSA registry address (Step C) 251

mapping was identified, no duplicate records were inserted in the

database. Thus, it is not possible to compare the quality of the NVD

dataset with GHSA based on the presented table. Early termination

of the workflow is also another reason why Step C (the last step in

the flowchart) in our pipeline brought so few results.

4 LIMITATIONS

In this section, we discuss the limitations of our work. As we build

on the state-of-the-art methods like CVEFixes [4] and Prospec-

tor [34], we also inherit many of their limitations. Notably, we have

updated the CVEFixes workflow and its key limitation of starting

from scratch every time (see Sec. 5.2 in [4]) is not applicable to our

tool, as we made the process incremental. Other CVEFixes limita-

tions, such as relying on the stability of NVD and other databases,

using only GitHub sources, and not considering the project license

information, are still applicable to our work. For example, many

different public or self-hosted services include open-source soft-

ware, such as Chrome, Android, and several self-hosted Git-based

services. By adding such services, it is possible to further increase

the quantity of samples in this dataset.

Information related to CVEs (such as vulnerability description,

or version tagging) or CWEs is sometimes labeled incorrectly or

missing in the source databases like NVD, and so we inherit this

limitation. For example, as mentioned in Table 3, there are 2,271

samples without CWE types. By adding further heuristic ormachine

learning methods it should be possible to improve data labeling.

The overall limitation of the repository mining approaches is

the availability of data. Repositories can be removed or renamed,

and thus the corresponding fix commits or patch files will not be

retrievable. This explains the slight discrepancy in the numbers

in Tables 2 and 5. Table 5 shows the final size of the MoreFixes

dataset, which comprises the retrieved fix commits and patch files.

Our heuristics, for example, the blocklist keywords used to ignore

non-related GitHub repositories, might have introduced some noise

into the dataset. Also, noise may appear in our CVE to repository

mapping step. However, in the manual review step, we did not

detect any incorrect CVE to repository linking for scores above

65. This might be due to the Prospector’s rules that prevent the

commits in the wrong repository from getting a high score.

Still, as we have shown, the Prospector heuristics generate some

noise and select commits that occasionally might not be relevant
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to the target CVEs. We have tried to reduce this noise as much as

possible by evaluating it in a manual review and selecting a reason-

able Prospector score threshold, but the resulting dataset might still

include some irrelevant commits. We share the Prospector scores

so that it is possible select a more reliable commit subset. We note

that most of the high-score yet irrelevant commits were security

fixes, but not related to assigned CVE. Another option for future

improvements in detecting fix commits is to combine Prospector

with advanced generative AI-based methods like VCFinder [10].

Moreover, in fix commits, sometimes non-security-related changes

are mixed in the same commit with security-related changes. For

example, test cases are often implemented to verify fixing the vul-

nerability. Such changes might be useful in specific research, but

such data must be ignored for studies like automated vulnerabil-

ity detection. An additional data-cleaning approach is required

to prune such non-security changes. This data quality issue was

also studied by Croft et al. [9]. As mentioned in [9], some existing

datasets are noisy due to poor keyword choices. We tackled this

issue by using Prospector as a more robust approach. Moreover, in

our dataset, each vulnerability fix commit is assigned to at least one

CVE, which allows proper tracing and validation. With a custom

threshold setting for vulnerability score or limiting top score com-

mits per CVE, it is possible to further increase the overall accuracy

of available commits, at the cost of a reduced dataset size.

5 RELATED WORK

In this section, we discuss the related literature on vulnerability

datasets and their common applications.

Existing Datasets. As we mentioned, the majority of existing

vulnerability datasets are either generated or mined through pub-

licly available open-source software projects. Generated vulnerabil-

ity datasets are usually less used due to their artificial nature and

lack of similarity with real-world datasets. CVEFixes [4], on which

we build, uses the NVD CVEs data and attempts to detect commit

links in the CVE record references. Subsequently, all data related

to CWEs, CVEs, repository, code, and file changes are stored in a

database. The CrossVul [27] dataset was collected using a similar

approach, but by only gathering commits as simple files, making it

harder to execute SQL queries for complex data joining and analysis.

DiverseVul [7] implemented their database extraction by choosing

a different vulnerability source and limiting it to C/C++. However,

one of the main data sources of their work is no longer publicly

available, preventing it from having an updated version of the data.

BigVul [12] also focused on the C/C++ programming languages

and it relies on a limited set of known high-quality projects such as

Chrome, Android, and Linux. Ponta et al. [30] manually created a

dataset for the Java programming language by mining vulnerability

disclosure information from various security websites such as NVD.

Similarly, Reis et al. [32] created a dataset by mining CVE details

and augmenting their dataset with other security datasets. In a

recent research, Wang et al. [41] created the ReposVul dataset by

choosing a vulnerability website that references GitHub, and two

projects from Google, covering only four programming languages.

Vulnerability Research and Its Applications. Vulnerability

datasets commit fixes have various applications such as automatic

vulnerability repairing with machine learning [8, 13, 14, 16, 19],

automatic bug generation [20, 28, 29], vulnerability detection [15,

31], benchmarking security analysis tools [21, 43], understanding

and studying security commits [33, 38], vulnerability fix commits

identification[40]. Quality and quantity of the data from vulnera-

bility datasets and the diversity of projects and languages covered

by them are important aspects that MoreFixes addresses.

6 CONCLUSIONS

We have shown that by using several smart heuristics and com-

bining state-of-the-art approaches it is possible to substantially

improve the discovery of CVE fix commits in open-source projects

and, as a byproduct, increase the number of different types of dis-

covered vulnerabilities. Thanks to our approach, we publish the

largest programming language-independent real-world CVE vulner-

ability dataset with fixes. Compared to the state-of-the-art methods,

our dataset also includes significantly more samples, patch files,

CWEs, and the relation between a public CVE and the correspond-

ing GitHub repository related to the CVE. Our MoreFixes dataset

can be used by the community to study vulnerabilities in OSS,

vulnerability detection, common vulnerable patterns, and static

application security testing benchmarks.
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