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Artificial Intelligence Colonialism: 
Environmental Damage, Labor 
Exploitation, and Human Rights Crises 
in the Global South

Dr. Salvador Santino F. Regilme

Abstract
The artificial intelligence (AI) industry, expected to reach $1.81 trillion by 2030, is 
revolutionizing sectors and economies worldwide. Its growth, however, intensifies 
global disparities and contributes to human rights abuses. This study explores two 
key questions: How does AI development lead to human rights violations, particu-
larly in labor exploitation and environmental harm in the Global South? In what 
ways do these practices intensify systemic inequalities? This article demonstrates that 
AI functions as a form of digital colonialism, concentrating wealth among a global 
elite primarily in the Global North, while the Global South suffers from dehuman-
izing working conditions and environmental consequences. Laborers in the Global 
South endure unstable employment for low pay, supporting AI advancements while 
remaining unseen in the industry’s narrative of progress. Concurrently, resource ex-
traction and power-hungry AI data centers in the Global South damage ecosystems 
already impacted by climate change. This article emphasizes the critical need for 
responsible AI governance that emphasizes workers’ rights, ecological preservation, 
and balanced global progress.

Introduction

The global artificial intelligence (AI) market, valued at $136.55 billion in 
2022, is projected to grow at a compound annual growth rate (CAGR) of 

37.3%, reaching 1.81 trillion by 2030. AI is expected to contribute $15.7 tril-
lion to the global economy by 2030, surpassing the current combined output 
of China and India.1 For instance, AI expenditure in India increased by 109.6% 
or $665 million in 2018 and is projected to grow at a CAGR of 39% to reach 
11.7 bllion USD by 2025, potentially contributing $500 billion USD (value of 
profit and industry size) to the nation’s GDP. By 2030, AI is expected to boost 
China’s GDP by 26% and North America’s by 14.5%, collectively accounting 
for nearly 70% of the global economic impact. AI technologies may enhance 
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labor productivity by up to 40% across 16 industries, including manufacturing, 
potentially adding $3.8 trillion in gross value added by 2035. The rapid advance-
ment of AI is transforming industries and reshaping the global economy, with 
AI-related technologies expected to contribute over $15.7 trillion to the global 
economy by 2030, according to PriceWaterhouseCoopers.2 

As highly industrialized countries race ahead in AI development, two 
questions arise: What human rights violations are associated with AI develop-
ment in the Global South, particularly in the contexts of labor exploitation 
and environmental degradation? And how do these practices reinforce global 
inequalities? The rise and expansion of AI technologies in the contemporary 
global capitalist system signifies a new form of transnational colonialism, 
which I and other scholars have labeled as ‘AI colonialism.’3,4,5,6 This phenom-
enon urges us to examine the urgent ethical and political issues of AI, as it 
worsens global socioeconomic inequalities. In addition, the wealth generated 
by this new techology disproportionately enriches a transnational super-rich 
class, while the labor-heavy populations of the Global South endure dehuman-
izing conditions to sustain this technological progress.7,8,9 Simultaneously, the 
environmental costs of AI—ranging from resource extraction to carbon emis-
sions—are systematically outsourced to vulnerable and undervalued regions, 
ensuring that the global North’s elite remains shielded from the devastating 
ecological and human consequences. AI colonialism thus represents a new 
form of digital and environmental exploitation, where the benefits accrue to 
the Global North’s super-rich class while the Global South remarkably suffers 
the externalities.10,11,12,13,14,15,16

Neoliberal capitalism drives technological innovation for profit and 
efficiency, often neglecting labor rights, environmental protections, and so-
cioeconomic justice.17,18 Neoliberal policies promote deregulation, capital 

accumulation, and labor outsourcing to regions 
with the lowest wages and weakest social safety 
nets. In the AI sector, these dynamics exacerbate 
Global North-South disparities. Major tech com-
panies, largely in the Global North, outsource 
tasks like data labeling and content moderation 
to countries such as India, Kenya, and the Phil-
ippines.19,20,21,22,23,24,25 Workers in these regions, 
earning as little as $1.50 per hour, face precarious 
conditions with minimal social safety protections. 

This exploitation is a deliberate strategy to maximize profits while minimizing 
costs, at the expense of vulnerable populations.26

Indeed, countries in the Global North dominate AI readiness rankings, 
with the United States, the United Kingdom, and Germany consistently rank-
ing at the top, while many Global South states lag far behind.27 This disparity 
in AI readiness reflects not just a technological gap, but also a systemic issue 
where the Global South is used primarily as a source of undervalued human 
labor and cheapened source of natural resource inputs rather than as an equal 
partner in the development and deployment of AI technologies. The human 
rights implications are profound: workers in these countries often perform 

This exploitation is a 
deliberate strategy to 
maximize profits while 
minimizing costs, at the 
expense of vulnerable 
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monotonous, repetitive tasks that are essential for training AI systems, such as 
tagging images, reviewing content, and processing data. Yet, these workers are 
often rendered invisible in the global narrative of AI innovation, existing as 
“ghost laborers” whose contributions are exploited while they remain outside 
the frame of AI’s celebrated progress.

The environmental cost of AI is equally concerning.28,29,30,31 The training 
of large AI models, such as OpenAI’s GPT-3, requires massive amounts of 
computational power. A study from the University of Massachusetts Amherst 
found that training a single AI model can emit over 284,000 kilograms of CO2, 
equivalent to the lifetime carbon footprint of five cars. Energy demands are 
often offloaded to data centers in regions with weak environmental regulations, 
like the Global South. Amazon, Google, and Microsoft have constructed data 
centers in Africa and Southeast Asia, attracted by cheap electricity and limited 
governance oversight. These centers worsen local environmental degradation 
and natural resource depletion in areas already heavily impacted by climate 
change. In Kenya, where droughts and environmental crises have worsened 
recently, energy-intensive data centers by global tech companies raise signifi-
cant concerns about the long-term sustainability of AI development in these 
regions.32,33,34,35

AI Colonialism: Necrostratification and Necroexportation

The relationship between AI, human societies, and ecosystems in the Global 
South reflects a deeply neocolonial dynamic, shaped by two interrelated pro-
cesses: 1) necroexportation and 2) necrostratification. Necroexportation denotes 
the systematic transfer of AI’s detrimental impacts—environmental harm, 
labor exploitation, and resource depletion—to the Global South, while the 
Global North reaps life-enhancing benefits. This structural condition involves 
exporting lethal consequences to marginalized human societies and ecosystems, 
reflecting necropolitical global inequalities. It highlights the deliberate process 
by which powerful entities shift harm to what they deem as expendable human 
populations. Necrostratification, on the other hand, captures the stratification 
and differentiation of life-and-death prospects across socially and historically 
constructed hierarchies, determining whose lives are valued and whose are 
rendered disposable. These two processes exemplify the dual nature of AI co-
lonialism, highlighting the stark socioeconomic hierarchies of humanity and 
ecosystems supporting the expansion of the global AI economy.

Building on Achille Mbembe’s concept of necropolitics, which extends 
Foucault’s analysis of biopolitics, necrostratification pertains to the hierarchical 
ordering of life and death prospects within the global system.36,37,38 Biopolitics, 
as conceptualized by Foucault, refers to the governance of populations through 
the regulation of life processes such as health, reproduction, and labor. The 
concept highlights how power operates not only through coercion but also by 
managing life to optimize productivity and societal order. Later on, Mbembe 
expands this concept with necropolitics, emphasizing the power of sovereigns 
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to determine not just how life is managed 
but also who is allowed to live and who is 
consigned to death. In the context of AI co-
lonialism, necrostratification reveals how the 
benefits of AI development are stratified along 
global logics of socioeconomic hierarchies, 
with the Global North enjoying the tech-
nological benefits and wealth accumulation 
from AI while the Global South is subjected 
to conditions of exploitation, environmental 
degradation, and premature death. AI colo-
nialism exercises necropolitical logic by deter-

mining which human populations and environmental ecosystems are valuable 
and which are disposable. The invisibilized yet essential workers of the Global 
South are exploited as disposable tools for AI advancement, while economic 
profits concentrate in the Global North. Tech corporations capitalize on global 
disparities, outsourcing AI tasks to regions with weak labor protections, like 
Southeast Asia and sub-Saharan Africa, allowing affluent countries to benefit 
without bearing the costs. Innovation narratives obscure these workers’ con-
tributions, framing AI as autonomous rather than a product of exploited labor. 
This system leads to disproportionate profits for socio-economic elites, while 
marginalized laborers lack recognition, rights, fair compensation, and are often 
invisibilized and killed due to life’s precarity.

Foucault’s theories on power, surveillance, and capitalism shed light on AI 
colonialism’s mechanisms.39,40,41,42,43 His concept of disciplinary power explains 
how AI workers, especially in the Global South, are under constant surveillance 
and control to ensure productivity. Shoshana Zuboff ’s surveillance capitalism 
analysis shows how human behavior is commodified into data for profit. In 
the AI economy, Global South workers are exploited for both their labor and 
data, which refine AI systems or predict behaviors, thus commodifying their 
lives twice.44 

My concept of necroexportation in AI builds on Lessenich’s social theory 
of externalization by showing how AI benefits are concentrated in affluent 
regions, while the Global South suffers environmental degradation, labor ex-
ploitation, and eroded futures.45 This process creates global life-and-death hier-
archies, designating certain populations and ecosystems with varying values of 
importance and disposability to sustain others’ privileges. In AI, necroexporta-
tion appears through exploitative labor in the Global South, where workers face 
hazardous conditions, and extractive industries devastate ecosystems to support 
AI infrastructure. It also undermines intergenerational equity, as AI’s energy 
demands worsen climate change, trapping marginalized populations in cycles of 
vulnerability and inequality. Necroexportation involves the institutionalization 
of sacrifice across global divides, while necrostratification examines societal 
hierarchies determining life-and-death prospects. Necroexportation external-
izes costs from the Global North to the Global South, whereas necrostratifica-
tion differentiates human populations within and across societies based on 

The invisibilized yet 
essential workers of the 
Global South are exploited 
as disposable tools for 
AI advancement, while 
economic profits concentrate 
in the Global North.
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race, class, gender, abilities, geography, and 
enduring historical inequalities. Together, 
these concepts highlight different inequal-
ity dimensions: necroexportation addresses 
global harm offloading and transferability, 
and necrostratification focuses on societal 
structures that perpetuate varying levels of 
disposability.

AI development’s environmental im-
pact highlights its necrostratified nature. 
Large-scale machine learning models demand 
significant computational power, supported 
by data centers consuming substantial elec-
tricity, often situated in the Global South due 
to lax environmental regulations and low 
energy costs. Additionally, the extraction of 
rare minerals for AI hardware exacerbates 
the environmental burden on the Global South. This mirrors historical West-
ern colonial exploitation for resources and its modern neocolonial practices, 
with AI development contributing to climate change and resource depletion, 
disproportionately affecting the Global South. The Global North’s historical 
carbon emissions from industrialization have caused the current climate crisis, 
leaving the Global South to face climate disasters with constrained resources, 
insufficient international aid, domestic governance challenges, inequitable trade 
agreements, and a compromised local elite, perpetuating unequal resource al-
location.46,47,48,49,50,51,52 AI’s environmental impact from data centers and mining 
exacerbates existing inequalities, worsening climate impacts for vulnerable 
countries. Nations responsible for past emissions benefit from AI while shifting 
environmental costs to regions already facing rising sea levels, unpredictable 
weather, and resource scarcity.

AI and Labor Exploitation: The Present Humanity

The rapid development of AI is often heralded as a technological revolution, 
promising innovation, efficiency, and economic growth.53,54,55 Behind the sleek 
facade of AI, a deeply exploitative global labor structure underpins its develop-
ment—one that remains largely invisible to the public. Far from being a fully 
autonomous technology, AI is built on the backs of many workers in the Global 
South who perform tedious and poorly compensated tasks like data labeling 
and content moderation. These tasks are indispensable to training AI systems, 
yet they are outsourced to low-wage workers in countries like India, Kenya, 
and the Philippines. Many AI systems rely on a vulnerable workforce perform-
ing repetitive tasks for low wages, often as little as $1.46 per hour after tax.56 
Multinational corporations outsource these tasks to countries like Venezuela, 
Bulgaria, India, Kenya, and the Philippines, where workers label data for AI 

Necroexportation 
externalizes costs from 
the Global North to the 
Global South, whereas 
necrostratification 
differentiates human 
populations within and 
across societies based on 
race, class, gender, abilities, 
geography, and enduring 
historical inequalities.
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systems.57 Language barriers arise as instructions are typically in English, risk-
ing termination of labor contract for misunderstandings. Workers endure pre-
carious conditions, heavy surveillance, and punishment for deviations. Content 
moderators, essential for online platform safety, encounter traumatic material 
without adequate mental health support, leading to anxiety, depression, and 
PTSD. These workers have to endure a minimum of 8 hours every working 
day watching graphic content such as murder, child abuse, and pornography.58 

AI’s dependence on human labor is most evident in the data labeling 
processes, where vast datasets must be manually categorized to train machine 
learning algorithms. For instance, AI systems used for image recognition rely 
on humans to label millions of images to develop the algorithm to distinguish 
between objects. Similarly, content moderation on platforms like Facebook and 
YouTube depends on workers who review and flag inappropriate or harmful ma-
terial.59,60 AI, despite its advanced capabilities, depends on human input, often 
outsourced to low-wage regions due to significant international wage disparities. 

There are many examples of precarity and dehumanizing conditions in 
the Global South, resulting from the global expansion of the AI industry. India 

has emerged as a major hub for AI-related labor, 
particularly in data processing and labeling.61 
Millions of Indian workers are employed in the 
digital labor market, performing the tedious 
tasks required to build AI systems. However, 
these jobs come with significant downsides. 
Data labelers in the Global South earn an aver-
age of just $1.50 per hour, a wage that barely 
covers basic living expenses.62 Moreover, these 
workers often lack job security, as many are 
hired on short-term contracts or as freelancers 
through platforms like Amazon Mechanical 

Turk or Appen. These digital platforms also subject workers to intense sur-
veillance and performance monitoring, creating a high-pressure environment 
where failure to meet strict productivity targets can result in the immediate 
loss of work. Kenya, too, has become a key destination for outsourced AI la-
bor, particularly in the area of content moderation.63 Tech giants like Facebook 
and Google have outsourced content review tasks to Kenyan workers, who are 
responsible for monitoring and filtering user-generated content to ensure com-
pliance with community standards. However, this work comes with significant 
ethical concerns.64 Kenyan content moderators are often exposed to graphic, 
violent, or disturbing material, which can lead to severe psychological trauma. 
Despite the emotional toll of the job, these workers are paid as little as two 
dollars per hour—a remarkable contrast to Kenya’s average hourly wage of ap-
proximately ten dollars per hour.65 They are expected to sift through thousands 
of pieces of content every day, with little access to mental health support or 
counseling. Kenyan Facebook content moderators, many of whom reported 
symptoms of post-traumatic stress disorder (PTSD) after repeatedly viewing 
traumatic content, characterized their working conditions as dehumanizing.66 

AI, despite its advanced 
capabilities, depends 
on human input, often 
outsourced to low-wage 
regions due to significant 
international wage 
disparities.
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Yet, because these workers are employed through subcontractors, they are often 
denied the benefits and protections that full-time employees would typically 
be provided with. The Philippines, with its large, English-speaking workforce, 
has also become a significant player in the AI labor market, particularly in 
data labeling. Filipino workers are often hired through global digital platforms, 
competing with thousands of others for micro-tasks that pay very little. A study 
by the Oxford Internet Institute found that 
workers on these platforms earn an aver-
age of two to three dollars per hour, with 
some workers earning even less (FairWork 
2023).67 Despite the crucial role these work-
ers play in the functioning of AI systems, 
they are relegated to the status of “ghost 
workers”—invisible to the companies and 
consumers who benefit from their labor. 
Like their counterparts in India and Kenya, 
Filipino workers face precarious working 
conditions, with little job security or ac-
cess to social welfare benefits. Many are 
employed as independent contractors rather than full-time employees, meaning 
they lack access to healthcare, paid leave, or pension benefits.68,69

The case of Oskarina Vero Fuentes further illustrates these exploitative 
conditions. Her story as a Venezuelan content moderator based in Colombia 
captures the “digital sweatshop” of the AI tech ecosystem.70 Fuentes performs 
data labeling tasks on platforms such as Appen, earning between 2.2 and 50 
cents per task, with typical earnings of just one dollar for an hour and a half of 
work. On rare occasions when tasks are plentiful, she can earn up to $280 per 
month, barely reaching Colombia’s minimum wage of $285—but such weeks 
are uncommon, and on slow days, she will make as little as one to two dollars. 
Fuentes works over 18 hours daily, starting at 2 a.m. to secure unpredictable 
tasks, a common practice in the Global South. In East Africa, Venezuela, India, 
the Philippines, and refugee camps in Kenya and Lebanon, workers engage in 
microtasks or short-term contracts in data centers like Sama’s Nairobi office, 
which employs 3,000 people under conditions criticized by Time as exploitative 
for content moderators.71

The increasing demand for inexpensive labor in the AI training indus-
try has led to the exploitation of underage workers, depriving them of rights 
and dignity while perpetuating cycles of inequality and harm.72 Platforms like 
Clickworker and Toloka have minimal age verification standards, merely asking 
workers to state they are over 18, while others like Remotasks use face recogni-
tion, which can be bypassed, as one worker did by using his grandmother’s face. 
In some Venezuelan homes, children as young as thirteen are involved in data 
labeling tasks, sharing accounts within family units, and working in shifts to 
maximize productivity.73 This setup often results in physical strain, as described 
by a family where members, including children, work long hours, causing back 
pain. Additionally, the lack of oversight allows for situations where workers 

Despite the crucial role 
these workers play in the 
functioning of AI systems, 
they are relegated to the 
status of “ghost workers”—
invisible to the companies and 
consumers who benefit from 
their labor.
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might not retain their full income, as seen with a Clickworker user in India who 
takes half of his workers’ earnings. These cases illustrate an interrelated problem 
of not only labor rights but also of the rights and dignity of children.74,75 

The labor exploitation that characterizes AI development in the Global 
South is not just a matter of low wages—it is also a violation of basic human 

rights. Article 23 of the Universal Dec-
laration of Human Rights guarantees 
the right to just and favorable condi-
tions of work, including fair wages that 
provide a decent standard of living.76 
Yet, AI workers in the Global South are 
systematically denied these rights. They 
are paid poverty wages, forced to work 
under high-pressure conditions, and 

given little to no job security. Content moderators, in particular, are subjected 
to severe psychological harm due to the nature of the material they are required 
to review, yet they are offered no meaningful support or compensation for the 
risks associated with their work.

The gig-based nature of AI labor also compounds the precariousness of 
these workers’ lives.77,78,79,80,81 In India and the Philippines, digital workers such 
as data labelers are typically employed on short-term contracts or as freelanc-
ers, lacking job security. This results in an unstable work environment where 
workers must accept low wages and poor conditions for potential future em-
ployment. The digital platforms employing these workers operate in a legal gray 

area with weak labor protections, offering 
limited recourse for mistreatment or un-
fair dismissal, thus perpetuating exploita-
tion in AI labor outsourcing. The human 
toll is severe: Kenyan content moderators 
suffer lasting psychological harm from 
exposure to violent material while earn-
ing much less than their counterparts in 
the Global North. In early 2024, nearly 
100 Kenyan data labelers and AI workers, 
employed by companies like Facebook, 
Scale AI, and OpenAI, wrote an open 
letter to US President Joe Biden, describ-
ing their working conditions as akin to 

“modern-day slavery.”82 Indian data labelers face long, monotonous hours for 
subsistence wages, and Filipino workers compete for insecure micro-tasks, 
trapping them in poverty and precarious employment. Despite being crucial to 
AI systems, their labor is devalued, contributions ignored, and rights violated. 

Venture capitalists and wealthy investors who sit at the top of the global 
socioeconomic hierarchy benefit the most from AI development. Below them 
are top executives and elite engineers with high salaries and influence over AI 
innovation. At the bottom, Global South workers perform essential but under-

The labor exploitation that 
characterizes AI development 
in the Global South is not just a 
matter of low wages—it is also a 
violation of basic human rights.

The digital platforms employing 
these workers operate in a legal 
gray area with weak labor 
protections, offering limited 
recourse for mistreatment 
or unfair dismissal, thus 
perpetuating exploitation in AI 
labor outsourcing.
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valued labor supporting AI systems. This hierarchy illustrates necrostratifica-
tion, where life prospects and benefits are unevenly distributed. Investors and 
executives enjoy immense financial rewards and security, far removed from AI 
labor burdens. Conversely, low-wage data labelers and content moderators in 
the Global South endure exploitative conditions with minimal recognition, re-
inforcing a system that devalues their labor and stratifies human life and work, 
disproportionately impacting the most marginalized. Within the underpaid 
category of regular moderators and AI workers, a distinct wage disparity exists. 
Surprisingly, AI data labelers in Venezuela earn between ninety cents and two 
dollars per hour, while their counterparts in the United States receive hourly 
wages of ten to twenty-five dollars.83 In contrast, AI development is enriching 
billionaires by significantly increasing company valuations and personal for-
tunes. For example, Nvidia’s involvement in AI has helped boost a billionaire’s 
net worth to $1 billion. Investments from giants like Microsoft and OpenAI 
have driven a $2.6 billion valuation for AI startups, benefiting stakeholders. 
This surge in AI has created new billionaires and expanded existing fortunes 
of a new group of transnational super-rich class.84

This labor-reward stratification embodies the necropolitical logic of AI 
colonialism, where lower-tier workers are undervalued while the elite reap 
significant rewards. For the superrich 
and top executives, AI yields immense fi-
nancial and technological advantages; for 
Global South workers, it results in exploi-
tation and insecurity. Necrostratification 
illustrates these structural inequalities 
within the global AI political economy, 
benefiting the wealthiest while margin-
alizing laborers. Global South workers 
are essential yet remain invisible, their 
humanity reduced to mere utility. AI de-
velopment perpetuates global inequalities, reinforcing a necrostratified system 
with unequal life prospects. Superrich investors and executives thrive on AI’s 
success, while Global South workers bear the costs and their contributions are 
ignored. This skewed gain distribution from AI development mirrors a deeper 
necropolitical order that urgently needs addressing to combat entrenched in-
equalities of AI colonialism.

AI and Environmental Degradation: The Present and the Future of Humanity

The environmental impacts of AI include direct and indirect effects, both of 
which significantly impact local and environmental living conditions. Di-
rect impacts arise from the lifecycle of AI computer resources—production, 
transport, operations, and end-of-life stages—with operations being the most 
energy-intensive, causing substantial greenhouse gas (GHG) emissions and 
resource consumption.85 Indirect impacts come from AI applications in sec-

For the superrich and top 
executives, AI yields immense 
financial and technological 
advantages; for Global 
South workers, it results in 
exploitation and insecurity.
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tors like mining and manufacturing, where efficiency gains may paradoxically 
increase net GHG emissions. These diffusion effects are challenging to quan-
tify as AI-specific impacts are embedded within broader ICT activities. AI’s 
potential for sustainability is countered by its energy and material demands, 
exacerbating environmental issues and necessitating robust mitigation frame-
works and policies. Although AI computational capabilities have advanced, 
leading to environmental concerns, a 550% increase in data center computing 
capacity from 2010 to 2018 only resulted in a 6% rise in energy consumption.86 
The exponential growth in AI’s energy demands, with Google reporting 60% 
of its AI-related electricity use stemming from inference in 2022 and research 
suggesting a large language model (LLM) assistant for Google searches could 
require an equivalent amount of energy as Ireland’s annual energy consump-
tion, emphasizes the pressing need to tackle its environmental impact as global 
AI adoption accelerates.87 Notably, the real emissions from the in-house data 
centers of major tech companies like Google, Microsoft, Meta, and Apple from 
2020 to 2022 were about 662% higher than officially reported.88 

One of the most significant environmental challenges posed by AI is its 
enormous energy consumption. AI is notably more energy-intensive than typi-
cal cloud-based applications, with a ChatGPT query requiring nearly 10 times 
as much electricity to process as a Google search. This increased demand is 
expected to cause data center power demand to grow by 160% by 2030.89 Ar-
tificial intelligence requires significant computational power from numerous 
data center servers, consuming substantial electricity.90 Northern Virginia has 
become a key hub for this expanding industry. By 2030, its data centers will 
require energy equivalent to powering 6 million households.91 The national 
electricity demand has surged so much that plans to close several coal plants 
have been delayed, according to another study. This rising power need has 
widespread impacts on energy consumption and infrastructure planning. Train-
ing large-scale machine learning models, such as OpenAI’s GPT-3, requires 
vast amounts of computational power. According to a study by the University 
of Massachusetts Amherst, training a single AI model can emit over 284,000 
kilograms of carbon dioxide, the equivalent of the emissions from five cars 
over their entire lifetimes.92 The 5 billion YouTube views of Despacito in 2018 
consumed energy equivalent to heating 40,000 U.S. homes for a year, emphasiz-
ing tech’s massive environmental impact.93 LLMs like ChatGPT are also highly 
energy-intensive, with approximately 700,000 liters of water used to cool the 
machines training ChatGPT-3 at Microsoft’s facilities.94 The tech industry, de-
spite advocating for sustainability, often disregards its significant environmental 
impact. Its hesitation to reveal data on energy use and emissions indicates an 
intent to avoid public scrutiny. The extensive water consumption by ChatGPT 
is particularly controversial, given the global scarcity of safe drinking water for 
many households, especially in the Global South.

In addition to the energy costs associated with AI, the development of 
AI hardware also relies on the extraction of rare minerals, a practice that has 
devastating environmental and social consequences. The Democratic Republic 
of Congo (DRC), for example, is the source of more than 70% of the world’s 
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cobalt, a mineral essential for the batteries that power AI technologies.95 
Artisanal and small-scale mining (ASM) for critical minerals often causes 
environmental damage such as deforestation, soil erosion, and water contami-
nation from toxic chemicals. Human rights abuses are common, with workers 
facing unsafe conditions, lack of protective gear, and exploitation, including 
child labor. Large-scale operators typically avoid ASM to evade these risks and 
costs, leaving problems unresolved. In the DRC, cobalt mining has resulted in 
widespread deforestation, soil degradation, and water contamination, with toxic 
chemicals polluting local water supplies, harming human health and biodiver-
sity. At least 25,000 children in Congo are among the artisanal miners working 
in hazardous conditions with minimal protective equipment.96 This endangers 
lives and devastates the environment. Cobalt extraction’s ecological footprint 
is significant, as the forests destroyed during the process are vital for regulat-
ing the global climate by absorbing carbon dioxide.97 Increasing demand for 
AI hardware will exacerbate environmental damage from cobalt mining, with 
severe consequences for local ecosystems and the global environment. Cobalt 
and nickel mining for AI hardware comes with severe environmental costs, 
including deforestation, toxic air pollution, and water contamination.98 In the 
Philippines, seventeen nickel mines were shut down due to environmental is-
sues, while in Norilsk, Russia, a nickel factory released 350,000 tons of sulfur 
dioxide yearly, heavily polluting the city.99 Furthermore, communities near 
mining sites like Cerro Matoso in Colombia experience increased deformities 
and respiratory illnesses due to toxic exposure from mining and smelting. These 
effects underscore the urgent need for sustainable methods in sourcing critical 
materials for AI technologies.

The environmental degradation caused by AI development is not limited 
to the destruction of ecosystems or the depletion of natural resources; it also 
contributes directly to the global climate crisis.100,101 Data centers and the mining 
of rare minerals both generate substantial greenhouse gas emissions, accelerat-
ing the pace of climate change. This is par-
ticularly concerning for the Global South, 
where the impacts of climate change are 
already being felt with increasing severity. 
Countries in sub-Saharan Africa, Southeast 
Asia, and Latin America are experiencing 
rising sea levels, prolonged droughts, and 
extreme weather events that threaten food 
security, displace populations, and exacer-
bate existing inequalities. For example, in East Africa, where food insecurity is 
a growing concern, climate change has led to increasingly unpredictable rainfall 
patterns, worsening agricultural productivity.102 The expansion of data centers 
in this region only adds to the environmental burden, as they consume large 
amounts of electricity and water, further straining local resources and contrib-
uting to ecological collapse.

AI development causes extensive and inequitable environmental degrada-
tion. Through necroexportation, the Global North, which reaps the benefits of 

Data centers and the mining 
of rare minerals both generate 
substantial greenhouse gas 
emissions, accelerating the 
pace of climate change.
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AI, transfers the environmental costs to the Global South, leading to ecosystem 
and community damage through resource extraction and energy consump-
tion. This mirrors historical colonialism: the Global South provides labor and 
resources for the Global North’s advancement while bearing the massive envi-
ronmental and social consequences. 

Conclusion

This paper explored how AI development and usage perpetuates global in-
equalities through systemic labor exploitation, environmental degradation, and 

privacy violations, primarily impacting the 
Global South in fundamentally detrimental 
ways. While AI is often portrayed as auton-
omous and transformative, it relies heavily 
on underpaid human labor in the Global 
South, where workers perform crucial but 
undervalued tasks like data labeling and 
content moderation. This system reinforces 
global socio-economic hierarchies, concen-
trating the material benefits of AI in the 
Global North while the Global South bears 
the burdens of labor exploitation and envi-
ronmental harm. At the core of this analysis 
is the concept of necrostratification, where 

the rewards of AI development are unequally distributed, favoring investors 
and executives at the top while marginalizing workers at the bottom.

The immediate human rights violations experienced by these laborers 
represent a critical issue, but the long-term consequences of AI extend further. 
Future generations will face severe environmental and privacy challenges due 
to AI’s energy-intensive operations and resource extraction, which contribute 
significantly to carbon emissions, deforestation, and loss of biodiversity. These 
practices exacerbate climate change, disproportionately affecting the Global 
South, where vulnerable populations will bear the brunt of the ecological crises 
that AI accelerates. Additionally, AI’s growing surveillance capabilities pose 
serious risks to individual privacy, not only for current generations but also for 
future societies. Without robust governance frameworks regulating AI’s data 
collection and surveillance, future populations may face heightened monitoring 
and control, exacerbating global inequalities while undermining one’s dignity 
and rights. AI development must be analyzed through intergenerational justice, 
considering both current and future generations’ rights to a world free from 
environmental degradation and invasive surveillance. Hence, global AI gov-
ernance should address labor exploitation, privacy protection, and ecosystem 
preservation to ensure sustainable and equitable development. Additionally, 
AI’s environmental impact, such as energy consumption and resource extrac-
tion, threatens biodiversity and planetary health, necessitating the integration 
of environmental sustainability into AI governance. A rights-based approach to 

Through necroexportation, 
the Global North, which reaps 
the benefits of AI, transfers 
the environmental costs to 
the Global South, leading to 
ecosystem and community 
damage through resource 
extraction and energy 
consumption.”
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AI should encompass dignity protection of all human individuals and ecosystem 
protection for future generations.

The promise of AI technologies depends on the intended purposes and 
actual use by its producers and users. The AI-human rights relationship is com-
plex and significant.103,104,105 AI can advance human rights by saving lives and 
protecting the planet through early disease detection, natural disaster predic-
tion, and aiding vulnerable communities. Responsible AI governance, however, 
is crucial to prevent undermining peace and human rights.106 International 
efforts emphasize AI as a progress engine for Sustainable Development Goals 
without compromising human rights. AI offers profound opportunities but 
poses existential challenges requiring careful governance to prevent misuse, 
protect human rights, and address labor exploitation, privacy concerns, and 
environmental impact. To ensure AI promotes a fair and sustainable future, a 
comprehensive system safeguarding the dignity of current and future genera-
tions and the planet’s well-being is essential. This framework should underpin 
responsible AI development and implementation. As with countless techno-
logical innovations within a global capitalist system steeped in socioeconomic 
stratifications, the promise of improving the human condition cannot rest on 
technology alone. Global transformation towards emancipatory and just politics 
demands a profound reimagining of the global order—one where human dig-
nity and sustainable development are paramount, and the logics of oppression 
are rendered relics of the past. In that way, AI might evolve from being a tool 
of colonialism to a potent instrument for just social change. 
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