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A B S T R A C T 

We examine the stellar [ α/Fe]–[Fe/H] distribution of � 1000 present-day galaxies in a high-resolution EAGLE simulation. 
Roughly half of the galaxies exhibit the canonical distribution, characterized by a sequence of low-metallicity stars with high 

[ α/Fe] that transitions at a ‘knee’ to a sequence of declining [ α/Fe] with increasing metallicity. This population yields a knee 
metallicity–galaxy–mass relation similar to that observed in Local Group galaxies, both in slope and scatter. Ho we v er, man y 

simulated galaxies lack a knee or exhibit more complicated distributions. Knees are found only in galaxies with star formation 

histories (SFHs) featuring a sustained decline from an early peak ( t � 7 Gyr ), which enables enrichment by Type Ia supernovae 
to dominate that due to Type II supernovae (SN II), reducing [ α/Fe] in the interstellar gas. The simulation thus indicates that, 
contrary to the common interpretation implied by analytic galactic chemical evolution (GCE) models, knee formation is not 
a consequence of the onset of enrichment by SN Ia. We use the SFH of a simulated galaxy exhibiting a knee as input to 

the VICE GCE model, finding it yields an α-rich plateau enriched only by SN II, but the plateau comprises little stellar mass 
and the galaxy forms few metal-poor ([Fe/H] � −1) stars. This follows from the short constant gas consumption time-scale 
typically assumed by GCEs, which implies the presence of a readily enriched low-mass gas reservoir. When an initially longer, 
evolving consumption time-scale is adopted, VICE reproduces the simulated galaxy’s track through the [ α/Fe]–[Fe/H] plane and 

its metallicity distribution function. 

Key words: methods: analytical – methods: numerical – galaxies: abundances – galaxies: evolution – galaxies: stellar content. 

1

G  

w  

P  

o  

c  

h  

i  

G  

C  

2  

a  

�

(

s  

G
 

s  

M  

o  

f  

a  

c  

m  

e  

a  

G  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/533/1/184/7716718 by guest on 19 February 2025
 I N T RO D U C T I O N  

alactic archaeology has undergone a renaissance in recent years
ith the emergence of a number of ambitious stellar surv e ys.
recision element abundances and phase space properties of millions
f stars have now been measured and interpreted within the broader
ontext of theoretical predictions from galaxy formation theory to
elp elucidate the formation history of the Galaxy. Such efforts
nclude RAVE (Steinmetz et al. 2006 ), SEGUE (Yanny et al. 2009 ),
aia -ESO (Gilmore et al. 2012 ; Randich, Gilmore & Gaia-ESO
onsortium 2013 ), GALAH (De Silva et al. 2015 ; Martell et al.
017 ), APOGEE (Majewski et al. 2017 ), H3 (Conroy et al. 2019 ),
nd the Gaia mission (Gaia Collaboration et al. 2018 ), as well as
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urv e ys forthcoming in the near future (e.g. de Jong et al. 2019 ;
onzalez et al. 2020 ; Jin et al. 2023 ). 
It has been suggested that the Milky Way exhibits properties

omewhat atypical of similarly massive disc galaxies (see, e.g.
ackereth et al. 2018 ; Schia v on et al. 2020 ), implying that study

f the Galaxy alone cannot offer a comprehensive picture of galaxy
ormation and evolution. Besides the Galaxy, the Local Group
lso hosts a population of dwarf galaxies ( M � � 10 10 M �) which
omprise both ‘fossil’ and young stellar populations. Dwarfs are the
ost abundant galaxies in the Universe (e.g. Li & White 2009 ; Baldry

t al. 2012 ) and yet detailed observations of their stellar populations
re comparatively sparse compared to the Milky Way. The Local
roup is thought to host at least � 150 (e.g. Drlica-Wagner et al.
015 ; Newton et al. 2018 ) dwarf galaxies, which are observed to
 xhibit div erse star formation histories, even at fix ed M � and ev en
ithin the same morphological class (see e.g. Weisz et al. 2011 ,
014 ; Gallart et al. 2015 ; Skillman et al. 2017 ). The Local Group
n totality thus represents a rich parameter space and understanding
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1 The terms plateau and shin were originally coined by McWilliam ( 1997 ) 
and Nidever et al. ( 2020 ), respectively. 
2 The gas consumption time-scale, t g , is the inverse of what is often termed 
the ‘star formation efficiency’ (SFE) by the GCE community. We do not use 
this terminology in order to a v oid possible confusion with the efficiency per 
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ow the panoply of its formation histories maps onto the so-called 
anonical chemical planes in the literature remains an open question. 

For nearby galaxies, the resolvable distribution of individual stars 
n the [ α/Fe]–[Fe/H] plane (hereafter α–Fe plane, and sometimes 
eferred to as the Tinsley–Wallerstein diagram following Tinsley 
979 and Wallerstein 1962 ) encodes a wealth of information about 
he galaxy’s formation history. The distribution exhibited by galaxies 
s affected by, amongst other things, the time-scales of production 
f the α-elements (i.e. O, Mg, Si, Ca, Ti) and Fe. The former are
ynthesized by the progenitors of core-collapse supernovae (hereafter 
N II; e.g. Portinari, Chiosi & Bressan 1998 ; Kobayashi et al.
006 ) whereas the latter is synthesized by both SN II and Type Ia
uperno vae (hereafter, SN Ia; e.g. Woosle y & Weav er 1994 ; Iwamoto
t al. 1999 ; Seitenzahl et al. 2013 ; Gronow et al. 2021a , b ). The two
lasses of SN explode and return their nucleosynthetic products to 
he interstellar medium (ISM) on markedly different time-scales, 
ostering a time dependence of the characteristic ratio between the 
bundances of α-elements and iron, [ α/Fe], in the ejecta produced 
y a simple stellar population. 
The early phase of chemical evolution stemming from a nascent 

tellar population is dominated by SNII due to the short lifetimes
f their progenitors ( τ � 3 –30 Myr ), whose masses range between
 � � 8 and 100 M � (e.g. Portinari et al. 1998 ). The hydrostatic

-elements O and Mg are produced during the hydrostatic burning 
tage o v er the progenitor’s lifetime while the e xplosiv e α-elements
Si, Ti, and Ca) are produced in the SN explosion. 

SN Ia originate from white dwarf (WD) stars in binaries that 
xperience mass transfer from their companion stars, exceeding 
he Chandrasekhar mass (Iwamoto et al. 1999 ). This is thought 
o strongly constrain the minimum time-scale o v er which SN Ia
an occur as white dwarfs are the culmination of low-mass stellar
volution (the remnants of stars with M < 8 M �). Consequently, 
he minimum time taken for SN Ia to explode is governed by a
ombination of the main-sequence lifetime of the most massive WD 

rogenitors ( τ ∼ 100 Myr ; Matteucci et al. 2009 ) and the dynamical
volution of the binary systems in a given stellar population. Thus,
ollowing an episode of star formation, it is expected that there is a
haracteristic delay before SN Ia detonations begin, and a further 
ime-scale o v er which the y e xplode in significant numbers. The
istribution of SN Ia delay times (SN Ia DTD) for an SSP ( R Ia ;
.g. Graur & Maoz 2013 ) is generally thought to scale as ∝ t −1 

fter a minimum delay (see e.g. Maoz & Graur 2017 ), evidenced
y the observed volumetric SN Ia rate density. SN Ia are significant
ontributors to the Fe budget of the ISM (see fig. 2 of Wiersma et al.
009b , for example), but synthesize no α-elements. 
Analytical models of chemical evolution typically implement an 

xponential form of the SN Ia DTD ( R Ia ∝ e −t/τIa where τIa is the
-folding time-scale) and a minimum delay time ( t d ; e.g. 150 Myr
er Johnson & Weinberg 2020 ; Nidever et al. 2020 ; Griffith et al.
021 ; Johnson et al. 2021 ). As these models do not account for
he hierarchical assembly of galaxies from their progenitors, by 
onstruction SN II alone contribute to the chemical enrichment of the 
SM o v er a period t d following the onset of star formation in a nascent
alaxy, leading to the formation of a flat sequence of ele v ated [ α/ Fe ]
t low [ Fe / H ], whose absolute value in [ α/ Fe] is initially set by the
 α/ Fe ] of pure SN II yields. When SN Ia enrichment begins, [ α/Fe]
rogressively decreases, increasingly so as t approaches the DTD’s 
-folding time-scale. This results in [ α/Fe] decreasing as [Fe/H] 
ncreases (e.g. Matteucci & Brocato 1990 ). The ensuing decrease in 
 α/Fe] leads to the appearance of a characteristic transition in the
–Fe plane commonly referred to as the ‘ α knee’. 
f

For the purposes of this paper, we label the sequence of ap-
roximately flat [ α/Fe] as a function of [Fe/H] located at [Fe/H]
 [Fe/H] knee as the ‘plateau’ and the sequence of declining [ α/Fe]

s a function of [Fe/H] located at [Fe/H] > [Fe/H] knee the ‘shin’. 1 

o date, a knee has been observed in a number of the Local Group
warfs (LGDs) (e.g. Gonzalez et al. 2011 ; Hendricks et al. 2014 ; de
oer et al. 2014 ; Carlin et al. 2018 ; Hasselquist et al. 2021 ) and the
alactic thick disc (e.g. Wallerstein 1962 ; Bensby, Feltzing & Oey
014 ; Hayden et al. 2015 ; Mackereth et al. 2019 ). 
There has been much interest in measuring the position of this

nee in [ α/Fe]–[Fe/H] space (respectively, [ α/Fe] knee and [Fe/H] knee ).
ome studies (Hendricks et al. 2014 ; Nidever et al. 2020 ) show that
Fe/H] knee scales with both the stellar mass and dynamical mass of
 galaxy, which is in broad agreement with observations of the α-
bundances of massive galaxies (e.g. Worthe y, F aber & Gonzalez 
992 ; Trager et al. 2000 ; Schia v on 2007 ; Johansson et al. 2013 ;
onroy, Graves & van Dokkum 2014 ; Segers et al. 2016 ). Based on
ne-zone galaxy chemical evolution (GCE) models, some groups 
e.g. Andrews et al. 2017 ) have interpreted the broad empirical
vidence as resulting from a correlation between galaxy mass and the
as consumption time-scale. 2 If a galaxy’s reservoir of star-forming 
as is initially characterized by a short t g , more stars form before
he minimum delay time of the SN Ia DTD, and many more before
he e-folding time-scale τIa . Thus, more stars form and experience 
hemical enrichment with the metallicity-dependent yield closer to 
hat of SN II only , leading to the formation of a longer plateau,
nd thus leading to a greater [Fe/H] knee . Feedback efficiency is also
ikely to be important, as efficient feedback may expel much of
he enriched gas in galaxy-wide outflows before it is incorporated 
nto new stellar generations. Thus, the properties of the underlying 
ark matter distribution must be important as stellar feedback is less
fficient in removing the star-forming gas in a galaxy with a deeper
otential well and a higher entropy (e.g. Keller et al. 2014 ; Davies
t al. 2019 ). 

Ho we ver, a gro wing number of observ ations (e.g. Vargas et al.
013 ; Vargas, Geha & Tollerud 2014 ; Nidever et al. 2020 ) suggest
hat the α knee is not ubiquitous. Measurements of [Fe/H] knee in 
warf galaxies by Hendricks et al. ( 2014 ) and Nidever et al. ( 2020 )
how that the relationship between M � and [Fe/H] knee is subject to
 large degree of scatter at fixed M � . In addition, there are dwarfs
n the Local Group that display monotonically decreasing trends of 
 α/Fe] as a function of [Fe/H], with no evidence for the presence of
 knee (e.g. Vargas et al. 2013 ; Vargas et al. 2014 ). 

Moreo v er, the premise that α knee formation corresponds only to
he onset of SN Ia has been called into question by other authors.
-n the basis that chemical enrichment by massive stars is highly

orrelated with ongoing star formation, Tolstoy, Hill & Tosi ( 2009 )
uggested that a declining- α shin could form due to a decrease in
he SFR, which induces a prompt reduction of the SN II rate but a
elayed reduction in that of SN Ia. 
The emergence of cosmological simulations of galaxy formation 

hat broadly reproduce a wide range of key properties of the observed
resent-day galaxy population (for a recent re vie w see Crain &
an de Voort 2023 ) presents a timely opportunity to examine the
MNRAS 533, 184–200 (2024) 

ree-fall time term in the Schmidt star formation law. 
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redicted elemental abundances of galaxies modelled with fewer ad-
oc components than is the case for GCEs. Here, we examine the
–Fe planes of a reasonably representative sample of present-day
alaxies that form in a high-resolution cosmological hydrodynamical
imulation of a periodic volume from the EAGLE project. The
AGLE simulations (Crain et al. 2015 ; Schaye et al. 2015 ), and
imulations based on the EAGLE model, have been used to explore
any related lines of enquiry, including the α-enhancement of
assiv e galaxies (Se gers et al. 2016 ), the α-bimodality of the Milk y
ay disc (Mackereth et al. 2018 ), the radial gradient of oxygen

bundances of galaxy discs (Tissera et al. 2019 ), the α-enrichment
f globular cluster populations (Hughes et al. 2020 ), the chemical
omposition of satellites accreted early in the Milky Way history
Horta et al. 2021 ), and the influence of star formation histories on
-abundances (Gebek & Matthee 2022 ). 
Our chief aims are the following: (i) to establish the physical
echanism responsible for the formation of α knees; (ii) to determine
hether the α knees are ubiquitous in well-resolved simulated
alaxies; (iii) to determine what influences the position of the α
nee in this chemical space, given the fixed choices of IMF, SN
a DTD, stellar yields and lifetimes adopted by the simulations;
iv) to determine whether the simulations predict the existence of
 [Fe/H] knee –M � relation (hereafter, MKR), whose slope and scatter
re consistent with observational constraints; and (v) to establish the
hysical processes responsible for the existence of the MKR and its
ssociated scatter. 

In Section 2 , we describe the simulation and the procedure we
se to characterize the α–Fe planes of its galaxies. In Section 3 , we
haracterize the broad properties of the galaxy population in terms
f their α-abundance patterns, determine what forms the α knee in
he simulated galaxies and then examine the relationship between

knee metallicity and stellar mass. In Section 4 , we examine the
lement abundance evolution inferred by a one-zone GCE model for
 fixed star formation history, similar to that of a simulated galaxy
hat exhibits a knee. We compare the outcomes using (i) the constant
as consumption time-scale assumed by default by the GCE, and
ii) an evolving gas consumption time-scale similar to that exhibited
y the simulated galaxy, which is initially significantly longer than
he default time-scale. Using the latter, we find that the GCE
losely reproduces the element abundance evolution of [O/Fe]( t)
nd [Fe/H]( t) exhibited by the simulated galaxy. We summarize our
ndings in Section 5 . 

 M E T H O D S  

n Section 2.1 , we provide a brief overview of the EAGLE simulation
sed here. The simulations have been described in detail in many
apers, so we present only a brief o v erview and restrict discussion
f the subgrid models to those most rele v ant to this study. In
ection 2.2 , we describe how haloes and galaxies are identified. In
ection 2.3 , we present our method for quantitatively characterizing

he ‘morphology’ of the [ α/ Fe ]–[Fe/H] distribution of simulated
alaxies. 

.1 The EAGLE simulations 

he EAGLE simulations (Crain et al. 2015 ; Schaye et al. 2015 )
re hydrodynamical simulations of the formation and evolution of
alaxies in a � CDM cosmogony, adopting the parameters inferred by
lanck Collaboration I ( 2014 ) ( �0 = 0 . 307, �b = 0 . 04825, �� 

=
 . 693, σs = 0 . 8288, n s = 0 . 9611, h = 0 . 6777 and Y = 0 . 248). The
imulation data can be downloaded by the community from an online
NRAS 533, 184–200 (2024) 
ata base, as described by McAlpine et al. ( 2016 ). The simulations
ere evolved using a modified version of the N -body Tree-PM

moothed particle hydrodynamics (SPH) code GADGET-3 (last de-
cribed by Springel 2005 ). The numerical modifications include the
ressure–entropy SPH formulation of Hopkins ( 2013 ), the time-step
imiter of Durier & Dalla Vecchia ( 2012 ), and switches for artificial
iscosity (Cullen & Dehnen 2010 ) and artificial conduction (Price
010 ). 
The suite of subgrid models includes element-by-element radiative

ooling and heating for 11 species (Wiersma, Schaye & Smith 2009a )
nd treatment of the ISM as a single-phase medium. Gas particles
re subject to a polytropic pressure floor, becoming eligible for
tochastic conversion into star particles at a pressure-dependent rate
hat reproduces the observed Kennicutt ( 1998 ) star formation law
Schaye & Dalla Vecchia 2008 ), when the gas becomes denser than
 metallicity-dependent density threshold (Schaye 2004 ). 

Star particles are treated as simple stellar populations (SSPs)
ith a Chabrier ( 2003 ) initial mass function (IMF) between 0.1

nd 100 M �, whose stars evolve and lose mass following the model
f Wiersma et al. ( 2009b ). This chemodynamics model uses the
etallicity-dependent nucleosynthetic yields for massive stars, Type

a SN, Type II SN, and the asymptotic giant branch (AGB) phase
Portinari et al. 1998 ; Marigo 2001 ) and metallicity-dependent stellar
ifetimes (Portinari et al. 1998 ). 

The ‘lifetimes’ of SN Ia are specified by an empirically moti v ated
xponential delay time distribution, such that their rate per unit initial
tellar mass is 

˙
 SN Ia ( τ ) = ν

e −t/τ

τ
, (1) 

here ν = 2 × 10 −3 M 

−1 
� is the number of SN Ia per unit initial

tellar mass, and τ = 2 Gyr is the characteristic e-folding time.
hese parameters were calibrated to ensure that the simulations
roadly reproduce the observed evolution of the cosmic Type Ia
N rate density (Schaye et al. 2015 ). The EAGLE DTD implements
 metallicity-dependent minimum delay time of t d , min ≈ 40 Myr
which is consistent with the shortest delay time of Matteucci et al.
009 ; by contrast Schaye et al. 2023 set the SN Ia rate to zero below
ges of exactly 40 Myr). This metallicity dependence follows from
he metallicity dependence of the stellar mass–age relation (Schaller,
ri v ate communication). It is worth noting that in the GCE modelling
ommunity, a longer minimum delay time of t d , min = 150 Myr is
ypically adopted. 

Star particles inject feedback energy associated with the evolution
nd explosion of massive stars by stochastically and isotropically
eating neighbouring gas particles by a temperature increment of
T SF = 10 7 . 5 K (Dalla Vecchia & Schaye 2012 ). Black holes (BHs)

f initial mass 10 5 h 

−1 M � are seeded in haloes with mass greater
han 10 10 h 

−1 M �, identified on-the-fly with a periodically triggered
riends-of-friends (FoF) algorithm. BHs act as ‘sink’ particles that
row through BH–BH mergers and Eddington-limited Bondi–Hoyle
ccretion, modulated by the circulation speed of gas close to the
H (Rosas-Gue v ara et al. 2015 ; Bower et al. 2017 ). Feedback
nergy associated with BH accretion is injected by stochastically
nd isotropically heating neighbouring gas particles by a temperature
ncrement of 	T AGN = 10 9 K (Booth & Schaye 2009 ; Schaye et al.
015 ). 
As our study principally concerns the detailed element abun-

ance patterns of � L 

� galaxies, superior resolution and particle
ampling is desirable. We therefore examine the Recal-L034N1034
imulation from the EAGLE suite (first introduced by Bastian
t al. 2020 ), which follows the evolution of a periodic cube of
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Figure 1. The α–Fe planes of three present-day galaxies from the simulation, selected as e x emplars of the main categories of α–Fe distribution we find, 
represented as initial mass-weighted 2-dimensional histograms of stellar abundances. Overlaid dashed yellow curves denote the median of [ α/Fe] as a function 
of [Fe/H]. From left to right, we show (i) a classical knee, whose α–Fe plane exhibits the canonical plateau-knee-shin morphology, (ii) a single-slope whose 
α–Fe plane is characterized by a single declining sequence of [ α/Fe] as a function of [Fe/H], and (iii) an inverted knee, characterized by an initial declining 
sequence of [ α/Fe] as a function of [Fe/H] before a turno v er to a positive gradient at high [Fe/H]. A mass fraction of log 10 ( f bin ) = −3 corresponds to a stellar 
mass per pixel of M �, bin = (3 . 6 , 6 . 5 , 3 . 1) × 10 6 M � for the left, middle, and right panels, respectively. 
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ide length L = 34 . 4 cMpc populated with 1034 3 collisionless dark
atter particles of mass m DM 

= 1 . 21 × 10 6 M �, and an initially
qual number of gas particles of initial mass m g = 2 . 26 × 10 5 M �.
he simulation adopts a Plummer-equi v alent gravitational softening 

ength of εcom 

= 1 . 33 ckpc , limited to a maximum proper length of
prop = 0 . 35 ckpc . The mass (spatial) resolution of the simulation is
herefore superior to that of the flagship Ref-L100N1504 by a factor 
f 8 (2) and, as discussed by Schaye et al. ( 2015 ), at this higher
esolution it was necessary to recalibrate the efficiency of the subgrid
tellar feedback model’s parameters in order to achieve a satisfactory 
eproduction of the present-day galaxy stellar mass function (GSMF). 
he Recal-L034N1034 simulation used here has a volume of � 2 . 6
reater than the Recal-L025N0752 simulation introduced by Schaye 
t al. ( 2015 ). It also incorporates the E-MOSAICS treatment of star
luster formation and disruption (Pfeffer et al. 2018 ; Kruijssen et al.
019 ), though we do not examine the properties of star clusters
ere. 

.2 Halo and galaxy finding 

alaxies and the haloes that host them are identified by applying 
he FoF algorithm to the dark matter particle distribution with a 
inking length 0.2 times the mean interparticle separation. Gas, 
tar and BH particles are then associated to the FoF group of the
earest dark matter particle. Substructure bound to these haloes is 
hen identified using the SUBFIND algorithm (Springel et al. 2001 , 
olag et al. 2008 ). In each FoF group, the subhalo that contains

he most bound particle is designated the central galaxy/subhalo; the 
ther subhaloes of the FoF group are satellites. When referring to 
he aggregated properties of the gas, star, and dark matter particles 
omprising a galaxy (for example, quantities such as a galaxy’s stellar 
ass, star formation rate or metallicity), we follow Schaye et al. 

 2015 ) and compute the properties from particles within a spherical
perture of comoving radius r = 30 ckpc centred on the most bound
article. We examine only galaxies with a present day stellar mass of
 � > 10 8 . 5 M �, ensuring that galaxies are sampled by � 2000 star
articles. 

.3 Characterizing simulated α–Fe distributions 

e adopt the standard definition of the abundance ratio of elements
 and y relative to their Solar abundance ratio: [
x 

y 

]
= log 10 

(
X 

x 

X 

y 

)
− log 10 

(
X 

x 
�

X 

y 
�

)
, (2) 

here X 

x = 

∑ 

i m 

x 
i / 

∑ 

i m i is the mass fraction of stellar particle i in
lement x, and m i and m 

x 
i are the total mass of the stellar particle, and

ts mass in element x, respectively. We adopt the Solar abundances of
splund et al. ( 2009 ), in which X 

O 
�/X 

Fe 
� = 4 . 44. We follow Segers

t al. ( 2016 ) and use the abundance ratio [O/Fe] as a proxy for [ α/Fe],
ecause O dominates the mass fraction of α-elements released by an
SP. 
Inspection of the α–Fe planes of the simulated galaxies reveals that

here is significant diversity among the galaxy population at z = 0.
ig. 1 provides illustrative examples of the three main categories 
f α–Fe plane morphology that we find, from left to right (i)
alaxies that exhibit the canonical plateau-knee-shin shape, ii) a 
ingle sequence of declining [ α/Fe] and [Fe/H] and iii) galaxies with
n increasing α-element abundances at high [Fe/H]. Overlaid dashed 
ellow curves denote the median [O/Fe] as a function of [Fe/H],
omputed in bins of 	 [Fe/H] = 0.05. We stress that this median
oes not necessarily reflect in detail the temporal evolution of the
SM element abundances since, for example, the accretion of a gas-
ich progenitor can briefly lower [Fe/H]. 

The di versity sho wn in the z = 0 galaxy population in Fig. 1
llustrates the need for a flexible procedure to quantitatively char- 
cterize these α–Fe morphologies. Therefore, we model them as 
 two-piece piecewise linear function, parametrized as a function 
 ([ Fe / H ] knee , [ α/ Fe ] knee , θ1 , θ2 ) where θ1 and θ2 are, respectively,

he slopes of the plateau and the shin component. Hendricks et al.
MNRAS 533, 184–200 (2024) 
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Figure 2. The initial mass-weighted histogram of the galaxy exhibiting a 
classical knee α–Fe distribution shown in panel (i) of Fig. 1 , shown here with 
the resultant piecewise linear fit determined by linear regression to the data. 
We superimpose 50 realizations of our piecewise model as sampled randomly 
from the posterior PDFs of each parameter o v er the range in [Fe/H], with an 
inset axis zooming in on [ Fe / H ] knee . 
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 2014 ) fitted a piecewise linear function to the abundances of the Sag
Sph assuming that their trajectory was consistent with the canon-
cal α–Fe track shown schematically in the re vie w of McWilliam
 1997 ) which comprises a high-[ α/Fe] plateau, connected to a low-
 α/Fe] plateau at high [Fe/H] by a declining α-shin. Ho we ver, this
arametrization was made on the assumption that all galaxies should
how an α knee that conforms to the canonical morphology. The
vidence from the Local Group and our initial examination of the
imulated galaxies moti v ates the relaxation of these constraints; both
orphologies have been observed in a number of stellar populations

n the Local Group. Hayden et al. ( 2015 ), Nidever et al. ( 2020 ),
asselquist et al. ( 2021 ), Horta et al. ( 2023 ), and Fernandes et al.

 2023 ) provide examples of positive gradients, and Vargas et al.
 2013 ); Vargas et al. ( 2014 ) pro vide e xamples of mono-gradient α–
e planes. Therefore, we place no restrictions on the signs of the
radients of the two components, nor on the value of the breakpoint
n ([O/Fe],[Fe/H]) space that separates them. Thus, we can identify
ases where the α–Fe plane shows a declining or increasing trend of
 α/Fe] as a function of [Fe/H]. 

To construct a statistical model of the α–Fe plane of individual
alaxies, we use the PYTHON package PYMC3 to fit a piecewise
inear model to the data using Bayesian inference. We follow the
rocedure outlined by Hogg, Bovy & Lang ( 2010 ) assuming that
here are no measurement uncertainties on the abundances of the
imulated galaxies. The best-fitting model is found by maximizing
he likelihood for the parameters of the piecewise model O =
 [Fe / H] knee , [O / Fe] knee , θ1 , θ2 ] which we assume takes the form: 

ln L ( O| [Fe / H] , [O / Fe] | ) = K −
N ∑ 

i = 1 

(
	 

2 
i 

2 � 

2 
i 

+ ln | � 

2 
i | 
)

(3) 

here 	 

2 
i defines the distance between the i th data point and the

odel and � 

2 
i is the variance orthogonal to the model. K is a

ormalization constant. We assume that the priors for the model
arameters are Gaussian and that the constant scatter term for
O/Fe] at fixed [Fe/H], �, is described by a half-Cauchy prior. After
inimising the log-likelihood we use this optimal solution to initiate
 Markov Chain Monte Carlo (MCMC) sampling of the posterior
robability distribution function (PDF) of the parameters O using
he No-U-Turn MCMC Sampler (NUTS; Hoffman, Gelman et al.
014 ) as implemented in PYMC3 (Salvatier , W iecki & Fonnesbeck
016 ). This produces an estimate of the posterior PDFs of each
arameter from which we take the median values of O. We take
he interquartile range of each estimated posterior PDF to be the
ncertainty of a given parameter. 
Fig. 2 shows the 2d initial mass-weighted histogram of the

istribution of [O/Fe] versus [Fe/H] for the classical α knee shown in
he left panel of Fig. 1 , where the piecewise model is o v erlaid by solid
 line. The interquartile range, which is very small, is shown by many
ransparent yellow curves which show 50 models with parameters
rawn randomly from the posterior distributions inferred by the
ethod. For this galaxy, we infer a value [ Fe / H ] knee = −0 . 24 ± 0 . 02.
s we show the running median in Fig. 1 , it is less sensitive to stellar
articles with high [O/Fe] at fixed [Fe/H] and thus appears flatter. 
The simulated galaxies can be categorized into the classes illus-

rated by Fig. 1 , based on the outcome of our fit to their α–Fe planes:
lassical knee distributions are those for which the fitted piecewise
unction clearly resembles an α-rich sequence or plateau, and a
eclining α shin sequence, single slope distributions are dominated
y a monotonically decreasing sequence of [O/Fe] versus [Fe/H] with
o obvious knee, and inverted knee distributions exhibit α-plateaus
NRAS 533, 184–200 (2024) 
r even classical knees but transition at relatively high [Fe/H] to a
equence of increasing [ α/Fe] as a function of [Fe/H]. 

For the stellar particles of galaxies with a classical knee, we define
he plateau and shin stellar populations as those with [Fe/H] less than,
r greater than, [Fe/H] knee , respecti vely. This allo ws us to compute
he aggregated properties of the stellar populations which comprise
he plateau and shin. In order to select a representative sample of
lassical knees, we impose the following selection criteria: 

(i) θshin + σθ, shin < θplateau 

(ii) θplateau − σθ, plateau > θshin 

(iii) M �, plateau /M �, total > 0 . 25 
(iv) M �, shin /M �, total > 0 . 25, 

where θ refers to the slope of a component, σ refers to the standard
rror (measured from the posterior distributions of each parameter)
nd M �, plateau / shin / total refer to the plateau, shin and total stellar masses.
ur criteria for the gradients of each component of the piecewise
odel and on the masses of the plateau are to ensure that a change in

lope and the masses of each component are statistically significant.
Galaxies in the single slope category are selected so that the slopes

f the plateau and shin are the same within the measured errors such
hat: 

(i) θplateau / shin ≤ 0 
(ii) θshin + σθ, shin > θplateau 

(iii) θplateau − σθ, plateau < θshin , 

are satisfied. 
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Figure 3. The fractions of the present-day galaxy population in the simu- 
lation, as a function of galaxy stellar mass, whose α–Fe distributions are 
categorized as ‘single slope’, ‘classical knee’, or ‘other’. At low mass, 
most of the galaxy population does not exhibit classical knees, but as M � 

increases the fraction of single slopes decreases, with that of classical knees 
commensurately increasing. The fraction of bimodal, inverted knees and 
unclassified galaxies is largely insensitive to stellar mass. 
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(ii) α-shins, and (iii) single-sloped α–Fe planes. The distributions of these 
parameters show that the characteristic slope of the plateau is not close to 
zero – such slopes are rare in the simulation. Furthermore the slopes of α- 
plateaus and single slopes seem to be consistent, indicative of them having 
similar enrichment histories. Ho we ver, the shins of classical knees are sharply 
declining by comparison. 
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 RESULTS  

n order to gain insight into the physics responsible for α knee 
ormation, we contrast the properties of galaxies that exhibit clas- 
ical knees with those having a single slope α–Fe morphology. 
n Section 3.1 , we characterize quantitatively the galaxies’ α–Fe 
istributions. In Section 3.2 , we examine their star formation and 
hemical enrichment histories, in order to identify mechanisms 
esponsible for their markedly different α–Fe distributions. Finally, in 
ection 3.3 , we validate the simulation’s outcomes via a comparison 

o observations of stellar populations in the Local Group, focusing 
n the slope of the relationship between [Fe/H] knee and M � (dubbed 
MKR’ – M � –[Fe/H] knee relationship) and its scatter. 

.1 A census of classical knees and single slopes in the 
imulated galaxy population 

pplication of the criteria described in Section 2.3 yields 540 simu-
ated galaxies with classical knees, 310 with single α–Fe slopes and 
41 whose α–Fe planes cannot be simply described by a two-piece 
iecewise linear function. The latter category includes both inverted 
nees and galaxies that exhibit α-bimodality (a phenomenon that in 
his simulation is only seen at M � � 10 10 M �; Mackereth et al. 2018 ),
hich together account for ≈ 30 per cent of galaxies, irrespective of
alaxy mass. Although the classical knees represent just under half 
he o v erall sample, there is a significant mass dependence: Fig. 3
eveals that for M � � 10 9 M � the dominant category of galaxy is,
arginally, the single-slopes, with the fraction of galaxies exhibiting 

lassical knees increasing monotonically with M � . 
Fig. 4 shows the distribution of the gradients of the sequences 

eco v ered from our characterization of the α–Fe planes of the
imulated galaxies: that of the o v erall sequence in single-slope
alaxies, and those of the plateau and shin components of classical 
nee galaxies. For the latter, we find typical ratios in the gradients
f the two sequences of a factor � 2. The plot also reveals that the
ypical gradient of the o v erall sequence in single-slope galaxies is
imilar to that of the plateau, and not that of the shin of classical knee
alaxies. 

These results are in conspicuous contrast to predictions of chemi- 
al evolution models in which early evolution results in a horizontal
lateau at the [ α/Fe] value corresponding to the IMF-averaged 
ield of Fe and α-elements resulting from pure SN II enrichment
e.g. Thomas, Greggio & Bender 1998 ). In that idealized case, we
ould expect θplateau = 0. The clear difference between the slopes 
f plateaus and shins is a signature of differing modes of chemical
nrichment. Thus, we can immediately infer that in spite of these
alaxies having extended histories of star formation, the formation 
f single-sloped galaxies must in some way resemble that of high- α
lateaus. This would then imply that the occurrence of α knees and
he extent of the plateau in [Fe/H] are not related solely to the form
f the DTD. 
We are thus left with two conclusions to draw from Figs 3 and 4 .

irst, Fig. 3 indicates that the single-sloped galaxies are reasonably 
ommon in the simulated galaxy population, particularly at low mass. 
econdly, recalling that the EAGLE model adopts a SN Ia DTD with
 very short minimum delay time, we nevertheless find that more
han half of the simulated galaxies exhibit Fe-rich α knees. Such 

knees therefore cannot be solely caused by the onset of SN Ia.
earing in mind that α-plateaus and single slopes may have similar
rigins, we turn to the formation histories of classical knees and
ingle slopes in the next sub-section, with the aim of identifying the
hysical driver(s) of their α–Fe plane differences. 

.2 The formation of α–Fe knees 

n this sub-section, we compare the star formation and element 
bundance histories of classical knees and single-sloped galaxies. 
MNRAS 533, 184–200 (2024) 
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M

Figure 5. The star formation (top) and chemical enrichment (bottom) histories of galaxies exhibiting classical knees (left), and single slopes (right). The median 
star formation rate as a function of cosmic time is shown normalized by the present-day galaxy stellar mass, to compress the dynamic range. In the left panels, 
the average time at which the α knee forms is denoted by a black dashed line, with the shaded area representing the interquartile range. The bottom panels 
sho w the e volution of [O/H] and [Fe/H], the latter decomposed into the contribution from SN II and SN Ia which are explicitly tracked in the simulations. The 
evolution of [O/Fe] is shown, relative to the right-hand axis, with a dashed–dotted line. Clear differences in star formation and chemical enrichment histories of 
the two categories of galaxy are evident. The SFHs of classical knees are characterized by a steep initial SFR increase followed by a decline around t � 6 Gyr . 
At the time of α knee formation, [Fe / H] SN II begins to plateau, whereas [Fe / H] SN Ia is increasing. The dotted lines in the top panels denote the instantaneous 
SFR divided by the past mean SFR (right y -axis). The time at which this track drops below unity coincides broadly with the formation of the α knee. The 
formation of the α knee is not associated with merely the onset of SN Ia but rather the contribution of SN II diminishing as the SFR (t) declines. 
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he chief moti v ation is to establish why the former exhibit a change
n gradient in the [O/Fe]–[Fe/H] relation while the latter do not, and
n particular to scrutinize the orthodox interpretation that α knees
orm as a consequence of the onset of SN Ia, whether this onset is
efined by the minimum delay time or the e-folding time-scale. 

.2.1 The star formation histories of galaxies with classical knees 
nd single slopes 

ig. 5 shows the history of star formation and element abundance
volution of classical knees and single slopes. All evolutionary tracks
NRAS 533, 184–200 (2024) 
re computed in 0.3 Gyr bins between z = 20 to z = 0 ( t � 0 to
 � 13 . 8), where instantaneous abundance ratios reflect the median
bundances of newly formed stellar particles in that interval. The
olid yellow curves in the top panels correspond to the median star
ormation histories (SFHs) of the classical knee and single slope
amples (left and right panels, respectively). As our sample comprises
alaxies with present-day stellar masses spanning � 2 . 5 dex, we
ormalize the star formation rates by the present day stellar mass.
his yields a quantity with unit Gyr −1 , but we stress that this is not

he same as the specific star formation rate for z > 0. The shaded
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Figure 6. The characteristic age spread (i.e. interquartile range) of the stellar 
populations comprising simulated galaxies that exhibit α–Fe planes with a 
single slope (green) and that exhibit classical knees (red). As one might 
expect on the basis of Fig. 5 , the single slope distribution shows a peak at a 
characteristically greater spread in stellar ages than that of the classical knees. 
An observational signature of the α knee, then, might be a stellar age spread 
which could be measured via stellar population synthesis using the integrated 
light of unresolved stars. 
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egions encompass the interquartile range of the SFHs. The SFHs of
alaxies with classical knees are characterized by a steady increase 
o a peak of short duration: averaged over all classical knees in
ur sample, the peak occurs at t � 7 . 5 Gyr but, owing to cosmic
o wnsizing (e.g. Co wie et al. 1996 ; Qu et al. 2017 ), the peak tends to
e found earlier (later) for more (less) massive galaxies. Following 
he peak, the SFH experiences a sustained decline to the present 
ay . Conversely , single-sloped galaxies exhibit SFHs that rise more 
teadily and remain reasonably constant o v er a Hubble time. 

The dotted lines in the top panels show the ratio between the
ngoing SFR (i.e. at time t , averaged over the preceding 300 Myr),
nd the past average SFR up until that time. We denote this quantity
. The relative rates of SN II and SN Ia reflect the ratio of current-

o-past histories of star formation (Gilmore & Wyse 1991 ). Thus,
 declining value of χ ( t) indicates that evolved stellar populations 
re becoming more rele v ant to the chemical evolution, and a value
f χ < 1 implies that evolved stellar populations are beginning to 
ominate the chemical enrichment of Fe. In Fig. 5 , we see that when
he peak occurs in the classical knee SFH plot, χ ( t) drops below unity
hile the approximately constant SFR of the single slopes results in 
 track of χ ( t) > 1 at all times. 

The grey shaded region enclosed by dashed vertical lines in the left
anels denotes the typical time at which the α knee forms for these
alaxies, t knee , measured directly from the time at which [Fe/H]( t)
rosses [Fe / H] knee . We see that it generally occurs � 2 Gyr after
he peak SFR is reached. Therefore, the formation of the α knee 
enerally precedes the time at which χ first drops below unity, 
hich is highly suggestive that evolved stellar populations begin to 
ominate the Fe-enrichment of the ISM during the evolution of the 
shin’ phase. Recalling that the EAGLE model implements R Ia with a 
hort (40 Myr) minmum delay time and e-folding time-scale of 2 Gyr,
t is clear that the formation of the α knee cannot be attributed to the
onset’ of SN Ia beginning to contribute to the chemical enrichment, 
hether this is defined as the minimum delay time or the e-folding

ime-scale of the DTD. 

.2.2 The effects of differing SFHs on galaxy element abundance 
volution 

he curves in the bottom panels of Fig. 5 show the evolution of
he characteristic element abundances of new stellar populations, 
s a function of cosmic time, in the two categories of galaxy. The
anels show the oxygen abundance [O/H] (solid yellow curves), and 
he iron ab undances contrib uted separately by the two types of SN
racked by the simulation ([Fe/H] SN II , dotted blue curves) and SN Ia
[Fe/H] SN Ia dotted red curv es). F or reference, the α-richness of new
tellar populations is sho wn, relati ve to the right-hand axis, with a
ot–dashed line. 
The differing star formation histories of the classical knee and 

ingle slope galaxy populations impact the evolution of their iron 
bundances. In single slope galaxies, the relative contribution of 
Ne Ia and SNe II to the Fe abundance of newly formed stars is
airly constant, as indicated by the red and blue dotted tracks in the
ottom right panel of Fig. 5 , remaining parallel after t � 6 Gyr . In
lassical knee galaxies, following the peak of the SFR, the fractional 
ontribution of SNe II to the iron abundance of newly formed stars
eclines, as indicated by the flattening of the dotted blue curve. 
n contrast, SNe Ia continue to contribute significantly, as their 
ngoing rate does not react promptly to the decline of the SFR.
ver the course of several Gyr, the [Fe/H] SN Ia and [Fe/H] SN II curves 

herefore diverge, leading to the steady evolution of the gradient of the 

t  
edian track through [ α/Fe]–[Fe/H] space, from that of the plateau
o that of the shin. The differing behaviour can be quantified via
he gradient of the ratio [Fe/H] SN Ia /[Fe/H] SN II , which we measure
n the 2 Gyr period centred on t knee (defined for the classical knee
ample). The v alues are, respecti vely, 0 . 027 ± 0 . 005 dex Gyr −1 and
 . 015 ± 0 . 003 dex Gyr −1 . 
It is worth noting that although the Fe locked up in stars born at

arly epochs is contributed primarily by SNe II, in both categories of
alaxy the bulk of the Fe was synthesized by SNe Ia. This is despite
AGLE adopting a yield set for which SNe Ia contribute slightly less

han half of the Fe synthesized by evolved stellar populations. We
ttribute this apparent discrepancy to the preferential ejection of SN II 
ucleosynthetic products from the ISM in feedback-driven outflows, 
nd remark that this effect may help to exacerbate the divergence 
f the [Fe/H] SN II and [Fe/H] SN Ia curves: ongoing star formation 
n single slope galaxies ensures that Fe synthesized by SNe Ia is
eleased into an ISM that is in effect al w ays experiencing SNe II-
ri ven outflo ws, whilst in classical knee galaxies the early decline
f the SFR ensures that a significant fraction of Fe synthesized by
Ne Ia is released into an ISM without strong outflows, aiding its
etention by the galaxy. 

Based on Fig. 5 , it is clear that classical knees and single slopes are
istinguished by their differing star formation histories. The peaked 
tar formation histories of classical knees should therefore yield 
 narrower spread of stellar ages in comparison to those resulting
rom the relatively constant SFR of the single slope galaxies. We
easure the age spread of the stars in the two types of galaxies by

quating it to the interquartile range of a galaxy’s stellar ages. The
esulting histograms (normalized by the total number of galaxies 
n each category) are plotted in Fig. 6 . The plot shows that as a
onsequence of their extended SFHs, single slope galaxies indeed 
end to have larger age spreads: on average 5.4 Gyr as opposed to the
MNRAS 533, 184–200 (2024) 
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Figure 7. Scatter plot of the relationship between the α-knee metallicity, 
[Fe / H] knee , and the stellar mass of classical knee galaxies (the ‘mass–knee 
metallicity relation’). Each circle symbol represents an individual simulated 
galaxy. The black curve and grey shared region denote, respectively, the 
binned median and interquartile range of [Fe / H] knee as a function of M � . 
Symbols are coloured by the residuals of the relationship between M � and 
M �, plateau in moving windows of ‘fixed’ M � . This shows that at fixed M � 

there is a correlation between [Fe/H] knee and M �, plateau which means that the 
scatter in the relationship is driven by variation in how long the star formation 
rate is rising, forming the plateau. The inset-axis shows the moving Spearman 
rank correlation coefficient ( R S ) of the variables in moving windows of M � . 
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.2 Gyr of classical knees. We perform a two-sample Kolmogorov–
mirnov test and, obtaining a value of p � 0 . 05, reject the null
ypothesis that the age spread distributions are drawn from the same
arent distribution. Consequently, we conclude that, in principle, the
resence of an α knee could be inferred in a galaxy in so far as such
n age spread can be constrained observationally for the unresolved
tellar populations of more distant systems. 

.2.3 Implications for the emergence of α knees 

t is widely assumed that the α knee is caused by the onset of
N Ia contributing significant Fe mass to the ISM (e.g. Tinsley
979 ; Gilmore & Wyse 1991 ). Indeed, an early α knee, following a
orizontal plateau at very low [Fe/H] may appear following the very
rst SN Ia explosions, though this may not be the case depending
n how strong the metallicity dependence of SN II nucleosynthetic
ields is. Ho we ver, the more significant α knees identified in our
imulated galaxies are located at sufficiently high metallicity that
heir formation cannot be associated with the emergence of such
arly SN Ia events. 

Our explanation for the emergence of α knees is well aligned
ith suggestions made in previous w ork. Tolsto y et al. ( 2009 ) have
ualitatively argued that the α knees seen in the chemical abundances
f the LGDs could originate from a decline in their SFRs, and
urther suggested that due to their low-masses dwarf galaxies are
articularly susceptible to sudden events reducing their SFRs. The
ate of enrichment by SN II reacts more promptly to this decline
han the rate of enrichment by SN Ia, due to a combination of the
hort lifetime of massive stars and the time dependence of the SN Ia
TD, which evolves on gigayear time-scales. The SN II progenitors
ith the longest lifetimes are shorter lived than the typically adopted
inimum delay time for the SN Ia DTD. 
Our finding has also been anticipated in the work by Maoz & Graur

 2017 ). Those authors convolved the cosmic SFH of Madau & Fragos
 2017 ) with a power-law parametrization of the SN Ia DTD and re-
stimated the SN Ia rate density under the assumption of a Kroupa
 2001 ) IMF. They used these forms of the SFH and DTD to compute
he mean α and Fe accumulation history that results from the cosmic
FH. The evolutionary tracks of [ α/Fe] and [Fe/H] produced by this
odel yield an α-plateau that gently declines until z � 2 whence an
knee forms due to a combination of the steep decline of the cosmic

FR (thus reducing the SN II rate) and the shallower decline of the
N Ia rate due to the power-law tail of the DTD. By contrasting
g. 3 of Schaye et al. ( 2015 ) with fig. 1 of Maoz & Graur ( 2017 ),
hich show model SN Ia rate densities compared to the same set of
TD measurements, we can see that this behaviour is qualitatively
irrored by the exponential DTD of the EAGLE simulations. 
To summarize, in the simulation examined here the formation

f an α knee is neither ubiquitous nor associated merely with the
nset of SN Ia enriching the star-forming gas of a galaxy. Instead,
 distinct change of gradient in the α–Fe plane is associated with a
ecline in the SFR, which brings about a transition from chemical
nrichment being dominated by young stellar populations to old
tellar populations. As a natural consequence, we find that single
lopes host on average younger stellar populations with a wider
pread in age than their classical knee counterparts. 

.3 The [ Fe / H ] knee –M � relation 

aving determined how the α knee forms in the simulated galaxies,
e now turn to the relationship between the metallicity of the α knee
NRAS 533, 184–200 (2024) 
[Fe/H] knee ) and total stellar mass ( M � ) of this subset of galaxies. We
erm this relationship the ‘MKR’ (Mass–Knee metallicity Relation),
nd compare it on a quantitative basis to that measured using
pectroscopic abundances and stellar mass estimates for the stellar
opulations comprising the galaxies of the Local Group. We then
xamine the origin of the 	 [Fe/H] knee � 0 . 8 scatter at fixed M � that
merges in the simulation, and discuss it in the context of the LGD
bservations. 
In the top panel of Fig. 7 , we show the MKR of the present-day

imulated galaxies. We find a monotonically increasing relation be-
ween [ Fe / H ] knee and M � . We compute the Spearman rank correlation
oefficient, R S , for the MKR and find it has a value is R S = 0 . 44,
ndicating that [Fe/H] knee is on average higher in galaxies with greater
 � , consistent with the observed trend (e.g. Tolstoy et al. 2009 ) for

he LGDs. This correlation is also in qualitative agreement with
he M V –[Fe/H] knee relation presented by Hendricks et al. ( 2014 ) for
ev en (Sagittarius dSph, F ornax, Sculptor , Ursa Minor , Carina, Draco
nd Hercules) of the LGDs. It is also noteworthy that the simulated
KR is characterized by strong scatter in [Fe/H] knee at fixed M � ,

n agreement with observ ational e vidence sho wing that some of the
GDs exhibit significantly low knee metallicities for their stellar
asses (e.g. Fornax & the UMi dSph; Hendricks et al. 2014 , and the
agellanic Clouds; Nidever et al. 2020 ). 
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Figure 8. Scatter plot of [Fe/H] knee as a function of stellar mass for the 
simulated galaxies that exhibit a classical knee distribution, in addition to 
observationally inferred measurements of Local Group dwarf galaxies. It 
shows that the slope of the simulated MKR corresponds closely to that of 
the observational data. The simulation also exhibits a scatter in [Fe/H] knee at 
fixed M � in agreement with the observations. In the exceptional cases of the 
Magellanic Clouds, which exhibit strongly non-monotonic behaviour on the 
α–Fe plane, it is known that they underwent recent starbursts associated with 
their infalling onto the MW halo and thus we cannot truly consider them to 
belong to our category of classical knees. 
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.3.1 The origin of scatter in [Fe/H] knee at fixed stellar mass 

ymbols in Fig. 7 are colour-coded by the residuals for each 
alaxy about the median relation between M �, plateau and M � , calcu- 
ated non-parametrically using local-weighted scatterplot smoothing 
LOWESS; Cleveland 1979 ). This information illuminates the origin 
f the scatter about the MKR (Fig. 7 . The M �, plateau − M � correlation
s unsurprisingly very strong ( R S = 0.96), with a typical scatter of
 0 . 24 dex at fixed M � . The value for the residual indicates whether a

alaxy has a high ( 	 log 10 M �, plateau > 0) or low ( 	 log 10 M �, plateau <

) plateau mass relative to its similarly massive counterparts. 
The vertical stratification of the symbol colours at fixed M � is

ndicative of a strong positive correlation between [Fe/H] knee and 
 �, plateau . The lower panel quantifies this correlation, by showing 
 S computed for sub-samples within moving bins of M � (prior 

pplications of this method can be found in the studies of Davies
t al. 2019 , 2020 ). A strong positive correlation is returned with
igh significance ( p � 0 . 01) at all M � . Galaxies with a high-knee
etallicity for their stellar mass therefore tend to have a higher 

lateau mass. Whilst this correlation alone does not denote a causal 
elation between the two, one can reasonably conclude that the 
elationship is causal based on Fig. 5 , from which we established
hat the α knee forms in response to the decline of the SFR, so that
he plateau comprises stars formed prior to the SFR peak and the
nsuing α-knee formation. Consequently, the Fe synthesized prior to 
he formation of the α knee was synthesized by stellar populations 
omprising the plateau, so it is unsurprising that [Fe / H] knee correlates 
ore strongly with M �, plateau ( R S = 0 . 64) than with M � ( R S = 0 . 44).
There is ample observational evidence from MZR studies for a 

econdary dependence of the metallicity of galaxies on the SFR 

among other properties) which drives scatter in the MZR at fixed 
 � . At fixed M � , galaxies with higher SFRs tend to have lower
etallicities – this is referred to as the fundamental metallicity 

elation (FMR; Ellison et al. 2008 ; Mannucci et al. 2010 ; Bothwell
t al. 2013 ; Salim et al. 2014 ; Curti et al. 2020 ). EAGLE also
eproduces this anticorrelation at fixed M � (e.g. De Rossi et al. 2017 ),
nd it is intriguing that we see a similar anticorrelation between 
 �, plateau and [Fe / H] knee at fixed M � . Although a detailed exploration 

f the relationship between the MKR and other canonical metallicity 
caling relations is beyond the scope of this paper, we highlight this
s a potential avenue for future work. 

.3.2 Comparing the simulated MKR to that of the Local Group 
warf galaxies 

t is common in the literature for the stellar masses of dwarf galaxies
o be ‘predicted’ from their metallicity distribution functions (MDFs; 
ypically represented by the distribution of [Fe/H]), calibrated against 
he mean MZR (for example that measured by Kirby et al. 2013 ; see
arrillo et al. 2023 ). Measurement of the true mean metallicity, 
, of a resolved galaxy requires measurements for an unbiased 

nd representative sample of stars, which is at best very costly 
bservationally. F or an y galaxy where the presence of a plateau,
knee and subsequent shin has been observed in chemical data, the 
KR could be used in principle to estimate the total stellar mass of a

alaxy, although there is currently a significant lack of measurements 
or galaxies with mass ≤ 10 8 M �, and the scatter in the MKR makes
his e x ercise uncertain. 

In Fig. 8 , we display on the MKR plane the 30 kpc aperture stellar
asses and fitted values of [Fe/H] knee for our classical knee sample 

nd observational data for LGDs (including the Magellanic Clouds) 
s well as the debris of the Gaia–Enceladus/Sausage accreted system, 
nd the Milky W ay high- α disc. W e use the LGD mass measurements
resented by McConnachie ( 2012 ), the thick disc mass estimate of
land-Hawthorn & Gerhard ( 2016 ) and the Gaia–Enceladus/Sausage 

GE/S) mass estimate of Mackereth et al. ( 2019 ). For the low-mass
GD, we adopt the α-knee metallicities of Hendricks et al. ( 2014 ),

or the Magellanic Clouds (MCs), we use the α-knee metallicity 
stimated by Nidever et al. ( 2020 ) while for GE/S and the Milky
ay thick disc we apply the method outlined in 2.3 on the data from
POGEE. We also include the stellar mass and knee metallicity 
etermined for the dwarf Tucana II from Bechtol et al. ( 2015 ) and
hiti et al. ( 2022 ). The data for GE/S stars come from Hasselquist
t al. ( 2021 ) and the thick disk sample originates from Kisku et al.
in preparation). 

The running median of [Fe/H] knee as a function of M � is apparently
igher in the simulations than is inferred from the corresponding 
bservations. There are other examples of apparent discrepancies 
etween observed metallicity scaling relations and those originating 
rom cosmological SPH simulations. For example, see the discussion 
f Nelson et al. ( 2018 ) regarding the MZR in the IllustrisTNG
imulations (Weinberger et al. 2017 ; Pillepich et al. 2018 ). 

Ho we ver, Fig. 8 shows that the slopes of the simulated and Local
roup MKRs agree with one another, showing a monotonically 

ncreasing trend o v er the entire mass range sampled. A simple
inear regression on each data set yields respective slopes of 
 . 246 ± 0 . 077 dex log 10 (M �) −1 and 0 . 385 ± 0 . 239 dex log 10 (M �) −1 

ith the observed relation being very uncertain due to the limited
umber of data points. We omit the Magellanic Clouds on the basis
hat even a cursory look at the data (for example, see Nidever et al.
020 ; Hasselquist et al. 2021 ; Nidever et al. 2021 ) reveals that they
all under our category of ‘inverted knees’. Although they may exhibit
MNRAS 533, 184–200 (2024) 
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 classical knee at the metal-poor end, the bulk of their populations
n the α–Fe plane are characterized by a declining- α plateau at low
Fe/H], turning o v er to an increasing α-shin, likely caused by a recent
urst of star formation. 

 A  C O M PA R I S O N  O F  SIMULATED  G A L A X Y  

BU N DA N C E S  WITH  T H O S E  PREDICTED  BY  A  

C E  

ur explanation of the origin of the knee in α–Fe space differs from
he orthodox interpretation. The latter is primarily moti v ated by the
utcomes of galactic chemical evolution (GCE) models, which adopt
 broadly similar set of prescriptions for the behaviour with cosmic
ime of gas inflow and outflow rates, and the gas consumption time-
cale. The differing physical origin of α-knee formation that one
nfers from analysis of the simulation and GCE models therefore
arrants further investigation. 
We argued in Section 3 that the star formation history is a

istinguishing characteristic of galaxies that exhibit classical knees
n the simulation. We therefore examine the element abundance
volution inferred by the VICE one-zone GCE model (Johnson &
einberg 2020 ; Griffith et al. 2021 ; Johnson et al. 2021 ) for a fixed

tar formation history, which we choose to be that of an e x emplar
lassical knee galaxy ( M � = 10 9 . 60 M �) identified in the simulation.
e compare the outcomes using (i) the constant gas consumption

ime-scale, t g = 1 Gyr, assumed by default by the GCE, and (ii) an
volving gas consumption time-scale similar to that exhibited by the
imulated galaxy, which we find to be significantly longer at early
osmic epochs than the default gas consumption time-scale assumed
y VICE . 

.1 A brief description of the one-zone GCE framework 

here is an increasing number of chemical e volution frame works
eing made publicly available such as the Flexible Chemical Evo-
ution model ( FLEXCE ; Andrews et al. 2017 ), CHEMPY (Philcox &
ybizki 2019 ), and the Versatile Integrator for Chemical Evolution
 VICE ; Johnson & Weinberg 2020 , Johnson et al. 2021 , Griffith et al.
021 ). Starting from a set of assumed stellar evolution time-scales,
hemical yields, and an IMF, these one-zone GCE models 3 solve
 set of differential equations to predict the evolution of element
bundances within a galaxy’s gas reservoir. They are typically used
o infer galaxy formation histories from the distributions of stellar
opulations of the Milky Way and other Local Group galaxies in
arious chemical planes. As indicated by their name, ‘one-zone’ GCE
odels assume a uniform gas reservoir, all of which is star forming,

nd into which the nucleosynthetic products of stellar evolution are
erfectly mixed upon their release. 
Here, we elect to use the VICE model. Therein, the SFR is specified

y the product of the mass of the (proto-) galaxy’s gas reservoir,
nd the star formation efficiency, where the latter is the inverse of
he gas consumption time-scale, t g . The gas reservoir mass follows
rom the history of gas inflow, the star formation rate, and the
as outflow rate due to feedback (e.g. Nidever et al. 2020 ). The
eduction in gas mass due to outflows is generally specified by the
NRAS 533, 184–200 (2024) 

 Multizone models that predict the radial dependence of element abundance 
istrib utions ha ve been constructed, primarily to take advantage of the 
adially resolved abundances available for the Milky Way. A comprehensive 
omparison of numerical simulations and multizone models is beyond the 
cope of this study. 

F  

h  

4

t
a

roduct of the star formation rate and a mass loading factor, η,
.e. Ṁ out ( t) = ηṀ � ( t), usually assumed to be a constant. GCEs also
ypically adopt fixed values of the gas consumption time-scale, of
 g � 1 Gyr (e.g. Weinberg, Andrews & Freudenburg 2017 ), though
here are exceptions in the literature (e.g. Hasselquist et al. 2021 ;
asini et al. 2023 ). This time-scale is typically moti v ated from the
bservationally inferred consumption time-scale of molecular gas
n nearby galaxies ( � 0 . 5 –2 Gyr ; e.g. Leroy et al. 2008 , 2013 ; Sun
t al. 2023 ), with observations of distant galaxies possibly indicating
 shorter molecular gas consumption time-scale (Tacconi et al. 2018 ).

.2 The evolution of an exemplar simulated galaxy with a 
lassical knee 

he evolution of the gas reservoir’s mass, M gas ( t), and parameters
uch as t g and η, clearly have a marked influence on the resulting
hemical evolution predicted by GCEs (e.g. Andrews et al. 2017 ;
ohnson & Weinberg 2020 ). Since in VICE the star formation rate
s specified by the ratio of the gas mass and the gas consumption
ime-scale, our choice of adopting a fixed star formation history
eans that the gas inflow history is specified by the gas consumption

ime-scale, i.e. M gas ( t) = Ṁ � ( t) t g , where t g can be fixed or time
volving (by default VICE assumes a fixed gas consumption time-
cale of t g = 1 Gyr ). We therefore begin by examining the evolving
as reservoir mass, and its corresponding consumption time-scale,
or our e x emplar simulated galaxy. We focus here on M gas and t g and
mit η, as the latter has a less significant impact on the predicted
lement abundances in VICE . We direct readers interested in the
utflow mass loadings of EAGLE galaxies to the study of Mitchell
t al. ( 2020 ), who showed that (at a fixed redshift and for a fixed
perture) mass loading increases with decreasing galaxy mass. We
ote therefore that examination of a time- or galaxy mass-dependent
utflow mass loading in VICE would be an interesting avenue of
nquiry; ho we v er, this is be yond the scope of our inv estigation. 

Fig. 9 shows the time evolution of the star formation rate, Ṁ � (top
anel), the gas reservoir mass, M gas (middle panel), and the con-
umption time-scale of the reservoir, t g = M gas / Ṁ � (bottom panel).
 gas and Ṁ � are measured by summing the corresponding quantities

rom particles enclosed within spherical apertures of comoving
adii R ap = [3 , 10 , 30 , 100] ckpc, centred about the minimum of the
otential of the galaxy’s main progenitor. We identify the latter
sing the simple merger tree scheme described by Pfeffer et al.
 2018 ). The aperture measurements are shown using curves coloured
ellow, red, blue, and black, respectively. We measure the gas mass 4 

nd compute its associated consumption time-scale within multiple
pertures to obtain a sense of the uncertainty on these measurements
hen comparing with the predictions from the GCE. This is because

t is not obvious how to most meaningfully compare the uniform gas
eservoir of a one-zone GCE with the multiphase gas distributions of
ydrodynamically simulated galaxies, within which only a fraction
f the gas will be star forming. We stress that one should not
onsider only those particles that are star forming, because this would
nderestimate the mass of the reservoir into which newly synthesized
eavy elements are mixed. 

The upper panel reveals that, consistent with the interpretation of
ig. 5 , the e x emplar simulated galaxy exhibits a peaked star formation
istory, which reaches a maximum Ṁ � � 4 M � yr −1 at t � 6 Gyr .
 We consider all gas, irrespective of its ionization state, since the nucleosyn- 
hetic products of stellar evolution are not preferentially mixed with gas of 
ny particular state. 



The origin of α knees 195 

Figure 9. The temporal evolution of the star formation rate (top panel), 
gas reservoir mass (middle), and gas reservoir consumption time-scale 
(bottom) of the e x emplar simulated galaxy with a classical knee. We 
measure the quantities within spherical apertures of commoving radii R ap = 

[3 , 10 , 30 , 100] ckpc, centred about the minimum of the potential of the 
galaxy’ s main progenitor . Analytic fits to the SFR and consumption time- 
scale are shown with dashed lines. 
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Table 1. Table of best-fitting model parameters of sigmoid function to merger 
tree evolutionary tracks of t g . 

R ap [ckpc] L [Gyr] t 0 [Gyr] k t g , 0 [Gyr] 

3 1.39 0.37 −1.13 1.18 
10 5.21 2.37 −0.99 1.18 
30 38.3 0.64 −0.73 1.20 
100 31.8 3.10 −0.91 1.38 
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he aperture measurements highlight that the star formation is 
entrally concentrated (i.e. entirely enclosed within R ap = 30 ckpc , 
ith most enclosed within 10 ckpc ). The middle panel shows the 

volving mass of gas within the apertures centred on the main 
rogenitor, which broadly follow the same behaviour as the SFR, 
hough for the R ap = 100 ckpc aperture the peak gas mass of
 × 10 10 M � is reached at t � 4 Gyr , giving a sense of the time taken
or inflows onto the halo to reach the galaxy. In the bottom panel,
e show the consumption time-scale of the gas reservoir, by taking 

he ratio of the gas mass and star formation rate measured within
ach of the apertures. It is immediately apparent that at early times
 t � 5 Gyr ), the gas consumption time-scale of the simulated galaxy
s significantly longer than the default of 1 Gyr assumed by VICE .
or the case in which we consider the gas within 10 ckpc , which can
e considered conserv ati ve since this aperture only just envelops all
f the star-forming gas (and thus, plausibly excludes cold gas into
hich newly synthesized heavy elements will be mixed), we recover 
 gas consumption time-scale t g > 10 Gyr for t � 2 Gyr . For a fixed
tar formation history, a longer gas consumption time-scale implies 
he presence of a larger (and less readily enriched) gas reservoir so,
s we explore in more detail in Section 4.3 , the implications for the
volution of element abundances predicted by GCEs are significant. 

To simplify the use of the simulated galaxy’s histories of star
ormation and gas consumption time-scale as inputs to VICE , we
pproximate them with analytic functions. We use a Gaussian 
unction for the star formation history, 

˙
 � ( t) = A 0 exp 

(
t − t 0 

σ

)2 

, (4) 

nd reco v er best-fitting parameters to the SFR within R ap = 30 ckpc
f A 0 = 3 . 47 M � yr −1 , t 0 = 6 . 54 Gyr and σ = 1 . 92 Gyr. For the gas
onsumption time-scale, we fit a sigmoid function: 

 g ( t) = t g , 0 + 

L 

1 + exp [ −k( t − t 0 ) ] 
, (5) 

hose best-fitting parameters for the four apertures are specified in 
able 1 . The best fits are shown with dashed lines in the top and
ottom panels of 9 . 

.3 A one-zone GCE model based on the SFH of a simulated 

alaxy with a classical knee 

e construct a VICE model using the parametrized SFH of a realistic
imulated galaxy with a classical knee (i.e. equation 4 ) as an input. We
ostly adopt the default VICE parameters, an exponential SN Ia delay- 

ime distribution, with a minimum delay time t D , min = 0 . 15 Gyr and
-folding time-scale τIa = 1 . 5 Gyr . We also assume a Chabrier ( 2003 )
MF with lower and upper mass limits 0 . 08 and 100 M �, respectively.

Using the SN II ejected masses reported in tables 7 and 10 of
ortinari et al. ( 1998 ), we compute the IMF-averaged yields from
N II for O and Fe by numerical integration using equation ( 6 ) from
ohnson & Weinberg ( 2020 ): 

 

cc 
x = 

∫ u 
M SN 

m x 
d N 
d m 

d m ∫ u 
l m 

d N 
d m 

d m 

, (6) 

here m x is the mass of element x ejected in the explosion of a
tar of initial mass m and d N 

d M 

is the assumed stellar IMF for which
e adopt the Chabrier ( 2003 ) IMF with a lower stellar mass limit

 = 0 . 08 M � and an upper stellar mass limit u = 100 M �. M SN is
he minimum initial mass of a SN II progenitor, assumed to be 6 M �
Portinari et al. 1998 include electron capture SN, whose progenitors 
re assumed to be quasi-massive stars with initial masses M i , prog ≈
 –7 M �). By taking the mean yield between metallicities Z = 0 . 004
nd Z = 0 . 05, we derive net IMF-averaged yields for the Portinari
t al. ( 1998 ) yield tables of y O II = 0 . 0172 and y Fe 

II = 0 . 00148 for O
nd Fe, respectively. The EAGLE model rescales the SN II yield
MNRAS 533, 184–200 (2024) 



196 A. C. Mason et al. 

M

Figure 10. The evolution of the gas reservoir mass inferred by the VICE 

GCE, for the adopted star formation history, in the cases of a constant gas 
consumption time-scale ( t g = 1 Gyr, cyan dot–dashed curve) and a variable 
t g similar to that exhibited by gas within 30 ckpc of the main progenitor of 
the example simulated galaxy (dotted purple line). The true gas mass of the 
simulated galaxy, measured within spheres of radius 10 ckpc and 30 ckpc are 
shown with solid yellow and red curves, respectively. 
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f Fe by a factor of 0.5, and we adopt the same SN II yield for Fe
hen running VICE . These yields place the pure SN II plateau at

O / Fe] = 0 . 67, in agreement with the low-metallicity trends seen in
he simulations (see Fig. 1 ). The Fe yield from SN Ia is computed
imply by taking: 

 

Fe 
Ia = νIa × m Fe , (7) 

here νIa is the total number of SN Ia per unit initial stellar
ass, equal to ν = 2 × 10 −3 M �−1 . Adopting the SN Ia yields

f Thielemann et al. ( 2003 ) (an ejected Fe mass per SN Ia of
 ej , Fe Ia = 0 . 769 M �), we derive y Fe 

Ia = 0 . 00154. 
The impact of adjusting the assumed gas consumption time-scale

or a fixed star formation history in the GCE is illustrated by Fig. 10 :
he mass of the one-zone gas reservoir inferred by VICE for the
 g = 1 Gyr is denoted by the cyan dot–dashed curve, and that inferred
rom the fit to the gas consumption time-scale of the gas within
0 ckpc of the simulated galaxy’s main progenitor is shown with a
urple dotted curve. At early epochs ( t � 2 . 5 Gyr ), the inferred gas
eservoir is a factor of ∼ 10 more massive in the latter case, with the
ffset diminishing at later times as the fit to the simulated galaxy’s
as consumption time-scale declines and, for t � 7 Gyr , converges
o wards a v alue similar to the default assumption of t g = 1 Gyr . The
olid yellow and red curves, repeated from the centre panel of Fig. 9 ,
enote the total gas mass of the simulated galaxy’s main progenitor
ithin spheres of radius 10 ckpc and 30 ckpc , respectively. Note that,

he GCE gas reservoir mass based on the simulated galaxy’s gas
onsumption time-scale (dotted red curve) need not closely trace the
imulated galaxy’s actual gas mass within the same aperture (solid red
urve): the GCE model reservoir is uniformly star-forming, whereas
nly some of the simulated galaxy’s associated gas has density abo v e
he adopted density threshold for star formation. In addition, there
NRAS 533, 184–200 (2024) 
s a mild dependence of the star formation rate on the gas pressure
˙  � ∝ P 

1 / 5 (Schaye & Dalla Vecchia 2008 ), which is unaccounted
or in this procedure and contributes to the mismatch. 

Fig. 11 shows the resulting evolutionary tracks of [Fe/H](t) and
O/Fe](t) for our two models. The top panels show the α–Fe plane,
hile the bottom panel shows the evolutionary tracks as a function of

osmic time for these abundance ratios, split into the contributions of
N II and SN Ia, respecti vely. Red triangles on the e volutionary tracks

ndicate the abundances at t = τIa + t 0 , where τIa is the e-folding
ime-scale of the assumed SN Ia DTD and t 0 is the formation time
f the first stellar particle; blue triangles indicate the time at which
he star formation rate peaks and the knee forms in the simulation
 � 6.5 Gyr). The same times are indicated by vertical dotted lines
n the bottom panels. The left columns correspond to the fixed t g =
 Gyr case, the right to the variable case. 
In both cases, the predicted metallicity of the knee closely

orresponds with that exhibited by the simulated galaxy (see Fig. 2 ).
o we ver, the constant t g case produces a plateau at [O/Fe] � 0.6 and a
nee forms at t � τIa , preceding the time at which the knee forms in
he simulated galaxy by � 5 Gyr . The plateau therefore corresponds
o only a brief and early period of the galaxy’s evolution, during which
here is little enrichment by SN Ia. In contrast, the (initially) more

assive gas reservoir implied by the variable t g case is more gradually
nriched, leading to the formation of a gently declining high- α
lateau o v er a prolonged period, so that the knee forms at a much later
ime, broadly corresponding to that at which the star formation rate
egins to decline. It is noteworthy that the two cases, implementing
dentical yields for SN II and SN Ia and the same IMF, yield plateaus
f significantly different α-richness. The constant t g case features a
hort-lived plateau at the [O/Fe] value corresponding to the IMF-
veraged yield of SN II, indicating that the natal gas of these stars
as enriched e xclusiv ely by SN II. The same feature is seen in in

he variable t g case for the very low metallicity ([Fe/H] � −2 . 5) part
f the plateau. Ho we ver, at greater metallicity (corresponding to
 � τIa ), [O/Fe] declines steadily, which is indicative of a growing
ontribution to enrichment by SN Ia. 

The evolution of stellar abundances shown in the bottom panels
f Fig. 11 , analysed in the light of Fig. 10 , highlights why, for a
xed star formation history, the assumed gas consumption time-
cale has such a marked influence on the evolution of the element
bundances. The much less massive gas reservoir in the constant t g 
ase is quickly enriched, reaching [Fe/H] = −1 at t � τIa , whereas the
ore massive reservoir implied by the variable t g case is enriched

radually, attaining [Fe/H] = −1 at t � 5 Gyr. This has significant
mplications for the resulting stellar metallicity distribution function
MDF), which we show in Fig. 12 . Since the star formation rate
dopted is relatively low at early times, the brief window of time
efore the gas reservoir is enriched in the t g = 1 Gyr case leads to a
aucity of metal poor stars (solid blue curve), compared to the MDF
f the simulated galaxy (red histogram), which in turn is broadly
eproduced by the variable t g case (solid yellow curve). 

Our experiments with VICE demonstrate that the nucleosynthetic
roducts of the stellar populations of the progenitors of Milky
ay-like galaxies are almost certainly mixed into a reservoir of

as that is significantly more massive and spatially extended than
he nascent galaxy’s reservoir of molecular gas, with much of this
arger reservoir either forming stars at a later time, or being expelled
rom the circumgalactic environment by feedback-driven outflows.
pproximating this scenario with a one-zone GCE model therefore

equires the adoption of a longer consumption time-scale than that
ne infers from observations of molecular gas in distant galaxies



The origin of α knees 197 

Figure 11. The element abundance evolution predicted by the VICE GCE when given, as an input, the SFH of an e x emplar simulated galaxy with a classical 
knee. The left and right columns correspond to the constant t g and variable t g cases, respectively. The top panels show the temporal evolution of the gas reservoir’s 
path through the α–Fe plane (red dotted curve). Red overlaid triangles denote the time at which one e-folding time-scale of the assumed DTD ( τIa = 1 . 5 Gyr ) 
has elapsed after the formation of the first stellar particle ( t 0 ) and blue triangles denote the epoch at which the SFR peaks. The 2-dimensional histogram shows 
the stellar particle distribution from the e x emplar simulated galaxy. The bottom panels shows the temporal evolution of [Fe/H] (left axis, solid blue curve), with 
yellow and red curves denoting the contributions from SN II and SN Ia, respectively, and [O/Fe] (right axis, solid black curve). Vertical dotted lines correspond 
to the same epochs denoted by the triangles in the top panels. The low-mass of the one-zone gas reservoir implied by the constant t g case leads to its rapid 
enrichment to [Fe/H] > −1, so the plateau corresponds to only a brief period in the galaxy’s evolution, comprises little mass and is more α-rich than that of the 
simulated galaxy. In contrast the (initially) more massive reservoir implied by variable t g case is more gradually enriched, resulting in the later formation of the 
knee at a lower [O/Fe], similar to that of the simulated galaxy. 
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M

Figure 12. Metallicity distribution function (MDF), using [Fe/H] as a proxy 
for metallicity, of the e x emplar simulated galaxy with a classical knee (red 
histogram), and of the VICE GCE model using the simulated galaxy’s SFH as 
an input, for two cases of the adopted gas reservoir consumption time-scale. 
The blue curve corresponds to the VICE default, t g = 1 Gyr , the yellow curve 
corresponds to a variable gas consumption time-scale similar to that exhibited 
by the simulated galaxy (see equation 5 , VICE reproduced the simulated 
galaxy’s MDF closely in the latter case but the assumption of a constant, short 
gas consumption time results in a paucity of low metallicity ([Fe/H] � −1) 
stars. 
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e.g. Tacconi et al. 2018 ), ensuring that newly synthesized metals are
ufficiently diluted. 

.4 The nature of the [ α/Fe] plateau 

oth of the VICE models exhibit a nearly flat [O / Fe] trend between
Fe / H] = −1 . 5 and −0 . 5, but the nature of this trend is quite different
n the two cases. For the constant- t g model, the plateau in this regime
till reflects the Type II supernova yield ratio. For the variable- t g 
odel, the [O / Fe] in this regime is about 0.1 dex below this ratio,

nd it stays roughly flat because the rising SFR allows current Type
I enrichment to keep pace with the growing Type Ia enrichment
rom the growing evolved population. The knee arises when the SFR
egins to decline, but it would be present, albeit less sharply, even if
he SFR merely flattened and became constant. 

The variable- t g model is reminiscent of the model of early Milky
ay chemical evolution proposed by Conroy et al. ( 2023 ) (see Chen,

ing & Hayden 2023 for a broader sample of similar models), which
s moti v ated by the observed [ α/ Fe ] –[Fe / H] trends in the H3 surv e y
f the stellar halo. There the star formation efficiency grows rapidly
rom a low value of t −1 

g = (50 Gyr ) −1 at t < 2 . 5 Gyr to (2 . 36 Gyr ) −1 

t t > 3 . 7 Gyr . The [ α/ Fe ] track declines from + 0.6 at low [Fe / H] to
bout + 0.25 at [Fe / H] = −1 . 3, then rises gently in response to the
ccelerating SFR before turning downward again abo v e [Fe / H] ≈
0 . 5. The behaviour of our variable- t g model is milder than this, with

O / Fe] al w ays declining, but it is similar enough to suggest that the
ind of evolution envisioned in the Conroy et al. ( 2023 ) model arises
airly commonly in EAGLE galaxies. This behaviour also supports
he contention of Maoz & Graur ( 2017 ) that the [ α/ Fe ] plateau
bserved in the Galactic thick disc already includes substantial Type
a supernova enrichment. 
NRAS 533, 184–200 (2024) 
As Fig. 12 shows, the MDF is a good diagnostic for distinguishing
hese two classes of GCE models. The age-metallicity relation
f metal-poor stars is also a valuable diagnostic for the early
ehaviour of t g , especially if ages are accurate enough to resolve
he evolution from [Fe / H] ≈ −1 . 5 to −0.5 in a stellar population
hat can reasonably be ascribed to a single well-mixed progenitor. 

We hav e e xamined here the star formation history of a single
 x emplar galaxy, but we note that in one-zone GCE models where
he star formation rate is set by the ratio of the gas reservoir mass
nd the gas consumption time-scale, the assumption of a short gas
onsumption time-scale will result in rapid enrichment of the gas
eservoir for any star formation rate. As such, we argue that the
ssumption of a gas consumption time-scale that is significantly
horter at early epochs than is indicated by realistic cosmological
ydrodynamical simulations of galaxies, leads to the unrealistic
rediction that the natal gas of stars comprising α-rich plateaus was
nriched e xclusiv ely by SN II. 

 SUMMARY  O F  RESULTS  A N D  C O N C L U S I O N S  

e have examined the stellar [ α/Fe]–[Fe/H] distribution of � 1000
alaxies of present-day mass M � � 10 8 . 5 M � that form in a high-
esolution simulation from the EAGLE suite. The simulation has
een sho wn else where to reproduce a wide range of key properties
f the observed galaxy population. Our main conclusions can be
ummarized as follows: 

(i) The simulated galaxies exhibit a diversity of morphologies in
he α–Fe plane (Fig. 1 ). The distributions can be broadly categorized
nto three types: i) ‘classical knees’ which exhibit a high- α plateau
ollowed by a declining- α shin; (ii) ‘single-slopes’ which have mono-
radient α–Fe planes, and; (iii) more complicated distributions such
s ‘inverted knees’, where there is a sequence of increasing α at high
Fe/H]. 

(ii) The galaxy population is dominated by classical knees, but
here is a significant mass dependence to the relative population of
ach type (Fig. 3 ). Single slopes are more common for M � � 10 9 M �,
ut their frequency decreases monotonically with M � , while that of
lassical knees increases. We find that the slope of the plateau on
he α–Fe plane is consistent with that of the single slopes but that of
he shin is typically steeper by a factor � 2 (Fig. 4 ). This indicates
hat the relative contributions to enrichment by SN II and SN Ia is
imilar in plateaus and single slope galaxies, whereas the shin is
haracterized by a diminished contribution from SN II. 

(iii) Galaxies with classical knees exhibit peaked SFHs, typically
eaching their maximum at t � 5 –7 Gyr ( z � 1 . 2 –0 . 7) before ex-
ibiting a sustained decline until the present day. Contrary to the
redictions of GCE models, we find that the typical time of α-knee
ormation, t knee , does not coincide with the time at which SN Ia first
ontribute significantly to the chemical enrichment (Fig. 5 ). Rather,
 knee corresponds roughly to the time at which the SFR begins to
ecline. The α-poor, Fe-rich shin forms when the star formation rate
eclines, so that SN II do not enrich the ISM as ef fecti vely as SN Ia.
his results in the slope of the α–Fe shin being significantly steeper

han that of the high- α plateau as enrichment switches from being
ominated by young stellar populations to old stellar populations. 
(iv) Conversely, the SFHs of galaxies showing single-slope distri-

utions in the α–Fe plane are not as strongly peaked as those with
lassical knees. As a result, the stars of single slopes galaxies have a
roader spread of stellar ages than those of classical knees. 
(v) Simulated galaxies presenting classical knees exhibit a corre-

ation between the metallicity of the α knee and galaxy mass, albeit
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ith significant scatter in [Fe/H] knee at fixed M � (Fig. 7 ). The residuals
bout this scaling relation (which we dub the MKR) correlate strongly 
ith the fraction of the mass in the high- α plateau. 
(vi) The MKR exhibited by the simulated galaxies has slope 

 . 246 ± 0 . 077 dex log 10 (M �) −1 , consistent with the Local Group
warf galaxy MKR which has slope 0 . 385 ± 0 . 239 dex log 10 (M �) −1 

Fig. 8 ). The simulations also broadly reproduce the observed scatter 
n the MKR. Nidever et al. ( 2020 ) reported a strong deviation of
he Magellanic Clouds from that relation. Ho we ver, although it may
ave a classical knee at very low metallicity, we find that the bulk
f their stellar populations do not follow the distribution of classical 
nees in the α–Fe plane, which may explain the discrepancy. 

(vii) One-zone chemical evolution models, using as an input 
he SFH of an e x emplar realistic simulated galaxy that exhibits a
lassical knee, do not reproduce the element abundance history of the 
imulated galaxy when adopting a constant, and relatively short, gas 
onsumption time-scale, typically assumed to be t g � 1 Gyr in the 
iterature (Fig. 11 ). The mass of the one-zone gas reservoir inferred
y GCE at early epochs is much smaller than the gas mass associated
ith the main progenitor of the simulated galaxy, resulting in the 

eservoir being enriched to [Fe / H] = −1 almost instantaneously. 
his yields a plateau in the α–Fe plane that is e xclusiv ely enriched by
N II, but whose formation is so rapid that it comprises little stellar
ass, resulting in a metallicity distribution function that lacks a 

ignificant population of metal poor ( [Fe / H] < −1 ) stars. In contrast, 
y adopting a gas consumption time-scale that evolves in a similar
ashion to that of the simulated galaxy, the stars of the plateau form
 v er sev eral gigayears and are significantly enriched by both SN II
nd SN Ia. 

Our findings moti v ate a re vision of the canonical interpretation of
he origin of the distinct sequences that are often, but not al w ays,
bserved in the [ α/Fe]–[Fe/H] distribution traced by the stellar 
opulations of Local Group galaxies. At the root of our conclusions 
s a physical formulation of the star formation efficiency. The 
atter is a parameter of GCE models that is difficult to constrain,
nd which we have estimated here from the properties of the 
aseous environment of the main progenitor of a realistic simulated 
alaxy. This application is a modest example of a growing trend 
n the field of Galactic Archaeology, whereby the development of 
ncreasingly sophisticated cosmological numerical simulations, on 
 par with the ever growing size and complexity of observational 
aps of the chemodynamical properties of Local Group galaxies, is 

eepening our understanding of the physical processes that dictate 
heir formation and evolution. 
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