
ACT-DR5 Sunyaev-Zel'dovich clusters: weak lensing mass calibration
with KiDS
Robertson, N.C.; Sifón, C.; Asgari, M.; Battaglia, N.; Bilicki, M.; Richard Bond, J.; ... ;
Wright, A.H.

Citation
Robertson, N. C., Sifón, C., Asgari, M., Battaglia, N., Bilicki, M., Richard Bond, J., …
Wright, A. H. (2024). ACT-DR5 Sunyaev-Zel'dovich clusters: weak lensing mass calibration
with KiDS. Astronomy And Astrophysics, 681. doi:10.1051/0004-6361/202346712
 
Version: Accepted Manuscript
License: Leiden University Non-exclusive license
Downloaded from: https://hdl.handle.net/1887/4180006
 
Note: To cite this publication please use the final published version (if applicable).

https://hdl.handle.net/1887/license:3
https://hdl.handle.net/1887/4180006


Astronomy & Astrophysics manuscript no. main ©ESO 2023
April 21, 2023

ACT-DR5 Sunyaev-Zel’dovich Clusters: weak lensing mass
calibration with KiDS

Naomi Clare Robertson1, 2, 3,?, Cristóbal Sifón4, Marika Asgari5, 6, Nicholas Battaglia7, Maciej Bilicki8, J. Richard
Bond9, Mark J. Devlin10, Jo Dunkley11, 12, Benjamin Giblin13, 1, Catherine Heymans1, 14, Hendrik Hildebrandt14, Matt

Hilton15, 16, Henk Hoekstra17, John P. Hughes18, Konrad Kuijken17, Thibaut Louis19, Maya Mallaby-Kay20, Lyman
Page11, Bruce Partridge21, Mario Radovich22, Peter Schneider23, HuanYuan Shan24, 25, David N. Spergel26, Tilman

Tröster27, Edward J. Wollack28, Cristian Vargas29, Angus H. Wright14

1 Institute for Astronomy, University of Edinburgh, Royal Observatory, Blackford Hill, Edinburgh, EH9 3HJ, UK
2 Institute of Astronomy, University of Cambridge, Madingley Road, Cambridge, CB3 0HA
3 Kavli Institute for Cosmology Cambridge, Madingley Road, Cambridge, CB3 0HA
4 Instituto de Física, Pontificia Universidad Católica de Valparaíso, Casilla 4059, Valparaíso, Chile
5 E.A Milne Centre, University of Hull, Cottingham Road, Hull, HU6 7RX, United Kingdom
6 Centre of Excellence for Data Science, AI, and Modelling (DAIM), University of Hull, Cottingham Road, Kingston-upon-Hull,

HU6 7RX, United Kingdom
7 Department of Astronomy, Cornell University, Ithaca, NY 14853, USA
8 Center for Theoretical Physics, Polish Academy of Sciences, al. Lotników 32/46, 02-668 Warsaw, Poland
9 Canadian Institute for Theoretical Astrophysics, University of Toronto, 60 St. George St., Toronto, ON, M5S 3H8, Canada

10 Department of Physics and Astronomy, University of Pennsylvania, 209 South 33rd Street, Philadelphia, PA, USA 19104
11 Joseph Henry Laboratories of Physics, Jadwin Hall, Princeton University, Princeton, NJ, USA 08544
12 Department of Astrophysical Sciences, Peyton Hall, Princeton University, Princeton, NJ, USA 08544
13 Instituto de Ciencias del Cosmos (ICC), Universidad de Barcelona, Martí i Franquès, 1, 08028 Barcelona, Spain
14 Ruhr University Bochum, Faculty of Physics and Astronomy, Astronomical Institute (AIRUB), German Centre for Cosmological

Lensing, 44780 Bochum, Germany
15 Wits Centre for Astrophysics, School of Physics, University of the Witwatersrand, 2050, Johannesburg, South Africa
16 Astrophysics Research Centre and School of Mathematics, Statistics and Computer Science, University of KwaZulu-Natal, Durban
17 Leiden Observatory, Leiden University, PO Box 9513, NL-2300 RA Leiden, The Netherlands
18 Department of Physics and Astronomy, Rutgers University, 136 Frelinghuysen Road, Piscataway, NJ 08854, USA
19 Université Paris-Saclay, CNRS/IN2P3, IJCLab, 91405 Orsay, France
20 Department of Astronomy and Astrophysics, University of Chicago, 5640 S Ellis Ave, Chicago, IL 60637, USA
21 Department of Physics and Astronomy, Haverford College, 370 Lancaster Avenue, Haverford, PA 19041, USA
22 INAF - Osservatorio Astronomico di Padova, via dell’Osservatorio 5, 35122 Padova, Italy
23 Argelander-Institut f. Astronomie, Univ. Bonn, Auf dem Huegel 71, D-53121 Bonn, Germany
24 Shanghai Astronomical Observatory (SHAO), Nandan Road 80, Shanghai 200030, China
25 University of Chinese Academy of Sciences, Beijing 100049, China
26 Center for Computational Astrophysics, Flatiron Institute, 162 5th Avenue, New York, NY 10010, USA
27 Institute for Particle Physics and Astrophysics, ETH Zürich, Wolfgang-Pauli-Strasse 27, 8093 Zürich, Switzerland
28 NASA Goddard Space Flight Center, 8800 Greenbelt Rd, Greenbelt, MD 20771, USA
29 Instituto de Astrofísica and Centro de Astro-Ingeniería, Facultad de Fìsica, Pontificia Universidad Católica de Chile, Av. Vicuña

Mackenna 4860, 7820436 Macul, Santiago, Chile

Received XX YY 20ZZ; accepted XX YY 20XX

ABSTRACT

We present weak gravitational lensing measurements of a sample of 157 clusters within the Kilo Degree Survey (KiDS), detected
with a > 5σ thermal Sunyaev-Zel’dovich (SZ) signal by the Atacama Cosmology Telescope (ACT). Using a halo-model approach we
constrain the average total cluster mass, MWL, accounting for the ACT cluster selection function of the full sample. We find that the
SZ cluster mass estimate MSZ, which was calibrated using X-ray observations, is biased with MSZ/MWL = (1 − bSZ) = 0.65 ± 0.05.
Separating the sample into six mass bins, we find no evidence of a strong mass-dependency for the mass bias, (1− bSZ). Adopting this
ACT-KiDS SZ mass-calibration would bring the Planck SZ cluster count into agreement with the counts expected from the Planck
cosmic microwave background ΛCDM cosmological model, although it should be noted that the cluster sample considered in this
work has a lower average mass MSZ,uncor = 3.64 × 1014 M� compared to the Planck cluster sample which has an average mass in the
range MSZ,uncor = (5.5 − 8.5) × 1014 M�, depending on the sub-sample used.

Key words. gravitational lensing: weak, large-scale structure of Universe, cosmology: observations
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1. Introduction

The locations of galaxy clusters trace the position of peaks in
the large scale matter distribution. As a result, their properties –
including number density, masses, baryon content and evolution
– contain information about the growth of structure in our Uni-
verse and can constrain quantities such as the amplitude of mat-
ter fluctuations, σ8, the matter density, Ωm, the sum of neutrino
masses and the dark energy equation of state. The key statis-
tic is their number density as a function of mass and redshift,
N(M, z). In practice, however, we cannot measure the mass di-
rectly and instead infer it from some observable quantity that
correlates with mass (see for example, Allen et al. 2011, for a
review).

Clusters can be observed across a range of wavelengths, re-
sulting in a variety of mass proxies. For example, they emit
X-rays from the hot intra-cluster gas, with the gas temperature
scaling with mass (for example, Ebeling et al. 1998; Böhringer
et al. 2004; Vikhlinin et al. 2009). In the optical and infrared,
the cluster richness and stellar luminosity of the galaxies within
the cluster also correlate with mass (for example, Gladders &
Yee 2005; Rykoff et al. 2016). At millimeter wavelengths clus-
ters are detected through the thermal Sunyaev-Zel’dovich effect
(SZ, Zel’dovich & Sunyaev 1969; Sunyaev & Zel’dovich 1972;
Birkinshaw et al. 1984), which occurs when CMB photons are
inverse Compton scattered off electrons in the hot cluster gas.
In this case, the mass observable is the volume integrated intra-
cluster medium (ICM) pressure, measured with the Compton–y
parameter. Because the SZ effect is only weakly dependent on
redshift, catalogues produced with this effect have a mass thresh-
old that is almost constant with redshift, which makes them ex-
cellent tracers of the underlying redshift distribution.

For all cluster detection methods, using clusters for cos-
mology is currently limited by the uncertainty in the mass-
observable scaling relations which need to be calibrated. In the
case of the SZ effect, a mass MSZ

1 is usually derived from the
Compton–y parameter by assuming the gas and density profiles
estimated by Arnaud et al. (2010), from X-ray observations of
local clusters, are in hydrostatic equilibrium (e.g., Hilton et al.
2021; Hasselfield et al. 2013; Planck Collaboration 2016).

Weak gravitational lensing provides a tool to calibrate biases
in the SZ mass estimate, as it is sensitive to the entire mass of the
cluster, both dark and baryonic, and does not depend on its dy-
namical state (Hoekstra et al. 2013). Previous estimates of weak-
lensing masses have been made for SZ-selected clusters from
the South Pole Telescope (SPT McInnes et al. 2009; High et al.
2012; Schrabback et al. 2018; Dietrich et al. 2019; Stern et al.
2019), the Atacama Cosmology Telescope (ACT Miyatake et al.
2013; Jee et al. 2014; Battaglia et al. 2016; Miyatake et al. 2019)
and the Planck satellite (von der Linden et al. 2014; Hoekstra
et al. 2015; Penna-Lima et al. 2017; Sereno et al. 2017; Medezin-
ski et al. 2018; Herbonnet et al. 2020). Many of these studies
have therefore focused on measuring the mass bias, which quan-
tifies the cluster mass fraction left unaccounted for in the y − M
scaling relation. The mass bias is defined as

(1 − bSZ) =
MSZ

MWL
, (1)

where MSZ is the mass derived from the SZ Compton–y observ-
able, assuming the X-ray derived y − M relation from Arnaud
? naomi.robertson@ed.ac.uk

1 Consistent with all works referenced in this discussion, all masses
refer to M500c, i.e., the mass enclosed within a radius r500c enclosing
500 times the critical density of the Universe at the relevant redshift.

et al. (2010), and MWL is the mass measured using weak gravita-
tional lensing which we take to be the ‘true’ mass. This definition
of MSZ is not an ‘absolute’ definition of the SZ mass, but is the
one chosen for this analysis. There have been investigations into
whether (1− bSZ) may depend on mass or redshift (Henson et al.
2017; Remazeilles et al. 2019; Herbonnet et al. 2020); current
data are not yet conclusive given the uncertainties. Recent es-
timates of this bias from SZ clusters detected using Planck and
ACT are reported in Medezinski et al. (2018) and Miyatake et al.
(2019), with alternative parameterisations of the mass scaling re-
ported from SPT in Bocquet et al. (2019).

In the Planck SZ cluster counts analysis (Planck Collab-
oration 2016) and the Planck primary CMB analysis (Planck
Collaboration et al. 2020) inconsistent results were obtained if
hydro-static equilibrium was assumed. This difference in results
could be resolved by relaxing this assumption, yielding a mass
bias of 0.62 ± 0.03, obtained by combining the primary CMB
spectra and cluster counts likelihood.

In the analysis presented here, we estimate the mass bias for
the cluster sample from ACT using weak lensing data from the
Kilo Degree Survey (KiDS, Kuijken et al. 2019; Giblin et al.
2021). The ACT experiment has been used to construct a sample
of more than 4000 confirmed clusters over a 13 000 deg2 region,
measured during the 2008-18 observing seasons (Hilton et al.
2021). KiDS provides 774 deg2 of weak lensing data in the area
covered by ACT; we find 157 SZ-confirmed clusters in this re-
gion which are detected with a signal-to-noise greater than 5. We
estimate the stacked masses of these clusters and the bias param-
eter. This allows us to probe the lower end of the SZ cluster mass
range (1.72− 10.4)× 1014M� with a larger sample size than was
previously available. This study also provides a means to cross-
check consistency of data from different weak lensing surveys
which have survey areas in common with ACT.

The outline of this paper is as follows. We summarise the
data and observable quantities in Sect. 2. Our results are pre-
sented in Sects. 3 and 4 with our conclusions following in Sect.
5. We assume a flat ΛCDM cosmology with Ωm = 0.3, ΩΛ = 0.7
and H0 = 70 km s−1 Mpc−1 throughout, unless otherwise stated.
We investigate the dependence of our result on fixing cosmology
when inferring the mass, which is discussed in Sect. 3.

2. Data and observables

2.1. The Atacama Cosmology Telescope SZ-selected
Cluster Sample

We use the ACT cluster catalogue described in Hilton et al.
(2021), based on the ACT Data Release 5 (DR5) 2008-2018
coadded maps described in Naess et al. (2020). The cluster cat-
alogue is constructed from coadded maps at 90 and 150 GHz
(Naess et al. 2020). Clusters are identified using a suite of multi-
frequency matched filters, and confirmed using imaging from
the public large imaging and spectroscopic surveys and spectro-
scopic measurements reported in the literature (see Hilton et al.
2021, for details). From this optical data, the cluster redshifts
are also determined and a cluster may therefore have either a
spectroscopic or photometric redshift. The signal-to-noise of the
cluster signal is determined from a single fixed filter scale which
simplifies the survey selection function. The fraction of false
positives is 0.03 for clusters that are detected with a signal-to-
noise greater than 5 (shown in Fig. 6 Hilton et al. 2021) and
rises to 0.34 for a signal-to-noise cut of 4. The cluster locations
are shown in Fig. 1, and the distribution of their SZ detection
signal-to-noise, redshifts and SZ estimated masses, are shown in
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Fig. 2 in comparison to the full ACT sample. Fig. 2 shows that
the clusters found within the KiDS survey region are a good rep-
resentation of the full ACT cluster sample (see Fig. 18 Hilton
et al. 2021).

Hilton et al. (2021) estimate the Compton–y parameter and
associated SZ mass, MSZ, for each cluster; we summarise their
method here. The Compton–y signal is modelled using the uni-
versal pressure profile (Arnaud et al. 2010) which describes
the intra-cluster gas pressure, p, as a function of scaled radius,
x = r/r500c where r500c is the radius within which the density
is 500 times the critical density ρc, at z = 0. This relation was
modelled with a generalised Navarro-Frenk-White (NFW) pro-
file from Nagai (2006) as

p(x) =
p0

(c500x)γ[1 + (c500x)α](β−γ)/α , (2)

where c500 is the concentration parameter and {γ, α, β} describe
the slope at different radii. This includes any mass dependence in
the profile shape and has been calibrated to X-ray observations
of nearby clusters. From these assumptions, following Arnaud
et al. (2010), the cluster central Compton parameter, y, can be
related to the SZ mass via

ỹ0 = 10A0 E2(z)
(

MSZ,500

Mpiv

)1+B0

Q(MSZ,500, z) frel(MSZ,500, z) , (3)

where 10A0 = 4.95 × 10−5 is the normalisation, E(z) is the ra-
tio of the Hubble constant at a redshift z to the present value,
B0 = 0.08 is a scaling parameter and Mpiv = 3 × 1014M� is a
mass normalisation parameter. The cluster-filter scale mismatch
function Q accounts for the discrepancy between the size of a
cluster with a different mass and redshift to the reference model
used to define the matched filter, which includes the effects of
the beam (see Hasselfield et al. 2013, for full details).

The signal we observe, at a projected angle θ from the cluster
centre, due to the SZ effect is a change in radiation intensity
which can be expressed in terms of CMB temperature by

∆T (θ)
TCMB

= fSZ y(θ) . (4)

In the non-relativistic limit, fSZ only depends on the observed
radiation frequency. In Hilton et al. (2021) a correction factor
frel is applied to include relativistic effects for gas temperature,
as determined in Itoh et al. (1998).

To obtain the cluster mass, the intrinsic scatterσc in the y−M
scaling relation must be accounted for. Hilton et al. (2021) as-
sume a log-normal distribution with dispersion σc = 0.2. This
level of scatter is consistent with both numerical simulations
(Bode et al. 2012) and dynamical mass measurements of clus-
ters (Sifón et al. 2013). The distribution of SZ derived cluster
masses (MSZ) for our sample is shown in the lower panel of Fig.
2. We note that the values of MSZ used in this analysis include
no previous (1 − bSZ) calibration.

2.2. Weak Gravitational Lensing from the Kilo Degree Survey

KiDS is an optical survey utilising the OmegaCAM CCD mo-
saic camera on the VLT Survey Telescope in Chile (de Jong
et al. 2015). For this analysis we are using the most recent KiDS
data set, KiDS-1000, first presented in Kuijken et al. (2019)2.
This catalogue includes 30 million galaxies across two areas

2 https://kids.strw.leidenuniv.nl/DR4/index.php

of sky based around the GAMA spectroscopic survey. KiDS-
1000 was observed in 4 bands, {u, g, r, i} with an additional five
bands {Z,Y, J,H,Ks} observed by the VISTA Kilo-degree In-
frared Galaxy survey (VIKING, Edge et al. 2013), making KiDS
a deep and wide nine-band imaging data set (Wright et al. 2019).
KiDS-1000 includes 1006 deg2 of imaging with galaxy lensing
measurements and accurately calibrated photometric redshifts to
zB < 1.2 (Wright et al. 2020). The redshift distributions we use
in this analysis are calibrated following the methods adopted in
the KiDS-1000 cosmology analyses (Asgari et al. 2021; Hey-
mans et al. 2021) which use a self-organising map (SOM). This
approach removes source galaxies from our sample because their
redshift could not be accurately calibrated with spectroscopic
data sets, resulting from incompleteness in the spectroscopic
sample (Wright et al. 2020; Hildebrandt et al. 2021). We se-
lect source galaxies by their photometric redshift estimate, zB,
which is derived from the nine-band imaging using the Bayesian
Photometric Redshifts code (BPZ, Benítez 2000). For each clus-
ter lensing measurement, source galaxies are selected to have
zB > zl + 0.2, where zl is the redshift of the lens. This selec-
tion aims to eliminate unlensed galaxies from our source galaxy
sample, although correction factors are still required (discussed
in Sect. 2.3). A redshift distribution calibrated by the SOM,
based on this zB redshift selection, is produced for each clus-
ter. The more selective nature of the SOM method has reduced
the galaxy number density and therefore increased the statisti-
cal error over the same area, however, the systematic error asso-
ciated with the photometric redshift distribution has decreased.
Source galaxy shape measurements are computed with the lensfit
pipeline (Miller et al. 2013), which is calibrated with simulations
described in Kannawadi et al. (2019) and presented in Giblin
et al. (2021). KiDS-1000 has an effective number density of 6.17
arcminutes−2, in the photometric redshift range (0.1 < zB < 1.2),
and the variance of the ellipticities is on average 0.265 (see table
1, Giblin et al. 2021). For more technical details on the survey
see Kuijken et al. (2019). The footprint of the observed KiDS
region is shown in Fig. 1.

2.3. The Excess Surface Density

We summarise the formalism for estimating the weak gravita-
tional lensing signal around a stack of clusters, following Bartel-
mann & Schneider (2001). Considering an isolated cluster, weak
lensing introduces a systematic tangential alignment of the im-
ages of the source galaxies relative to the lens. We use the aver-
age tangential distortion, γt, to quantify the lensing signal. This
is calculated from the two components of shear, [γ1, γ2],(
γt
γ×

)
=

(
− cos 2φ − sin 2φ
sin 2φ − cos 2φ

) (
γ1
γ2

)
, (5)

where, in a flat sky approximation, φ is the angle measured from
a line of constant declination to a given source galaxy relative to
the centre of the lens and γ× is the shear component along the 45◦
rotated direction. In practice, γt and γ× are both averaged over all
angles so that a gravitational lensing signal can be detected from
the average γt, and the average γ× is a useful control statistic
that should be consistent with zero for a signal solely caused by
gravitational lensing.

Since the tangential distortion we observe is due to interven-
ing matter along the line of sight, the average γt of source galax-
ies, at a projected comoving separation R from the cluster lens
can be expressed in terms of the excess surface density, ∆Σ,

γ̂t(R) =
∆Σ(R)

Σc(χl, χs)
, (6)
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Fig. 1: The KiDS North and South survey areas are shown in light grey in the upper and lower panel respectively. The positions
of ACT clusters used in this analysis are indicated by each circle. The colour of the circles corresponds to cluster redshift, with
yellow indicating high redshift and black indicating low redshift. The size of each circle scales with the SZ signal-to-noise, which
is correlated with the cluster mass when the noise is the same everywhere, such that larger circles represent clusters with a greater
signal-to-noise than smaller circles.

where Σc is the comoving critical surface density, written in
terms of comoving distances, given by

Σc =
c2

4πG
χs

(χs − χl) χl

1
(1 + zl)

, (7)

for spatially flat models only and χ is the comoving distance to
the lens χl and the source χs and zl is the lens redshift. The excess
surface density (ESD) is defined as

∆Σ(R) ≡ Σ(< R) − Σ(R) , (8)

with the average mass density within a radius R given by

Σ(< R) ≡
2

R2

∫ R

0
R′ Σ(R′) dR′ . (9)

Equation (6) can be generalised for broad lens and source red-
shift distributions, nl and ns to give

〈γt〉(R) =

∫ ∞

0
dz nl(z) ∆Σ(R, z)

∫ ∞

z
dz′ ns(z′)

1
Σc(z, z′)

. (10)

For a narrow lens and source redshift distribution, nl(z) = δD(z−
zl) and ns(z′) = δD(z′ − zs), so that the above equation reduces
to Eq. (6). Eq. (10) cannot be solved for in closed form, but for
a narrow lens redshift distribution, averaging over a background
source redshift distribution, n(zs), we find

∆Σ(R, zl) ≈ 〈γt〉(R)
[∫ ∞

zl

dzs n(zs)
1

Σc(zl, zs)

]−1

. (11)

Article number, page 4 of 12



Robertson & the KiDS and ACT Collaborations et al.: ACT-DR5: Cluster Mass Calibration with KiDS

Fig. 2: Upper: The normalised SZ signal-to-noise distribution
of the ACT clusters found in the KiDS-1000 region. Middle:
The normalised redshift distribution of these clusters. Lower:
The normalised SZ-derived mass distribution of these clusters,
estimated from the SZ observable Compton–y values. The blue
shaded region corresponds to clusters selected to have an SZ
signal-to-noise greater than 5 and in the redshift range 0.1 to 0.9
across the full ACT footprint. The orange line corresponds to the
selection of 157 clusters used in this analysis that lie within the
KiDS footprint.

This equation can be re-written as

∆Σ(R, zl) =
〈γt〉(R)

Σ−1
c

, (12)

where, for a given data set, the average inverse critical surface
density, Σ−1

c , is defined as

Σ−1
c,l ≡

∫ ∞

zl

dzs n(zs) Σ−1
c (zl, zs)

=
4πG
c2 (1 + zl) χl

∫ ∞

zl

dzs n(zs)
(
1 −

χl

χs

)
.

(13)

From the equations derived above we can write an estimator for
the ESD as

∆Σi =

∑
l
∑

s wlsεt,s

(
Σ−1

c,l

)−1
∆ls,i∑

l
∑

s wls∆ls,i
, (14)

where ∆ls,i is a bin selector function which is defined to be unity
if the radial separation between a foreground lens l and back-
ground source s, lies within a bin centred on Ri. The tangential
ellipticity of source galaxy s projected on to an axis perpendicu-
lar to the line between the lens and source is given by εt,s and the
weight, wls assigned to a given source galaxy, s, behind a lens, l,
is

wls = ws

(
Σ−1

c,l

)2
. (15)

Since our shape measurement pipeline uses lensfit, each source
galaxy has a corresponding weight which is approximately an
inverse variance weighting that accounts for total shape noise,
w−1

s ∼ σ2
e + σ2

rms, where σrms is the intrinsic shape dispersion,
and σe is the shape measurement error.

Due to the uncertainty associated with the photometric red-
shifts of the source galaxies, there will be some source galaxies
that are a cluster member or a foreground galaxy. This leads to
a dilution of the lensing signal and therefore a mass estimate
that is biased low. This effect can be corrected for by making
the same ESD measurements around 100 random positions, de-
noted with the subscript r, that are unclustered but still have the
same selection function as the lensing clusters. This approach
was first shown for the tangential shear estimator (Mandelbaum
et al. 2006) but can analogously be applied to the ESD (Singh
et al. 2017) as

∆Σi =

∑
l
∑

s wlsεt,ls

(
Σ−1

c,l

)−1
∆ls,i∑

r
∑

s wrs∆rs,i

(
Nr

Nl

)
−

∑
r
∑

s wrsεt,rs

(
Σ−1

c,r

)
∆rs,i∑

r
∑

s wrs∆rs,i
.

(16)

Here Nl and Nr are the number of lenses and random positions
respectively within radial bin ∆ls,i . Normalising with random
lenses produces an unbiased estimate of the ESD unaffected by
any source-lens clustering, compared to Eq. (14). This is often
referred to as the ‘boost’ factor (Sheldon et al. 2004) which is
given by

Bi =
Nr

Nl

∑
l
∑

s wls∆ls,i∑
r
∑

s wrs∆rs,i
, (17)

for the case of lenses and random positions having no additional
weighting applied. In our analysis we ensure our random sample
has the same area and redshift properties as our cluster sample.

We apply an additional correction factor to account for mul-
tiplicative bias shear calibration which accounts for uncertainty
in the shape measurement calibration (Kannawadi et al. 2019)
and multiplies the ESD estimator defined in Eq. 16 as 1

(1+mi)
∆Σi

for

mi =

∑
l
∑

s wlsms∆ls,i∑
l
∑

s wls∆ls,i
. (18)

Here ms is given by the multiplicative bias value of the tomo-
graphic bin which the source s falls into based on its zB value.
The value of the multiplicative bias per tomographic bin are
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Fig. 3: The ESD profile (∆Σ) multiplied by the radius R as a
function of radius R for the complete stack of 157 SZ-detected
clusters. The signal is detected at 25σ significance. The best-
fitting model is shown using a single NFW, shown in red, and
the halo model, shown in orange. A limited range of scales is
used for the NFW model to avoid the impact of miscentering
at small scales and the contribution from large-scale structure at
scales greater than 5 Mpc. Both models give good fits to the data.

described in Asgari et al. (2021) and were determined in Kan-
nawadi et al. (2019).

For the stacked ESD measurement we estimate the covari-
ance matrix following the same procedure as Miyatake et al.
(2019) as

C = Cstat + Clss + Cint , (19)

where Cstat accounts for the statistical uncertainty due to galaxy
shapes, Clss is the covariance due to projection effects from un-
correlated large-scale structure (Hoekstra 2001) and Cint corre-
sponds to the intrinsic variations due to halo triaxiality and corre-
lated halos. The contribution to the covariance from shape noise
is diagonal by definition and is given by

σ2
stat,i = σ2

e


∑

ls

(
wlsΣ

−1
c,l

)2
∆ls,i(∑

rs wrsΣ
−1
c,r

2
∆rs,i

)2

(
Nr

Nl

)2

+

∑
rs

(
wlsΣ

−1
c,l

)2
∆rs,i(∑

rs wrsΣ
−1
c,r

2
∆rs,i

)2

 ,
(20)

for the estimator given in Eq. (16). The large-scale structure and
intrinsic parts of the covariance are defined in Equations A1 and
A7 in Miyatake et al. (2019).

3. Results

In our fiducial analysis we measure the ESD, ∆Σ, ‘stacking’
all 157 ACT-detected clusters, as given by Eq. 14. The lens-
ing signal is detected with a signal-to-noise of 25 in the range
0.1 Mpc to 10 Mpc from the cluster centres, and the ESD pro-
file is shown in Fig. 3. The detection significance is computed as√∑

i ∆Σ2
i /σ

2
i . To test the robustness of this result we investigate

the impact of a set of systematic effects, detailed in appendix A.

3.1. Modelling the Stacked ESD

We estimate the weak lensing mass, MWL, of the stacked clus-
ters using two models: a single NFW halo (Navarro et al. 1997)

and a full halo model (Peacock & Smith 2000; Seljak 2000). The
single NFW fit assumes that the measured lensing signal is only
due to the cluster. The halo model also assumes that the central
cluster halo is described by an NFW but additionally accounts
for line-of-sight lensing. Furthermore, the halo model method
is superior for modelling the ESD signal, as the ACT selection
function can be included and we also use a modified NFW pro-
file to account for mis-centering at small scales. We include the
NFW fit to compare our results with previous analyses which
have utilised a similar modelling approach.

The signal we observe is actually the reduced shear g =
γ/(1 − κ), where κ is the convergence which accounts for the
change in size of an object due to gravitational lensing. At large
scales κ is very small and so the true shear, γ ≈ g. At small
scales, however, κ is larger and the equivalence of g and γ no
longer holds. Given that we use data at small scales, we apply
a correction to our model for the ESD signal to account for re-
duced shear following Schrabback et al. (2018).

This factor simply multiplies the model for the ESD as
freduce ∆Σmodel and is given for a stack of clusters as

freduce =

[
1 +

(
〈β2

s〉

〈βs〉
2 − 1

)
〈βs〉κ

model
∞

]
1

(1 − 〈βs〉κ
model
∞ )

, (21)

where κmodel
∞ is the model convergence computed at infinite red-

shift and the shape weights are accounted for as

〈βs〉 =

∑
βlwl∑
wl

, 〈β2
s〉 =

∑
β2

l wl∑
wl

, (22)

where βl is computed per lens for the estimated source redshift
distribution as

βl =
χ∞

(χ∞ − χl)

∫ ∞

zl

dzs n(zs)
(χs − χl)

χs
. (23)

The 〈β2
s 〉

〈βs〉
2 in the correction term accounts for the width in the

redshift distribution (Hoekstra et al. 2000). For our sample this
correction factor is ∼1.3 at the smallest scales, which correspond
to 1σ shift in the ESD. For R > 0.5Mpc the correction factor
decreases to less than 1.05.

3.1.1. Single NFW

We estimate the average cluster mass, MWL, by assuming an
NFW density profile (Navarro et al. 1997) and calculating the ex-
pected ESD using Wright & Brainerd (2000), summarised here.
The NFW profile is given by

ρ(r) =
δcρc

(r/rs)(1 + r/rs)2 , (24)

where the characteristic overdensity, δc, is related to the NFW
concentration parameter, c500 via

δc =
500
c500

c3
500

[ln(1 + c500) − c500/(1 + c500)]
. (25)

In Eq. 24, the scale radius, rs = r500c/c500, is the cluster’s char-
acteristic radius. We use the r500c radius to be consistent with
the SZ measurements which also use this definition. The mass
within a radius of r500c, is given by

M500c ≡ M(r500c) = 500ρc
4π
3

r3
500c . (26)
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Within this model we fit the mass, MWL
500c, and the concentration,

c500, using wide flat priors and take the average cluster redshift
of z = 0.36, which is calculated by weighting the clusters us-
ing the weights defined in Eq. (15). Fitting for the concentration,
rather than assuming a mass-concentration relation which has
been calibrated on dark matter-only simulations, has been shown
to capture the change in the ESD profile due to baryon feedback
which effectively redistributes material from the centre to the
outer regions of the cluster. Debackere et al. (2021) showed that
when assuming a mass-concentration relation, the mass inferred
from weak lensing can be overestimated by 10% at the small-
est scales and underestimated by around 5% at the largest scales
considered in our analysis. Allowing the concentration and mass
to vary removes the bias at large scales and reduces the bias at
small scales to less than 5% for the largest halos, which are most
affected, and to ∼1% for the halos with a mass comparable to
those considered in this work. Thus this approach for mitigating
the impact of baryons is sufficient in decreasing the bias in the
mass estimate. Debackere et al. (2021) demonstrated however
that when performing a cosmological analysis the bias in cos-
mological parameters increases due to a mis-match in the mass
definition when the mass function is obtained from dark matter-
only simulations. As a result the inferred bias cannot be directly
applied as a calibration in a cosmological analysis.

The best-fitting NFW model is shown in Fig. 3, which has
a p-value of 0.81. We only use the range (0.5 < R < 5) Mpc
to avoid any miscentering biases at small scales (see appendix
A), and to avoid including the potentially significant signal from
the large-scale structure at scales greater than 5 Mpc (Applegate
et al. 2014). This upper limit was chosen apriori and the lower
limit was informed by the analysis presented in appendix A al-
though this is consistent with the ranges used in previous cluster
weak lensing analyses. We compute the average weak lensing
mass to be MNFW

500c = (4.9 ± 0.4) × 1014M�.

3.1.2. Halo Model Method

Cluster lensing can be understood within the framework of the
halo model following Seljak (2000); Peacock & Smith (2000);
Cooray & Sheth (2002). The projected surface density is com-
pletely specified by the cluster–dark matter cross correlation,
ξc,dm, which can be computed from a given halo occupation
model,

Σ(R) = 2ρ̄
∫ ∞

R
ξc,dm(r)

r dr
√

r2 − R2
, (27)

where r is the 3D comoving distance r2 = R2 + (χ − χl)2, for
a flat Universe. The cluster–dark matter cross correlation power
spectrum, at a wavenumber k, is given in terms of ξc,dm as

Pc,dm(k) = 4π
∫ ∞

0
ξc,dm(r)

sin(kr)
kr

r2dr . (28)

The power spectrum of the cluster–dark matter cross correlation
can be split into two parts:

Pc,dm(k) = P1h
c,dm(k) + P2h

c,dm(k) , (29)

with the ‘1–halo term’, which includes the non–linear regime at
small scales, and the ‘2–halo term’ which describes the cluster-
ing between halos, which is dominant on large scales.

The ‘1–halo’ term, P1h
c,dm(k), describes the dark matter distri-

bution inside halos hosting clusters. For a single cluster, this is

P1h
c,dm(k) =

1
ρ̄

uc(k|M) , (30)

where uc(k|M) is the Fourier transform of the cluster density pro-
file ρ(r|M), which we assume to be described by an NFW profile.

Since we are measuring a stack of clusters, the ‘1–halo’ term
becomes

P1h
c,dm(k) =

1
ρ̄

∫ ∞

0
P(M)uc(k|M)dM , (31)

where P(M) is the probability that a cluster within an SZ sample
resides in a halo of mass M, which is given

P(M) dM =
〈Nc|M〉

dn(M)
dM

n̄c
dM , (32)

where 〈Nc|M〉 is the average number of clusters in the SZ selec-
tion with a halo of mass M, dn(M)

dM is the halo mass function and
n̄c =

∫
〈Nc|M〉

dn(M)
dM dM is the comoving number density of clus-

ters in the SZ selection. Equation (31) can therefore be re-written
as:

P1h
c,dm(k) =

1
ρ̄n̄c

∫ ∞

0
dM

dn(M)
dM

uc(k|M) 〈Nc|M〉 . (33)

This ‘1–halo’ term is constructed so that mis-centering of clus-
ters can be accounted for in the cluster density profile, via the
uc(k|M) term defined as

uc(k|M) = udm(k|M)(1 − poff + poffe−0.5k2(rs foff )2
) , (34)

where, poff and foff is the probability of mis-centering and the
size of the offset, as fraction of rs, respectively.

The ‘2–halo’ term, denoted by P2h
c,dm(k), describes the cor-

relation between clusters and dark matter particles belonging to
separate haloes, and is given by

P2h
c,dm(k) =

Pdm(k)
ρ̄

∫ ∞

0
P(M)bh(M) dM∫ ∞

0
udm(k|M′)bh(M′)

dn(M′)
dM′

dM′ .

(35)

Here Pdm is the matter power spectrum, which we assume to be
linear, and bh(M) is the halo bias function. The halo bias function
describes how halos of mass M are biased with respect to the
overall dark matter distribution. Using Eq. (32), we can re–write
Eq. (35) as

P2h
c,dm(k) =

Pdm(k)
ρ̄n̄c

∫ ∞

0
〈Nc|M〉b(M)

dn(M)
dM

dM∫ ∞

0
udm(k|M′)b(M′)

dn(M′)
dM′

dM′ . (36)

We adopt the halo bias model from Tinker et al. (2010) and in-
clude an amplitude Ab that multiplies the halo bias as b(M) =
Abbh(M), which we marginalise over in our halo model analy-
sis. For the halo occupation statistics that are required to calcu-
late 〈Nc|M〉, we assume a simple power-law dependence between
halo mass M and MSZ

MSZ = AMβ , (37)
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to calculate the average number of clusters. Given the limited
signal-to-noise ratio of the data we fix the mass-dependent expo-
nent, β, equal to 1, so that we can focus on A, which quantifies
the constant mass bias between the SZ mass and the true mass.
For our sample of clusters, the average number of clusters is then
given by,

〈Nc|M〉 =
1

√
2πσc

∫ ∞

0

S (MSZ)
MSZ

e
[
−(ln(MSZ/M)−ln A)2

2σ2
c

]
dMSZ , (38)

where we have assumed a log-normal scatter, σc, and S (MSZ)
is the SZ-experiment selection function, which can be computed
for a given range in SZ signal-to-noise. We fix the SZ mass scat-
ter to σc = 0.2, firstly because lensing does not constrain this
well and secondly because this is the same scatter taken to cor-
rect the Eddington bias selection effect for the SZ masses derived
for the ACT clusters (Hilton et al. 2021), based on the level of
scatter seen in numerical simulations and dynamical mass mea-
surements. We check that the chosen value for the scatter does
not significantly impact our estimate of (1 − bSZ) by repeating
our analysis with σc = 0.001 and σc = 0.5. Our inferred value
for the mass changes by less than 0.2σ which has a 2% effect on
(1 − bSZ).

In this model we fit for the following set of parameters:
{c, ln A, Ab, poff , foff}. The average halo mass, which is the main
parameter we are interested in, is a derived parameter, given by

MHM
500c ≡ Mh =

1
n̄c

∫
〈Nc|M〉M

dn(M)
dM

dM . (39)

Our halo model framework described above is built from the halo
model modules in the public Core Cosmology Library (Chisari
et al. 2019).

We use Bayesian inference to recover the posterior probabil-
ity distribution of these five parameters using emcee, the MCMC
Python package (Foreman-Mackey et al. 2013). We use wide
flat priors for all parameters (c ∈ [0, 10], ln A ∈ [−5, 5], Ab ∈

[0, 10], poff ∈ [0, 1], foff ∈ [0, 1]) and assume a Gaussian likeli-
hood. We fix the cosmological parameters to Planck Collabora-
tion et al. (2020), which are in excellent agreement with the re-
cent CMB lensing results from ACT (Madhavacheril et al. 2023),
for computing Pdm. Assuming a value for σ8 which has been
determined at a similar redshift to our lensing measurements
is more robust as this is not dependent on assuming structure
growth. We find our results are insensitive to this choice how-
ever, by repeating our analysis assuming cosmological parame-
ters determined from KiDS cosmic shear measurements (Hey-
mans et al. 2021), which are in ∼ 2σ tension with Planck, where
we recover the same estimate of the cluster mass. Furthermore, if
we marginalise over σ8, Ωm and h in our fit we recover the same
value for the inferred mass but our error on the mass increases by
50%. As we have a mis-centering term and a 2-halo term in this
model we use the full range of scales from (0.1 − 10) Mpc. We
check that our mass estimate is robust to the choice of scales in-
cluded in the analysis by re-performing our fits with the limited
range of scales used in the single NFW halo fit, the mass esti-
mate remains the same but the error increases by 20%. The halo
model is evaluated at a median redshift of z = 0.36, calculated
using the same weighting defined in Eq. 15. From our MCMC
sampling analysis, we infer the average weak lensing mass esti-
mate to be MHM

500c = (4.9 ± 0.4) × 1014M�. Our best-fitting halo
model is shown in Fig. 3 and has a p-value of 0.28.

Fig. 4: The ESD profile (∆Σ) as a function of radius R, for each
sub-sample of clusters. The best fit lines are also plotted shown
in red for the single NFW and orange for the halo model.

Article number, page 8 of 12



Robertson & the KiDS and ACT Collaborations et al.: ACT-DR5: Cluster Mass Calibration with KiDS

Table 1: We bin clusters based on their SZ signal-to-noise. The average SZ mass and redshift for a given bin is computed using the
weights defined in Eq. (15).

SZ S/N range no. of clusters MSZ(1014M�) z MNFW(1014M�) (1 − bSZ)NFW MHM(1014M�) (1 − bSZ)HM

5 – 40 157 3.18±0.07 0.36 4.9±0.4 0.64±0.05 4.9±0.4 0.65±0.05
5 – 6 76 2.46±0.08 0.36 3.3±0.5 0.7±0.1 3.3±0.5 0.7±0.1
6 – 7 26 2.9±0.2 0.38 4.0±0.8 0.7±0.2 3.8±0.9 0.7±0.2
7 – 8 15 3.3±0.2 0.33 5.7±1.1 0.6±0.1 5.3±1.2 0.6±0.1
8 – 10 21 3.5±0.2 0.43 6±1 0.6±0.1 4.9±0.9 0.7±0.1

10 – 15 16 4.3±0.3 0.31 8±1 0.6±0.1 7±1 0.6±0.1
15 – 40 3 9±1 0.31 15±5 0.6±0.2 12±4 0.7±0.2

3.2. Splitting the cluster sample

Given our large cluster sample and high signal-to-noise in the
stacked cluster lensing measurement we split our sample to in-
vestigate the dependence of calibration bias on the cluster mass.
As the inferred SZ cluster mass has a large associated uncertainty
we split based on the SZ signal-to-noise, since the SZ signal is
correlated with the cluster mass. The binning is defined in Table
1 with the corresponding number of clusters in each bin, average
SZ inferred mass and average cluster redshift.

We perform both NFW and halo model fits to each signal-
to-noise bin following the same procedure as described for the
total stack of clusters above. The best fit values are reported in
Table 1 for both models. The ESD signals for each bin with cor-
responding best fit models are shown in Fig. 4.

4. Calibration bias: (1 − bSZ)
To compute the mass bias (1− bSZ) we combine estimates of the
SZ inferred cluster masses by taking the weighted average. Here
clusters are weighted in the same way as in the stacked ESD
measurement described in Eq. (15). We estimate the average SZ
inferred mass to be MSZ

500c = (3.18 ± 0.07) × 1014M�.
From our halo model estimate of the weak lensing mass, we

estimate (1 − bSZ) = 0.65 ± 0.05. This is consistent with our es-
timate using a single NFW profile of (1 − bSZ) = 0.64 ± 0.05.
The large deviation of (1 − bSZ) from unity suggests that clus-
ters are not in hydrostatic equilibrium and that baryon feedback
plays an important role; this is consistent with recent results from
kinetic SZ and thermal SZ analyses (for example, Koukoufilip-
pas et al. 2020; Ibitoye et al. 2022). This bias, however, cannot
be solely attributed to the assumption of hydrostatic equilibrium
and is dependent on other assumptions made when estimating
MSZ. In Fig. 5 we show our new estimate together with a compi-
lation of measurements from other data combinations. ACT and
Planck cluster mass estimates can be directly compared since
they are derived from the same SZ-mass scaling relations and
pressure profiles. Our results are consistent with, though gener-
ally lower than, analyses of ACT and Planck clusters in a similar
mass range using weak galaxy lensing data from Hyper Suprime-
Cam (HSC; see Miyatake et al. 2019; Medezinski et al. 2018),
CS82 (Battaglia et al. 2016) and CFHTLenS/RCSLenS (Sereno
et al. 2017). We also find consistency with the analysis of Planck
clusters with CLASH galaxy weak lensing (Penna-Lima et al.
2017) and Planck CMB lensing (Zubeldia & Challinor 2019).
Compared to several of the earlier analyses, shown in Fig. 5, we
have a slight improvement in constraining power which is due to
the larger cluster sample.

Comparing to higher mass Planck cluster analyses, WtG
(von der Linden et al. 2014), CCCP (Hoekstra et al. 2015) and
its more recent re-analysis CCCP/MENeaCS (Herbonnet et al.

2020), our inferred value for the mass bias is up to 3.8σ lower.
Battaglia et al. (2016) demonstrated, however, that adding a cor-
rection for Eddington bias (see section 3.1) applied to the SZ
mass estimates, would lower the value of (1 − bSZ) in both the
WtG and CCCP analysis (see Fig. 7 in Battaglia et al. 2016).
We do apply that correction in this work. In Fig. 5 we show
how our result would change if the correction was not ap-
plied, with the value we estimate for the mass bias increasing
to (1 − bSZ) = 0.74 ± 0.06, which is a shift of 2σ. It appears that
the tension between the value for (1 − bSZ) found in this work
and the recent result from Herbonnet et al. (2020), who found
(1 − bSZ) = 0.84 ± 0.04, can be explained by uncorrected Ed-
dington bias in the latter.

We also find consistency with the mass bias required for
Planck primary CMB cosmology to be consistent with the
Planck clusters counts analysis, which is indicated by the blue
band in Fig. 5. To be able to combine all the measurements
shown in Fig. 5, we would need to account for covariances be-
tween different data sets since some clusters appear in more than
one sample and the difference in the ACT and Planck selection
functions.

By splitting our sample based on SZ detection signal-to-
noise, a quantity correlated with the cluster mass, we investigate
whether the bias is mass dependent. The results are reported in
Table 1 and shown in Fig. 6. We fit a straight line to MSZ against
(1 − bSZ), considering two cases: the first just fitting for the y-
intercept (no mass dependence) and the second fitting for both
the gradient and the y-intercept. We find no evidence for any de-
pendence on mass; with a best fit gradient of 0 ± 0.1. We find
that repeating the fit with a gradient of zero still produces an
excellent fit, a p-value of 0.9, and only improves the p-value at
the sub-percent level when including a mass dependence. Simi-
lar results are obtained using the best fit mass estimates from the
NFW model.

5. Conclusions

We have estimated the masses of a new sample of galaxy clusters
detected using the Atacama Cosmology Telescope. Stacking the
signal from 157 high signal-to-noise clusters, we detect the weak
lensing signal at 25σ significance. We estimate the stacked mass
to be MWL

500c = (4.9±0.4)×1014M�, using an analytical halo model
formalism which accounts for the ACT SZ cluster selection. By
comparing this gravitational lensing estimate of mass to the mass
inferred from the SZ signal itself, we provide a new estimate
of the calibration of the SZ Compton–y parameter mass scaling
relation.

When modelling the cluster lensing signal we adopt two
methods, a simpler NFW and a full halo model. The NFW
method only models the central halo term and we therefore limit
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Fig. 5: The estimated (1 − bSZ) bias parameter from this analysis (ACT SZ-detected clusters calibrated with KiDS weak lensing),
compared to other recent results. Shown on this figure at the lower mass range, the analyses of ACT and Planck clusters using HSC
(Miyatake et al. 2019; Medezinski et al. 2018), ACT/CS82 (Battaglia et al. 2016), CLASH (Penna-Lima et al. 2017), PSZ2LenS
(Sereno et al. 2017), WtG (von der Linden et al. 2014), CCCP (Hoekstra et al. 2015) which has recently been updated to CCCP and
MENeaCS (Herbonnet et al. 2020) and Planck clusters with Planck CMB lensing (Zubeldia & Challinor 2019) analyses. The blue
band indicates the prediction from Planck primary CMB measurements if the ΛCDM model is correct (Planck Collaboration et al.
2020), given the SZ clusters observed by Planck. This value is computed using a Planck Collaboration et al. (2020) primary CMB
best fit cosmology, however using the cosmology derived from ACT DR6 lensing, Madhavacheril et al. (2023), would give the same
result.

Fig. 6: The estimated (1 − bSZ) bias parameter from the total
cluster stack shown in black, and in red for six individual SZ
signal-to-noise bins. These values are reported in Table 1. The
blue band indicates the prediction from Planck primary CMB
measurements if the ΛCDM model is correct (Planck Collabora-
tion et al. 2020), given the SZ clusters observed by Planck.

the scales used for this fit to avoid mis-centering at small scales
and large-scale structure at scales greater than 5 Mpc. The halo
model method assumes an NFW profile for the central halo,

however it also accounts for line-of-sight lensing, the ACT se-
lection function and mis-centering. Both mass estimates are con-
sistent within 1σ of each other and have comparable constrain-
ing power, which may be initially surprising. This shows that
even though we are able to include more data at large and small
scales in the halo model fit, the uncertainty on centroiding and
the large-scale structure means these extra scales do not help to
constrain the mass. The comparable constraining power of these
two methods reinforces that our scale cuts for the NFW model
fit are correctly defined.

We find our estimate of the mass calibration bias to be con-
sistent, given the statistical uncertainty, with estimates made us-
ing other contemporary weak lensing surveys including HSC.
This measurement does not indicate a departure from the pre-
dicted value of the mass bias from Planck primary CMB mea-
surements if the ΛCDM model is correct (Planck Collaboration
et al. 2020), given the SZ clusters observed by Planck. Addition-
ally, we find no tension with estimates of the mass bias from a
higher mass sample if we do not account for Eddington bias, as
first demonstrated in Battaglia et al. (2016).

From splitting our sample based on SZ detection signal-to-
noise, which is correlated with the cluster mass, we investigated
if the bias has a dependence on mass. Within the statistical un-
certainty of our measurements we found no evidence of any de-
pendence on mass which is consistent with the results presented
in Herbonnet et al. (2020).
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Fig. A.1: Tests of mis-centering: comparison of the ESD mea-
sured around the peak in the SZ emission and the BCG. The
ratio between the BCG and SZ centred signal averaged R > 0.5
is unity.

Appendix A: Mis-centering of Clusters

The mis-centering of clusters has been reported as one of the
largest biases when estimating the cluster mass from weak grav-
itational lensing (e.g. Sommer et al. 2022; Ford et al. 2015). If
the true cluster centre has not been identified then the amplitude
of the ESD will be reduced at small radii, corresponding to a
lower mass estimate for the cluster.

We consider two different cluster centre definitions: the peak
of the SZ emission and the Brightest Cluster Galaxy (BCG),
which has been shown to be the best tracer of the cluster cen-
tre (George et al. 2012). The SZ centre is not expected to trace
the centre accurately since it is limited by the size of the beam
which is 1.4 arcmin for ACT; this corresponds to R = 0.09 Mpc
for zl = 0.1 and R = 0.62 Mpc for zl = 0.9. We also anticipate
that most clusters are not relaxed and therefore the gas is not
expected to trace the centre of the dark matter halo.

We find the BCG for each cluster by selecting KiDS galax-
ies found inside a cylinder, centred on the SZ peak, with a length
|zB− zl| = 2×0.04(1+ zl), where zB is the photometric redshift of
a KiDS galaxy, and a diameter 2 × 1.4 arcmin. The length of the
cylinder is defined to be twice the length of the uncertainty on
the photometric redshift of the KiDS galaxies, and the diameter
is defined based on the size of the ACT beam. From these galax-
ies the brightest one is chosen. We then confirm the BCG loca-
tions by visual inspection, using public imaging from KiDS, the
Dark Energy Camera Legacy Survey and Hyper Suprime-Cam.
We note that for some clusters (for example one of the most mas-
sive clusters in our sample, Abell 2744/ACT-CL J0014.3−3022)
that are undergoing merging and therefore far from being in a
virialised state, it is difficult assign an appropriate centre.

Measuring the ESD around both these centre candidates, we
find at small radii the ESD measured around the BCG has a
higher amplitude than measured around the SZ centre, which
agrees with our expectation – this is shown in Fig. A.1. The ratio
between the BCG and SZ centred signal averaged R > 0.5Mpc
is unity, compared to the signal ratio of ∼ 5 when averaged
R < 0.5Mpc.
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