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Conclusions from this thesis

In a world witnessing a rising prevalence of  cancer, personalized oncology stands out 
as a beacon of  hope for more effective and safer treatments1. Unfortunately, successful 
personalized targeted therapies are currently reaching too few patients, and the drug 
discovery pipeline is costly and slow2. Computational tools are crucial to accelerate the 
rate at which novel drugs make it to the market3. Applied to personalized oncology, they 
can be a key instrument to expand beyond the state-of-the-art anticancer protein targets, 
but also to pinpoint druggable genetic alterations and screen large molecular libraries in 
order to find the needle in the haystack4. 

Computational statistical analyses have proven successful in the past as a means to in-
vestigate large amounts of  omics data that have led to the prioritization of  the currently 
targeted anticancer proteins5–7. Other computational drug discovery strategies have been 
implemented for these and related proteins to assist the drug discovery pipeline, as high-
lighted in Chapter 2. Currently, these methods lack evaluation on understudied protein 
families in cancer research. However, this is precisely where they could contribute to 
expanding the pool of  anticancer targets, thus increasing patient eligibility. Therefore, in 
this thesis, the computational efforts were focused on the development of  pipelines that 
can be applied to prioritize anticancer targets from underexplored families. In particular, 
the focus lay on membrane proteins such as GPCRs and SLCs, which in Chapter 3 I 
highlight as potential targets for anticancer therapies with clear experimental hurdles. 

Through the work developed in this thesis, I demonstrated that back-to-back compu-
tational pipelines can be designed to accelerate the development of  personalized treat-
ments targeting membrane proteins. Firstly, targets of  a particular family can be pri-
oritized based on somatic mutation enrichment in cancer patients across functionally 
relevant motifs, as was done in Chapter 5 for GPCRs. Secondly, the effect of  cancer-re-
lated mutations on prioritized targets can be studied to assess their druggability with 
structure-based (SB) methods, as was showcased in Chapter 6 for glutamate transporter 
EAAT1 and in the literature for GPCRs8,9. Finally, a selection of  prioritized mutants that 
show differential dynamic effects compared to the wild-type version of  the protein can 
be screened against a large virtual library of  candidate drugs. To this end, I proposed 
the development of  mutant-aware virtual screening methods, as shown in Chapter 7 for 
protein descriptors that maximize the dynamic differences in mutant targets to achieve 
potent and selective targeted therapies. Yet, these applications encountered a multitude 
of  challenges that combined the inherent hurdles of  computational drug discovery 
methods with those of  cancer and membrane protein research. 

One of  the main challenges in computational drug discovery is data availability. Data-
driven approaches such as machine learning (ML) and other statistical methods are high-
ly dependent on data quantity and quality. SB methods are dependent on the availability 
of  resolved protein structures3. The additional focus on membrane proteins provides 
an extra strain on data availability, as I hypothesized in Chapter 3 for all types of  data 
and confirmed in Chapter 4 for mutant bioactivity data. In Chapter 4 it was observed 
that established anticancer targets, such as EGFR and BRAF, harbor the most mutant 
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bioactivity data in ChEMBL and that this data concentrates on a few clinically relevant 
variants. In turn, this meant that models to predict mutant bioactivity data were only 
predictable for known targets. Indeed, the very limited availability of  mutant bioactivity 
data for GPCRs did not allow the construction of  mutant PCM models in Chapter 7, 
thus confirming the negative effect of  this bias. In contrast, there are many bioactivity 
models in the literature for established anticancer targets10,11. Structural data availability 
also played a big role in this chapter, where the GPCRs analyzed were selected based 
on the availability of  pre-computed molecular dynamics (MD) simulations on an open-
source database12. Moreover, the availability of  structural data is a limiting factor in all 
steps where SB methods are used, such as in Chapter 6. In some cases, however, the lack 
of  one type of  data can be compensated by another for the same protein due to the high 
correlation between data types, for example, different omics and imaging data13. To this 
end, knowledge graphs are good representations to maximize the use of  heterogeneous 
data14, which can be deployed in protein families where several members are known 
anticancer targets, as demonstrated in Chapter 8 for RTKs. 

It is crucial not only to recognize the importance of  data but also to ensure its acces-
sibility and reusability within the community15. Promisingly, there is a commendable 
initiative within the scientific community to develop open-source databases and datasets 
for cancer research and drug discovery that facilitate easy exploration, both manually 
and computationally16–19. As a bonus point, even if  created for other purposes, these da-
tabases can be repurposed for anticancer research. For example, in Chapter 7 I was able 
to reuse mutagenesis data and compute mutant MD simulations from publicly available 
resources for GPCRs12,20. Tools based on AlphaFold have been developed for similar 
applications, but they lack expert knowledge on particular protein families21. Therefore, 
it is advantageous if  the protein family under investigation has been studied for thera-
peutic purposes other than cancer research. This ensures the availability of  open-source 
resources, as seen with GPCRs in comparison to SLCs. Recognizing the importance of  
open data, I contributed two datasets to the community to further facilitate personalized 
oncology research. Firstly, in Chapter 4 I developed a mutant-aware dataset extracted 
from ChEMBL and Papyrus ready for bioactivity modeling. Of  note, the pipeline em-
ployed to develop this dataset will be integrated into ChEMBL to improve the database’s 
variant annotation pipeline in the future. Secondly, a GDC database SQL implementa-
tion was developed in Chapter 5 and used in all chapters of  this thesis. This SQL dataset 
was crucial for computational multi-omics analysis of  combined cancer projects in this 
thesis. The community has also taken note of  its importance, with over 820 dataset 
downloads at the time of  writing since its publication in October 2021.

Given the high complexity of  cancer, the combination of  data-driven and structural 
approaches is a promising strategy to cover as many disease-related factors as possible, 
as I summarized in Chapter 2. However, this combination introduces its own set of  
additional challenges. It is important to keep in mind that errors are inevitable in com-
putational drug discovery, both related to data and methodologies22,23. Therefore, while 
stacking multiple computational methods can be beneficial, it introduces a distinct risk 
of  accumulating uncertainties. This concern potentially surfaced in Chapter 7, where I 
devised MD-based protein descriptors for modeling applications, termed 3DDPDs. The 
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MD-based descriptors outperformed all other protein descriptors they were compared 
to, particularly in more challenging validation strategies. However, the outcomes derived 
from MD simulations, notably, exhibit a high degree of  stochasticity, as evidenced in 
Chapter 6 for multiple replicates for EAAT1. Consequently, the incorporation of  un-
certainty measures or replicates becomes highly pertinent, which was not implemented 
in Chapter 7. Therefore, it is crucial to subject these combined approaches to testing 
in diverse scenarios and to institute a rigorous validation process, encompassing bench-
mark strategies and estimations for predicting uncertainties24,25. Although the fully inte-
grated AI-structural pipelines, as exemplified in Chapter 7, hold significant promise, the 
sequential pipelines possess the advantage of  validation at different stages thus reducing 
the risk of  uncertainty accumulation. 

The interpretability of  models is pivotal for the incorporation of  computational ap-
proaches into the drug discovery and clinical pipeline. Models perceived as “black box-
es” that produce valuable results that cannot be linked back to the underlying data are 
not well received by clinical practitioners26. While SB methods are highly interpretable, 
ML models have higher risks of  becoming “black boxes”. In Chapter 7, I address this 
challenge by crafting dynamic descriptors that can be traced back to specific amino acids 
in the structure of  the protein. Consequently, if  certain features from these descriptors 
emerge as crucial for the model, it allows us to hypothesize that variations in protein 
dynamics at these specific locations contribute to differences in bioactivity. However, in 
terms of  interpretability, knowledge graphs are considered one of  the most comprehen-
sive computational approaches27, as the one described in Chapter 8. In this framework, 
all the links between data types are defined, enabling the users to navigate and identify 
the most relevant connections. Integrating “black box” deep learning algorithms on top 
of  the graph, which extract predicted links or significant nodes, still provides the users 
with the graph itself  for reference, aiding in understanding the rationale behind the 
established connections. These reasons explain the current and future extensive applica-
bility of  knowledge graphs in the context of  (oncological) drug discovery28–31.

On top of  being interpretable, the outcomes generated from the computational pipe-
line should consistently align with clinical relevance. Specifically, potential anticancer 
targets and genetic alterations ought to apply to a sufficiently substantial subpopulation, 
warranting further investigation toward clinical candidacy32. However, it is difficult to 
fully assess this relevance. For example, in Chapter 6 and Chapter 7, I selected several 
mutations present in cancer patients in EAAT1 and GPCRs, respectively, for analysis. I 
compared these mutations to natural variance to confirm that they are cancer-specific. 
Nevertheless, these mutations occurred only in one or two patients across various cancer 
types (pan-cancer). To provide context, mutations associated with approved antican-
cer-targeted therapies, such as EGFR L858R or BRAF V600E, are observed in a higher 
number of  patients in the GDC dataset - specifically 56 and 621, respectively33. As an 
additional filtering step, several models could be added to the pipeline to test a priori 
the potential pathogenicity of  specific missense mutations34. However, even mutations 
with a low frequency that are not necessarily cancer drivers can confer an advantage 
for survival or selectivity in anticancer therapies35–37. Similarly, low-frequency mutations 
in conserved positions across protein families as identified in Chapter 5 for GPCRs 
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could be proposed as therapeutical targets for poly-pharmacological interventions38. 
Furthermore, these mutations may be linked to differential expression or other (epi)ge-
netic alterations, rendering them promising targets for further investigation39,40. Finally, it 
is essential to recognize the significance of  methods, such as the ones I have developed 
in this thesis, due to their broad flexibility and thus applicability. These methods lay the 
groundwork for assessing membrane protein somatic mutations that may be deemed of  
higher clinical relevance in the future.

The road to clinical relevance is paved by reproducibility and experimental validation. 
While computational approaches play a key role in generating hypotheses to enhance 
the success rate throughout the pipeline, experimental testing is indispensable for their 
validation41,42. Indeed, progress in cancer biology and medicinal chemistry is equally sig-
nificant alongside advancements in computational drug discovery. This synergy is crucial 
for enabling personalized oncology, emphasizing the substantial collaboration among 
these three domains4. I exemplified this synergy in Chapter 6, where a combined in 
silico and in vitro approach was used to evaluate the effect of  cancer-related mutations in 
the EAAT1 glutamate transporter. It is important to realize, though, that one biologi-
cal experiment is not always enough due to the high complexity of  the systems being 
analyzed43. In this sense, the computational pipelines themselves can be modified to 
prioritize targets with a better chance to be further validated computationally or ex-
perimentally in one or several experiments, as it was demonstrated in Chapter 5. Here, 
multi-objective optimization was used to highlight GPCRs as potential anticancer targets 
based on a high enrichment of  mutations in functionally relevant conserved domains 
in cancer patients compared to natural variance. However, the optimization algorithm 
allowed the introduction of  additional practical objectives that helped bring forward 
GPCRs with better chances to be followed up experimentally based on the availability 
of  in-house assays.

As a final note, the methods presented in this thesis were developed with the aim of  
broad applicability across various targets and protein families. However, substantial op-
timization is essential to achieve true target-agnostic capability. As previously discussed, 
certain protein families may currently lack sufficient data for implementing specific steps 
outlined in this thesis. Nevertheless, it is vital to recognize these challenges while being 
mindful of  the potential for expansion and improvement. 

Future perspectives

The dedication of  the scientific community to progress towards improved anticancer 
therapies is evident, as reflected by the majority of  approved drugs over the past de-
cade consistently being targeted anticancer therapies44–46. What is even more important, 
governments and funding organizations recognize the massive burden of  cancer in our 
society and are putting strategies in place to fight it. In the USA, the Cancer Moonshot 
program was launched in 201647, and the European Union announced Europe’s Beating 
Cancer Plan in 202148. Increased funding holds the potential for significant impact. 
Promisingly, the main challenges highlighted in this thesis are expected to be addressed 
in the coming years due to the growing availability of  data and enhanced computational 
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capabilities3, which will precipitate broader applicability and expansion to understudied 
protein families. Nevertheless, the impracticality of  exploring every potential target and 
mutation in the genome remains, as it could clutter scientific literature and dilute the 
impact of  individual applications. Hence, a clear and focused approach is essential.

The COVID-19 pandemic has demonstrated the remarkable achievements possible 
when the scientific community collaborates towards a shared goal49. Similarly, the cancer 
pandemic deserves a unified effort. In this context, international bodies could play a 
pivotal role by assigning quotas to pharmaceutical companies and academic institutions, 
ensuring a coordinated and complementary allocation of  resources towards cancer re-
search. Although such distribution would not be short of  challenges regarding funding 
and IP ownership50, it could lead to a significant impact. Private-public funding will 
kickstart in the short term higher accessibility to personalized therapy clinical trials32. 
In the long term, a better understanding of  the disease will lead to more accurate treat-
ment plans that will reduce the immense economic burden of  cancer, estimated to be 
100 billion € annually in the EU48,51. Subsequently, the cost reduction resulting from 
improved personalized oncology treatments will offset the additional expenses incurred 
in research. I propose that computational tools will play a crucial role in defining and 
streamlining the various steps required for accelerated and impactful outcomes. These 
computational pipelines should particularly focus on: 

1.	 Design and implementation of machine-readable open-source cancer 
databases 

Whole Genome Sequencing (WGS) projects such as The Cancer Genome Atlas 
(TCGA)52, The Pan-Cancer Analysis of  Whole Genomes (PCAWG)53, and more 
recently The International Cancer Genome Consortium (ICGC)54 and the 100,000 
Cancer Genomes project19, play a pivotal role in analyzing the heterogeneity and 
complexity of  cancer. Raw sequencing data from these projects is often available for 
download from data repositories. Additionally, many of  these projects have devel-
oped intuitive web-based interfaces that allow exploration of  the analyzed results. 
However, bulk downloads of  analyzed results – e.g. somatic mutations, differentially 
expressed genes/proteins – are rarely available. Furthermore, the data is dispersed 
across various data portals, leading to considerable variations in analysis pipelines 
and the format of  the contained data. As a consequence, these limitations impose 
constraints on the possibility of  performing analyses across the totality of  the data 
accumulated across patients and data types, making it accessible primarily to bioin-
formatics experts or limiting it to the scope of  very focused and smaller datasets. In 
this context, the development of  centralized computational pipelines could ensure 
consistency in multi-omics data processing and analysis. These efforts could be sup-
ported by the use of  large language models, such as ChatGPT, which are already 
showing potential in biological applications55,56. Furthermore, the use of  central-
ized data collection and relational database storage systems as the one presented 
in Chapter 5 would facilitate data collection across hospitals and data sharing and 
reusability among researchers. 
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2.	 Identification of key biomarkers for diagnosis and personalized treatment

Expanding on the work of  this thesis, I anticipate that the holistic analysis of  
multi-omics, bioactivity, and structural data will be key to pinpointing the biomark-
ers that define subpopulations of  cancer patients and the targets that make good 
candidates for diagnosis and selective targeting. Knowledge-based approaches as 
presented in Chapter 8 expanded to all protein families, like canSAR.ai (more fo-
cused on protein-ligand interaction)57, or BOCK (more focused on multi-omics 
information)28, are a good starting point. A gold standard model would integrate 
multi-omics data with clinical biomarkers and protein-ligand interaction, as it has 
already been proposed for non-oncological personalized medicine58. To amplify the 
impact of  the results, these analyses should be seamlessly integrated with experi-
mental validation. Access to experimental methods that are cost-effective and eas-
ier to set up should be facilitated across computational labs. This would enhance 
high-throughput screening, allowing for the assessment of  model accuracy before 
engaging in virtual screening of  a subset of  compounds. Promising approaches to 
this end are platforms that allow the automation of  chemical synthesis and testing59. 
On top of  assessing prediction accuracy, the implementation of  these platforms 
would allow scientists to engage in active learning, which can be used in computa-
tional drug discovery to better screen the chemical space of  interest60. 

3.	 Prediction of optimal treatment strategies

The high cost and personal burden associated with cancer largely stem from the 
challenging decision-making process for determining the optimal treatment strate-
gy. Oncologists face difficult choices when devising a treatment plan, often requir-
ing multiple rounds of  treatment before identifying an effective course of  action61. 
Computational approaches have the potential to provide significant benefits by in-
tegrating all clinical data associated with biomarkers that need testing in a patient. 
A program based on holistic analyses, taking the patient’s omics data as input, can 
serve as a valuable tool for streamlining and enhancing the decision-making pro-
cess in clinical settings. PANACEA62 and PanDrugs63,64 are examples recently de-
veloped in this direction. The former employs a knowledge graph coupled with a 
distance-based method to prioritize treatments based only on genomic data. The 
latter uses a double-scoring scheme, where both a drug score and a gene score are 
calculated based on the patient’s multi-omics data input. Future implementations 
should aim to merge features from both approaches, incorporating multi-omics data 
and adopting a more holistic perspective to address the problem comprehensively. 
This approach would consider all potential treatment options, not only targeted 
small molecules but also innovative approaches such as cancer vaccines and immu-
notherapy – where membrane proteins such as GPCRs already play a crucial role65. 
Finally, these analyses should also extend to the design of  clinical trials to ensure 
efficient patient treatment and optimize the likelihood of  novel drug approval32.
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4.	 Prioritization of the main research gaps

Ultimately, the centralized and organized storage of  cancer-related data, as pro-
posed in (1), would not only streamline the identification of  potential biomarkers, 
targets (2), and treatment strategies (3). The analysis of  these datasets could also 
be coupled with uncertainty estimates to precisely identify research areas where 
projects and data generation should be prioritized66. In order for this system to be 
implemented in the future, several challenges would need to be addressed. One of  
the primary concerns to address will be the reduction of  inequality, focusing on 
ensuring universal accessibility. It is crucial not only to make these advancements 
accessible to everyone but equally important not to overlook patients in small sub-
populations. These considerations must be integrated at both the data collection 
and computational model-building levels67. Additionally, building trust in the cen-
tralized storage of  data, implementing proper blinding of  the data for research68, 
and enhancing trust among clinical practitioners in computational applications will 
be significant challenges69. Several discussions will be required to determine ap-
propriate centralization systems at different levels that comply with patient privacy 
standards. In this regard, global systems are likely to present more complications 
compared to national or supranational entities with established shared policies and 
funding mechanisms, like the European Union. Hopefully, governing entities will be 
able to recognize the importance of  the problem at hand and set differences aside 
to work together towards a common goal.  

Final remarks

This thesis emphasizes the importance of  using AI and structure-based methods to 
efficiently explore novel personalized oncology treatments with increased efficacy and 
decreased side effects. This is done by defining three levels where anticancer targets, 
genetic alterations, and potential drugs are prioritized, respectively. The methods out-
lined in this thesis were developed with a focus on membrane proteins as a proxy for 
underexplored proteins in cancer research but with the goal of  being broadly applicable 
across different targets and protein families. While tailoring each new application to its 
specific requirements is necessary, having a diverse range of  approaches to choose from 
enhances the likelihood of  developing the most suitable pipeline. This is vital in the 
quest to find effective and safe medicines for all cancer patients.
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