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Introduction

Proteins are complex biological units that constitute the basis for cellular function. As 
such, studying their structure and interaction with the environment is a key aspect of  
preclinical drug discovery1. In computational drug discovery, the information encoded 
in proteins can be extracted and leveraged for several applications using machine learn-
ing2. These include, among others, target identification3, computational mutagenesis4, 
protein-protein interaction studies5,6, and small molecule-target binding affinity predic-
tion7,8. The latter, also referred to as bioactivity proteochemometric modeling (PCM), is 
an extension of  the widely employed quantitative structure-activity relationship (QSAR) 
models enriched with protein descriptors7. 

Several types of  protein descriptors are available for PCM modeling and similar appli-
cations7–9. These can be broadly classified between sequence-based and structure-based 
descriptors. Descriptors derived from the protein sequence include discrete features cal-
culated per residue (one-hot encoding)10 or protein11 capturing physicochemical prop-
erties or amino acid composition. Additionally, deep learning applications of  natural 
language processing have prompted the generation of  protein embeddings from se-
quences12. Structure-based descriptors can be derived from molecular graphs or the pro-
tein 3D structure by measuring connectivity, distances, and physicochemical properties 
among others8,9. Moreover, ligand-protein interaction fingerprints can be derived from 
protein structures in complex with small molecules13 or from combinations of  ligand 
and protein descriptors14.  

While the goal of  protein descriptors is to capture the full complexity of  the protein, 
they largely fail to depict protein dynamism. At physiological temperatures, proteins 
exist in an equilibrium of  structural conformations, which can be studied experimen-
tally or simulated with Molecular Dynamics (MD)15. Changes in metabolite or ligand 
concentrations, as well as mutations and other structural alterations, can impact protein 
dynamics15,16. These, in turn, directly influence protein function and interactions15,17. The 
inclusion of  dynamic information in protein descriptors could therefore increase perfor-
mance in some of  the machine learning applications listed above. Positive effects have 
already been reported in target and functional site identification18, but this potential is yet 
to be explored in PCM bioactivity modeling. 

G protein-coupled receptors (GPCRs) have extensively been explored as targets in bio-
activity prediction, including PCM, due to their biological and therapeutic relevance19,20. 
GPCRs as a family share a highly conserved structure with seven transmembrane (TM) 
domains that exists in a dynamic equilibrium between active and inactive conforma-
tions21,22. In the last decades, the scientific community has seen an increasing interest in 
the dynamic aspects of  GPCRs, resulting in community efforts such as the GPCRmd 
database, where curated GPCR MD simulations are publicly available23. Simultaneously, 
GPCR research in the context of  oncological therapies is gaining momentum as ex-
plored in Chapter 524, with several in vitro studies showing how cancer-related somat-
ic mutations affect receptor function and/or pharmacological intervention25–27. Some 
of  the physiological effects observed in mutants have been associated with changes in 
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receptor dynamics thanks to MD simulations28. 

Here, 3D dynamic protein descriptors (3DDPDs) were developed leveraging atom coor-
dinates and partial charges from publicly available single replicate MD simulations from 
GPCRmd. Two descriptor architectures were explored: embedding-like (protein specific 
– ps3DDPD), and one-hot encodings (residue specific – rs3DDPD). The performance 
in PCM GPCR bioactivity prediction of  these novel protein descriptors was bench-
marked against and in combination with a panel of  state-of-the-art protein descriptors. 
Finally, the ability of  our 3DDPDs to capture dynamic changes driven by (cancer-relat-
ed) somatic point mutations in GPCRs was tested. These results highlight 3DDPDs as a 
stepping stone for further research on protein descriptors used for predicting drug-tar-
get interactions based on protein dynamics.  

Results

3DDPDs generation and optimization

3D dynamic protein descriptors (3DDPDs) were designed to capture the dynamic be-
havior of  proteins in MD simulations. For this purpose, atomic coordinates were first 
extracted from the MD trajectories, and their variability over a certain number of  frames 
calculated. As proof  of  concept, 3DDPDs were conceived for single MD trajectory rep-
licates in this work. In order to account not only for the position but also for the type of  
atoms in the protein, atomic partial charges were computed. Next, two strategies were 
developed to condense the dense atomic information into protein descriptors (Figure 
7.1). These strategies correspond to the two types of  3DDPDs envisioned. The resi-
due-specific (rs)3DDPD is closer to classical one-hot encoded protein descriptors and 
defines each residue in the protein with a fixed number of  features. The rs3DDPD was 
designed to capture the differences across different sections of  the target. The second 
type, protein-specific (ps)3DDPD, is closer to whole sequence protein embeddings and 
was designed to capture the differences between targets in a set. Consequently, atomic 
data were aggregated per target for rs3DDPDs and for all targets for ps3DDPDs and 
its dimensionality was reduced via principal component analysis (PCA). Several principal 
components (PCs) for each atom were selected and, in the case of  rs3DDPDs, grouped 
per residue. A second dimensionality reduction step was applied to residue data and 
the selected PCs were placed in their matching sections corresponding to a multiple 
sequence alignment (MSA) of  the targets of  interest. For ps3DDPDs, the PCs selected 
per atom were grouped per target, resulting in the final descriptor.  

The 3DDPD generation strategy described above was optimized by comparing the de-
scriptors’ performance on PCM modeling tasks. GPCRs were selected as the protein 
family for this case study given the availability of  a large number of  MD trajectories 
freely in the GPCRmd database23. Particularly, the focus laid on Class A GPCR apo 
structures in the inactive or intermediate conformations, more broadly represented at 
the time of  the analysis. The PCM dataset contained 26 GPCRs with available MD tra-
jectories in GPCRmd and high-quality data in the Papyrus bioactivity dataset29, in total 
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38,701 datapoints. Although two data split strategies (i.e. random and temporal) were 
applied in both regression and classification PCM tasks, the optimization strategy was 
driven mostly by the results in the most demanding task, regression with a temporal split. 
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Figure 7.1. 3D dynamic descriptor (3DDPD) generation overview. First, a selection of residues and at-
oms is made. XYZ coordinates are collected for the selected atoms over all frames of the trajectory. The 
full simulation ranging from 0 to 500 ns is divided into sub-trajectories and atomic coordinate statis-
tics (average, SD, and median) are computed for each of them. Two routes are possible from this point 
to generate either one-hot encoded residue-specific rs3DDPDs or embedding-like protein-specific 
ps3DDPDs. Respectively, atomic data is grouped and standardized either per target or for all targets 
and PCA is computed. A number of PCs for each atom are then selected and, in the case of rs3DDPDs, 
grouped per residue by calculating the average and SD. A second dimensionality reduction step is ap-
plied to residue data and the selected n number of PCs are mapped to their corresponding positions in 
an MSA of the targets of interest. This results in a vector rs3DDPD of length n * L, where L is the length of 
the protein or the MSA. For ps3DDPDs, the m number of PCs selected per atom are grouped per target 
by calculating average, median, and SD, therefore resulting in the final vector descriptor of length m * 3. 

First, the “dynamic” properties derived from atomic coordinates were optimized. Here, 
the use of  mean, median, and standard deviation from the mean (SD) or just the SD, 
representing the “rigidity” of  each atomic coordinate was benchmarked. For rs3DDPDs, 
using SD resulted in better performance (Figure 7.2a), contrary to ps3DDPDs (Figure 
7.2b). The number of  frames included in each trajectory split was also optimized, where 
100 or 500 frames yielded similarly better results (Figure 7.2a), so 100 frames were 
selected further. The variance explained by the selected number of  PCs on atom data 
was optimized and set at 95% for both rs3DDPDs and ps3DDPDs (Figure 7.2b), and 
similarly, the number of  PCs on residue data was optimized and set to 5 not to explode 
the number of  features (Figure 7.2a). 

Furthermore, the inclusion of  atomic data from all heavy atoms or non-carbon at-
oms only was tested. The former option was significantly better for both rs3DDPDs 
(Figure 7.2a) and ps3DDPDs. Finally, residue selection strategies were tested to focus 
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the 3DDPDs on the protein binding site (Figure 7.2c). These selections were based 
on structural-driven MSAs at different protein family levels, starting from the full se-
quence, then the binding pocket of  class A GPCRs, then specific GPCR families, such 
as nucleotide receptors, then GPCR subfamilies, such as adenosine receptors, and finally, 
target-specific binding pocket such as the adenosine A1 receptor. To ensure a consistent 
number of  features per descriptor, in rs3DDPDs only the first two options could be 
tested, where the class A binding pocket performed significantly worse than the full se-
quence (Figure 7.2a). In ps3DDPDs all selection methods performed similarly except 
for the family and target pockets, which performed significantly worse (Figure 7.2b). 

Full sequence

GPCRdb class 
(Class A)

GPCRdb family
(Nucleotide)

GPCRdb subfamily 
(Adenosine)

Target
(Adenosine A1)

a c

b

Figure 7.2. Optimization of the 3DDPD generation strategy. Ten PCM regression tasks with temporal 
split were trained with each variation of the 3DDPDs to select the optimal parameters. Pairwise differ-
ences were analyzed by their statistical significance in a Student’s T test, represented by asterisks in 
(a,b):. * = p-value < 0.05; ** = p-value < 0.01; *** = p-value < 0.001. a) rs3DDPDs were optimized by testing 
different options for trajectory data (i.e. choices of statistical metrics for sub-trajectory grouped coor-
dinate atomic data: “coordinate” includes all, “rigidity” only SD), number of frames in the sub-trajectory 
frame splits, number of PCs from the residue PCA, atom selection (i.e. all heavy atoms or “minus C”: 
non-carbon), and residue selection (i.e. full sequence or class A GPCRdb-annotated binding pocket). b) 
ps3DDPDs were optimized based on trajectory data, variance covered by the selected number of atom 
PCA components, atom selection, and residue selection. c) Residue selection options exemplified on 
the structure of adenosine A1 receptor PDB 5UEN. In orange, the residues that would be selected by 
each of the five possible definitions of a structural-driven binding pocket selection approach: full se-
quence, class A, family, subfamily, and target. 
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The optimized rs3DDPD included “Rigidity” coordinate data calculated from 100-frame 
splits, where all atomic data was included for all residues in the protein sequence. In the 
atomic PCA, 95% of  the variability was kept and 5 PCs in the residue PCA. This resulted 
in a vector of  3,785 features for the class A GPCRdb MSA used, of  length 757. The 
optimized ps3DDPD included all coordinate data statistics calculated from 100-frame 
splits, where all atomic data was included for all residues in the protein sequence, and 
95% of  the variability was kept in the atomic PCA. This resulted in a vector of  30 
features. 

3DDPDs reflect the GPCR dynamic fluctuations 

From the publicly available MD database for GPCRs, GPCRmd, a subset of  26 tra-
jectories for class A GPCRs with sufficient bioactivity data for PCM modeling was se-
lected, as described in the Materials and Methods section. Apo inactive conformations 
were selected to avoid bias towards a specific ligand-triggering activation mode. The 
targets selected covered 17 subfamilies within four class A families: aminergic, lipid, nu-
cleotide, and peptide receptors. The analysis of  the MD trajectories showed similarities 
between dynamic behaviors but also differences that can be potentially captured and 
exploited using 3DDPDs. Such differences can be better observed by aligning the Root 
Mean Square Fluctuation (RMSF) values to a GPCR class A MSA (Figure 7.3a and 
Supplementary Figure 7.1). Across GPCRs, there is a shared pattern of  reduced mo-
bility in the TM domains compared to extracellular (ECL) and intracellular (ICL) loops 
or N- and C-terminus. However, deviations from this pattern are common when com-
paring i) members of  different families (e.g. adrenergic 5-hydroxytryptamine receptor 1B 
(5HT1B) and nucleotide adenosine A1 receptor (AA1R) in their overall dynamic behav-
ior), ii) members of  the same family but different subfamilies (e.g. nucleotide receptors 
adenosine A2A (AA2AR) and P2Y purinoceptor 1 (P2RY1) in TM2, ICL2, ECL2, ICL3, 
and C-terminus), or iii) even members of  the same subfamily (e.g. 5-hydroxytryptamine 
receptors 5HT1B and 2B (5HT2B) in N-terminus, TM3, TM4, ECL2, ICL3, and ECL3). 
Importantly, the main dynamic patterns described above were highly conserved for the 
three different replicates of  the same system available on GPCRmd (Supplementary 
Figure 7.2), suggesting that the omission of  MD replicates in the current 3DDPD 
pipeline did not have a major impact on the results presented here.

The observed similarities and differences in dynamic behaviors between GPCRs were 
effectively captured by the optimized rs3DDPDs (Figure 7.3b and Supplementary 
Figure 7.3) and ps3DDPDs (Figure 7.3c and Supplementary Figure 7.4). In the 
translation from RMSF to rs3DDPD and ps3DDPD, positive and negative values ap-
peared that represented inter- and intra-target variability, respectively. While rs3DDPDs 
reflected the dynamic fluctuations on a residue level that resembled more closely the 
RMSF pattern itself, ps3DDPDs showed a more generalized embedding of  each protein 
dynamics compared to all the targets in the set thus enhancing the differences among 
targets. Of  note, rs3DDPDs did not represent merely a transform of  the RMSF values, 
as exemplified for the positions corresponding to the N-terminus and TM1 in P2RY1 
and P2RY12 (Figure 7.3a,b). This suggests that information other than the atom 
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coordinate variability, such as the type of  atoms and residues encoded by partial charges, 
was picked up by the 3DDPDs. In part, such an effect was likely possible thanks to the 
dimensionality reduction process that introduced several opportunities to exploit atomic 
and residue similarities and differences as opposed to the RMSF calculation. 

������������������������������������

a cb rs3DDPD ps3DDPDRMSF (replicate 1)

Figure 7.3. Representation of the GPCRs dynamic behavior by 3DDPDs. a) Dynamic fluctuations of the 
residues of six GPCRs from the set, represented by their RMSF (Å). The RMSF values are mapped to their 
corresponding positions in the MSA later used for rs3DDPD and non-dynamic descriptor calculation, for 
easier visualization. The regions in the MSA corresponding to domains TM 1-7 are shadowed for refer-
ence. Data for the complete set of 26 GPCRs is available in Supplementary Figure 7.1. b) Representation 
of the rs3DDPD feature values for the same subset of GPCRs. Data for the complete set of 26 GPCRs 
is available in Supplementary Figure 7.3. c) Representation of the ps3DDPD feature values for the same 
subset of GPCRs. Data for the complete set of 26 GPCRs is available in Supplementary Figure 7.4.

3DDPDs outperform non-dynamic protein descriptors in PCM regression tasks

The use of  3DDPDs as protein descriptors in PCM bioactivity modeling tasks was 
tested for our GPCR dataset. For this purpose, the performance of  random forest (RF) 
models was benchmarked using 3DDPDs in combination with ECFP6 molecular fin-
gerprints against models using as protein descriptors one of  five other one-hot encoded 
descriptors (i.e. Zscale in two modalities, STscale, MS-WHIM, and PhysChem) or one 
protein embedding (i.e. UniRep). The benchmark was carried out for classification and 
regression tasks using two different types of  training-test splits: 80:20 random split and 
temporal split with 2013 as a cutoff  year for the test set. The temporal split was intro-
duced as a more accurate representation of  a drug discovery campaign where data from 
the past is used to predict novel chemical entities developed later in time and indeed 
showed a considerable decrease in chemical bias compared to the random split (0.051 
vs. 0.279). 
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Figure 7.4. Benchmark of 3DDPD performance in PCM bioactivity modeling tasks against non-dynamic 
descriptors. Ten RF models with random seeds were trained and validated for each combination of pro-
tein descriptors with ECFP6 molecular fingerprints. A shade of green (the darker the better) represents 
better performance using a descriptor A instead of a descriptor B, as read in panel a. A shade of red (the 
darker the worse) represents worse performance using a descriptor A instead of a descriptor B. The 
statistical significance of the differences is derived from pairwise Student T-test and represented by as-
terisks: * = p-value < 0.05; ** = p-value < 0.01; *** = p-value < 0.001. Four PCM tasks were benchmarked: 
a) Classification with validation based on an 80:20 random split. In classification tasks, MCC was used 
as an evaluation metric on the test set. b) Regression with validation based on an 80:20 random split. 
In regression tasks, Pearson r was used as an evaluation metric on the test set. c) Classification with 
validation based on a temporal split, with 2013 as the cutoff year. d) Regression with validation based on 
a temporal split, with 2013 as the cutoff year. 

The bioactivity dataset compiled for bioactivity modeling contained 38,701 bioactivity 
datapoints heterogeneously distributed across the 26 targets (Supplementary Table 
7.1). Active data for classification was defined with a cutoff  of  6.5 pchembl value. Firstly, 
the need for PCM modeling in such a set was assessed by comparing the performance 
of  the PCM models to the average performance of  individual QSAR models for each 
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of  the GPCRs in the set. In all of  the modeling scenarios, the worst performing PCM 
model outperformed significantly the QSAR models: Matthews correlation coefficient 
(MCC) 0.643 ± 0.005 (UniRep) vs. 0.578 ± 0.007 in random split classification, MCC 
0.273 ± 0.003 (rs3DDPD) vs. 0.192 ± 0.009 in temporal split classification, Pearson 
r 0.832 ± 0.003 (UniRep) vs. 0.775 ± 0.005 in random split regression, and Pearson r 
0.410 ± 0.003 (Zscale Hellberg) vs. 0.343 ± 0.004 in temporal split regression. 

In PCM, models using 3DDPDs performed similarly to using other protein descriptors 
in classification tasks regardless of  the split type (Figure 7.4a,c). One exception was 
the temporal split classification task, here rs3DDPDs produced slightly worse perfor-
mance than models using Zscale Hellberg, Stscale, and MS-WHIM (MCC 0.273 ± 0.003 
vs. 0.273 ± 0.005, 0.278 ± 0.005 and 0.277 ± 0.004, respectively, Figure 7.4c). In the 
regression task with random split, models using 3DDPDs performed again similarly to 
models using other protein descriptors (Figure 7.4b), with the exception of  rs3DDPDs 
performing slightly but significantly worse than Zscale van Westen (Pearson r 0.832 ± 
0.004 vs. 0.836 ± 0.004, respectively) and ps3DDPDs performing slightly better than 
the UniRep protein embedding (Pearson r 0.835 ± 0.003 vs. 0.832 ± 0.003, respectively). 
In the regression task with temporal split, however, both types of  3DDPDs outper-
formed the rest of  the descriptors (Figure 7.4d). The performance of  models trained 
with non-dynamic protein descriptors measured as Pearson r ranged from 0.410 ± 
0.003 (Zscale Hellberg) to 0.415 ± 0.004 (PhysChem) passing by 0.410 ± 0.006 (Zscale 
van Westen), 0.410 ± 0.004 (MS-WHIM), 0.411 ± 0.004 (UniRep), and 0.413 ± 0.005 
(Stscale). One-hot encoded rs3DDPDs performed significantly better than most of  the 
other descriptors, except for PhysChem, with a Pearson r of  0.417 ± 0.004. Embedding-
like ps3DDPDs, however, significantly outperformed all the other descriptors, including 
rs3DDPDs, with a Pearson r of  0.451 ± 0.003. These results were also confirmed in 
terms of  Root Mean Square Error (RMSE), which was the lowest for ps3DDPDs (1.154 
± 0.003) and then QSAR models on average (1.168 ± 0.004), followed by rs3DDPDs 
(1.214 ± 0.005) and then the rest of  non-dynamic protein descriptors (from 1.124 ± 
0.005 to 1.221 ± 0.006). A summary of  all validation metrics is given in Supplementary 
Table 7.2 (random split) and Supplementary Table 7.3 (temporal split). 

In order to test the complementarity of  the 3DDPDs with other protein descriptors, 
a set of  regression models was trained with temporal splits with pairs of  dynamic and 
non-dynamic protein descriptors (Figure 7.5). In all cases, the addition of  a 3DDPD 
on top of  a non-dynamic descriptor resulted in similar performance to the models 
trained exclusively using non-dynamic descriptors, or even slightly worse in the case 
of  PhysChem + rs3DDPD. Moreover, the combination yielded statistically worse per-
formance than using the dynamic descriptors alone, particularly in the case of  ps3D-
DPD. This non-complementarity was further confirmed for ps3DDPDs by their exclu-
sion from the most important features for the combination models (e.g. ps3DDPD + 
PhysChem, Supplementary Figure 7.5d), where only non-dynamic protein descriptor 
features and ECFP6 compound fingerprint bits were picked up as the top 25 most 
important for the model. For rs3DDPDs, however, there seemed to be a certain com-
plementarity as both dynamic and non-dynamic protein descriptor features showed up 
among the top 25 most important for the model (e.g. rs3DDPD + Zscale van Westen, 
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Supplementary Figure 7.5c), even if  this did not translate into an improvement in 
model performance. 

*

***

*** ** *** *

Figure 7.5. PCM model performance with dynamic and non-dynamic protein descriptor combination 
in regression tasks with a temporal split. In green, the performance of RF models trained on 3DDPDs. 
In blue, RF models trained on non-dynamic protein descriptors. In green and blue, RF models trained 
on a combination of both types. Zscale Hellberg and van Westen are abbreviated to Zscale H and vW, 
respectively. The statistical significance of the differences is derived from pairwise Student T-test and 
represented by asterisks: * = p-value < 0.05; ** = p-value < 0.01; *** = p-value < 0.001.

rs3DDPD features can be traced back to generic GPCR positions

A specific trait of  one-hot encoded protein descriptors is that every feature can be 
traced back to specific protein sequence residues or MSA positions. For class A GPCRs, 
the aligned positions can additionally be linked to generic positions in the GPCR struc-
ture with known functional relevance. The most widely used generic position identifier 
for class A GPCRs is the Ballesteros-Weinstein (BW) schema30, which consists of  a first 
number identifying the TM domain followed by a second number that represents the 
level of  conservation in that helix around the most conserved position that gets the val-
ue 50. Using the GPCRdb31 MSA mapping to BW positions, the most important rs3D-
DPD features in regression models were traced back to their generic GPCR positions. 

In the models built with a temporal split, four rs3DDPD features were among the top 
25 most important (Figure 7.6a). The most important feature overall, AA223_PC3, 
corresponded to the BW position 3.32 in TM3. For further interpretability, this generic 
position can also be directly mapped to a specific residue in a protein of  interest. As an 
example, in AA1R 3.32 it translated to Val 87 (Figure 7.6b). The other three important 
rs3DDPD features did not correspond to any BW positions, as two of  them were locat-
ed in the ECL2 and one in the ECL3. From the three loop positions, only one exists in 
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adenosine receptor A1, Asn 147 (AA292_PC3). The two other ECL positions are only 
available in other receptors (Supplementary Figure 7.1). In the models built with a ran-
dom split, the two most important rs3DDPD features, AA128_PC2 and AA576_PC5, 
corresponded to TM1 1.38 and TM6 6.46 BW positions, respectively (Figure 7.6c). In 
AA1R, these translated to Ile 15 and Leu 245 (Figure 7.6d). The other two important 
rs3DDPD features correspond to positions in ICL3. Of  note, the consensus between 
seeds on the importance of  specific rs3DDPD features was less marked on the models 
with random split than on the models with temporal split (Figure 7.6a,c). This anal-
ysis was further applied to discuss the relevance of  specific GPCR positions in ligand 
binding. 

a b

Temporal split

3.32

V873.32

c d

Random split

d
1.38

6.46

I151.38 L2456.46

ECL2

ECL3
ECL2

N147ECL2

ICL3

ICL3

S219ICL3

A217ICL3

Figure 7.6. GPCR generic position mapping of most important rs3DDPD features in PCM regression 
tasks. a) Top 25 most important features in PCM regression models using a temporal split validation 
for the GPCR set. The importance was averaged across the ten random seeds trained and the SD 
represented as error bars. Rs3DDPD features are mapped to their corresponding GPCR Ballesteros-
Weinstein number or, if not available, region of the protein. b) Representation of the most important 
rs3DDPD features in regression temporal split in the adenosine A1 receptor (PDB 5UEN). c) Top 25 most 
important features in PCM regression models using a random split validation. d) Representation of the 
most important rs3DDPD features in regression random split in the adenosine A1 receptor).
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Dynamic fluctuations in mutants can be captured with 3DDPDs 

To assess the viability of  dynamic descriptors to capture differences between mutants 
in a potential mutant PCM model, a subset of  28 mutants from five of  the GPCRs in 
our set was gathered: AA1R and AA2AR, muscarinic acetylcholine receptor 2 (ACM2), 
beta-2 adrenergic receptor (ADRB2), and CC chemokine receptor 5 (CCR5). The se-
lection of  mutations was done for the original set of  26 GPCRs when there was avail-
able mutagenesis data in GPCRdb (Table 7.2), from which the point mutation’s effect 
in bioactivity was projected for the five resulting receptors (Supplementary Figure 
7.6). Additionally, five mutations on these GPCRs present in cancer patients from the 
Genomic Data Commons (GDC) database were included that also had mutagenesis data 
in GPCRdb: AA1R R291C7.56 and R296C8.51, AA2AR H278N7.42, ACM2 V421L7.33, and 
ADRB2 V317A7.43. The cancer-related mutants, however, did not seem to have an effect 
on bioactivity given the limited amount of  mutagenesis data available.

The selected mutations were introduced in equilibrated wild-type (WT) receptor sys-
tems from GPCRmd, which were subsequently re-equilibrated to run production 500 
ns MD simulations following the GPCRmd pipeline. One of  the selected mutations did 
not run successfully therefore it was discarded from the analysis (AA2AR H278N7.42). 
Most mutant trajectories showed deviations from WT trajectories in terms of  RMSF 
(Supplementary Figure 7.7), with the exception of  AA1R and CCR5 mutants. The devi-
ations were sometimes in the vicinity of  the mutation (i.e. AA2AR M177A5.40, N181A5.43, 
Y271A7.35; ARDB2 D130N3.49, S203A5.43, V317A7.43; ACM2 D103E3.32, V421L7.33), but 
most commonly spawned across the whole sequence or altered stability in distant re-
gions. For example, in AA2AR L85A3.33 increased flexibility in ICL2 and ECL2 and 
S91A3.39 in ICL3 and TM6. Moreover, adjacent mutations that triggered different effects 
were observed. For example, in ADRB2, S203A5.43 decreased stability in TM1, ICL2, and 
ECL3, while S204A5.44 decreased stability in TM2 and TM4 while increasing stability in 
ICL3. Of  note, in ACM2 D103E3.32 and D103N3.32 triggered similar higher flexibility in 
ECL1 and ECL2, with an overall differential pattern of  lower stability in D103E3.32. In 
general, the mutations with smaller dynamic fluctuations from the WT also correspond-
ed to those with a smaller effect in bioactivity, such as AA1R R291C7.56 and R296C8.51, 
and ADRB2 V317A7.43 (Supplementary Figures 7.6, 7.7). 

Next, the power of  3DDPDs to distinguish between mutants was tested. rs3DDPDs 
and ps3DDPDs were computed for the mutant trajectories and used to cluster the mu-
tants based on the distance between descriptors. As rs3DDPDs are computed inde-
pendently for each trajectory and reflect all atoms in the system, all mutants of  the 
same target clustered together (Figure 7.7a). Within targets, clusters of  mutants with 
similar overall dynamic behavior compared to WT were observed, for example, ADRB2 
D79N2.50 and D130N3.49, or with similar fluctuations from WT in specific regions, such 
as AA1R R291C7.56 and R296C8.51 in TM7 and H8/C-terminus (Supplementary Figure 
7.7). For targets with unique differential dynamic patterns from WT for each mutant, 
like ACM2, the clusters discerned the most different patterns (e.g. D103N3.32 shows 
certain receptor stabilization compared to D103E3.32 and V421L7.33, and is therefore 
excluded from the cluster). These results supported the ability of  rs3DDPDs to capture 
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dynamic fluctuations in mutants. Nevertheless, the mutant discriminatory power of  
rs3DDPDs did not correlate directly to that of  using directly RMSF (Supplementary 
Figure 7.8a) or RMSF differences to WT (Supplementary Figure 7.8b), which re-
inforced the notion that rs3DDPDs are not merely a transform of  RMSF and include 
other non-dynamic atomic information. 
a brs3DDPD ps3DDPD

Figure 7.7. Discrimination of GPCR mutants using 3DDPDs as descriptors. Hierarchical clustering of 
GPCR variants based on their Euclidean distance between descriptor vectors. a) Mutants represented 
as rs3DDPDs. b) Mutants represented as ps3DDPDs. Individual clusters generated under a distance 
threshold of 70 % of the final merge are represented in different colors in the dendrograms. 

Using ps3DDPDs, mutants were clustered based on overall similarities and differences 
in their dynamic behavior and residue composition across the set (Figure 7.7b). This 
way, the five WT targets clustered together because they had the most stable trajectories 
overall, and CCR5 Y108A3.32 was close by because overall it showed small differences 
to the WT trajectory (Supplementary Figure 7.7). However, some discrepancies with 
the expected results based on RMSF differences were found. For example, ADRB2 
S203A5.43 and S204A5.44 formed their own cluster despite showing differential RMSF 
peaks. This and other examples suggest that ps3DDPD values for this set of  mutants 
were heavily influenced by fluctuations in the N- and C-terminus, which were the most 
accentuated. Therefore ps3DDPDs did capture mutant fluctuations, but using them in 
their optimized form for WT GPCRs seemed suboptimal to discriminate mutants. 
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Discussion

PCM is a modality of  bioactivity modeling that leverages similarities and differences be-
tween targets by combining them in the same model represented by protein descriptors7. 
The most commonly used protein descriptors in PCM characterize different properties 
of  the sequence of  residues10 but do not consider an important factor for protein-ligand 
binding: protein dynamics. Here, 3D dynamic protein descriptors (3DDPDs) were de-
veloped leveraging publicly available single-replicate MD simulations. This information 
was condensed into multiple steps that were optimized to produce a one-hot encoding 
residue-specific (rs3DDPD) and an embedding-like protein-specific (ps3DDPD) de-
scriptor. The optimized 3DDPDs were subsequently benchmarked against non-dynamic 
protein descriptors in PCM tasks for a bioactivity set of  26 class A GPCRs. Finally, the 
use of  3DDPDs to describe point mutations was explored, which are otherwise under-
represented by sequence-based non-dynamic descriptors. 

The strategy to develop 3DDPDs borrows ingredients from other types of  descriptors. 
Firstly the calculation of  3DDPDs starts from the collection of  coordinate data for each 
atom, to which atomic partial charges were added to represent the electrostatic com-
ponent over time (Figure 7.1). Other MD fingerprints for small molecules have used 
as starting properties the potential energy, solvent-accessible surface area, or radius of  
gyration32, ultimately similarly representing electrostatic and conformational changes of  
the molecule over time. More computationally expensive partial charges than Gasteiger 
could be explored, although the simpler implementation chosen here has been shown 
to be a cost-efficient option in other modeling tasks33. Further down in our pipeline, 
PCA is used to reduce dimensionality, which is a common resource in protein descriptor 
calculation. However, for non-dynamic one-hot encoded descriptors, it is often used 
to calculate fixed features for each residue type (e.g. Zscale, MS-WHIM, Stscale10,34) 
rather than specific features for each residue in the sequence, as was done for rs3D-
DPDs given the heavy influence of  the environment in the dynamic behavior of  single 
residues. On the other hand, protein embeddings are often the byproduct of  a machine 
or deep learning model using a protein sequence as input12,35, unlike the approach fol-
lowed for ps3DDPDs. Here, instead, a common main framework was kept to increase 
the interpretability and interoperability of  the resulting descriptors. This allowed us to 
follow a similar optimization route for both descriptor types (Figure 7.2). In terms of  
residue composition, for our particular dataset the full sequence was favored. In a less 
diverse GPCR set, however, the use of  family- or subfamily-specific alignments and 
binding pocket selections would provide more relevant information to the model given 
the differential activation-induced conformational changes reported for GPCRs binding 
different ligand types21. 

Next, the performance of  our optimized 3DDPDs in PCM regression and classification 
tasks was tested using both random and temporal validation splits (Figure 7.4). The 
performance of  our models was in line with other PCM models trained in similar condi-
tions for subfamilies of  GPCRs29. In our set, 3DDPDs performed similarly to non-dy-
namic protein descriptors in classification tasks and regression tasks with a random split. 
These results suggest that the performance of  these models had already reached its peak 
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and small differences in the way to represent the protein space did not make a differ-
ence. Nevertheless, the best-performing models in classification tasks did not reach a 
high MCC. Models reached 0.646 ± 0.009 in the random split (Zscale van Westen), and 
0.278 ± 0.005 in the temporal split (Zscale Hellberg), hence questioning the relevance 
of  this dataset for such task. Interestingly, protein embeddings (UniRep) showed lower 
performance across the board, which has also been shown in other datasets compared 
to sequence- and 3D-based protein descriptors36. In the regression task with temporal 
split, however, 3DDPDs significantly outperformed non-dynamic descriptors. Given 
the more challenging form of  validation introduced by the temporal split, the 3DDPDs 
represent an advantage. These results are likely also the result of  performing 3DDPD 
optimization using this particular task. Nevertheless, similar behaviors have been ob-
served in other benchmarks when using temporal splits compared to random splits29,37. 
Moreover, in our PCM benchmark ps3DDPDs performed better than rs3DDPDs over-
all. One reason for this could be the difference in descriptor length: for the GPCR WT 
set, rs3DDPDs contained 3,785 features and ps3DDPDs 30 features. Moreover, the 
MSA used to compute rs3DDPD contained many gaps as it accounted for all class A 
GPCRs and not only the ones in the set. Therefore, lengthy rs3DDPDs with a large 
number of  zeroes likely introduced noise in the model compared to the more com-
pact ps3DDPDs. While this aspect would be corrected in practice by feature selection 
techniques prior to modeling, those were not applied here, similarly to hyperparameter 
optimization, to be able to explicitly benchmark the calculated descriptor with the least 
degrees of  freedom. Finally, ps3DDPDs represent the overall differences between pro-
teins in the set, which seems to be beneficial in agreement with the observation from 
Rackovsky and Scheraga that the description of  the overall mobility of  the protein cor-
relates better with its structure than the description of  individual residue mobility38.

Subsequently, the biological relevance of  the information contained in the 3DDPDs was 
investigated. One-hot encoding rs3DDPDs are calculated independently for each target 
and ps3DDPDs together for the targets in a particular set. Respectively, they exploit dif-
ferences in atom coordinates and partial charges across positions in a target or a number 
of  targets, representing the most relevant aspects of  the protein dynamics, as defined by 
the RMSF fluctuations (Figure 7.3, Supplementary Figures 7.1-7.4). An advantage of  
rs3DDPDs is the possibility to be traced back to particular residues, alignment positions, 
or GPCR generic positions. This allowed us to investigate whether the 3DDPDs capture 
biologically relevant information from the MD simulation. To this end, the most import-
ant rs3DDPD features in regression PCM models were extracted and mapped to their 
corresponding GPCR generic positions (Figure 7.6). The most important feature in a 
temporal split corresponded to the BW position 3.32 in TM3. As an example, in AA1R 
this translated to Val 87, which lies within the orthosteric binding pocket and makes 
hydrophobic interactions with the endogenous ligand adenosine (PDB 7LD439). Other 
important rs3DDPD features were located in the ECL2 and ECL3, which as expected 
showed high flexibility in the MD simulations and are regions whose conformational 
changes are known to be relevant for ligand binding40 and activation41. In the models 
built with a random split, the two most important rs3DDPD features corresponded to 
TM1 1.38 and TM6 6.46 BW positions, respectively. In AA1R, these translated to Ile 15 
and Leu 245, which flank the binding site of  non-endogenous co-crystalized antagonists 
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(PDB 5UEN42). The other two important rs3DDPD features correspond to positions in 
ICL3, which are close to the G protein interface (PDB 7LD339). These results confirm 
that 3DDPDs capture relevant changes for GPCR ligand binding and activation and 
could help elucidate functional sites in orphan proteins. Similar approaches have previ-
ously leveraged MD information to identify relevant functional sites using deep learning 
models18 or graph-based approaches43.   

Finally, the use of  3DDPDs beyond WT proteins was showcased by applying them to 
GPCR mutant MD simulations computed for a selection of  28 variants from five targets 
in our set with varied in vitro effects on ligand binding (Supplementary Figure 7.6). The 
analysis of  the MD trajectories showed major dynamic fluctuations compared to WT 
across the protein sequence, and not necessarily in the vicinity of  the amino acid change, 
contrary to expectation (Supplementary Figure 7.7). Such allosteric effects on the pro-
tein dynamics dependent on the 3D organization of  the protein have been previously 
shown to be able to explain the pathogenic mechanism of  disease-driving variants44,45, as 
well as cancer mutational drivers46, and are therefore relevant to encode. Since 3DDPDs 
could not be applied to predict mutant bioactivity due to the lack of  available data for 
our set, the power of  the dynamic descriptors to discriminate between variants was in-
vestigated by clustering them based on the distance between descriptor vectors. To this 
end, rs3DDPDs were able to cluster all variants of  the same target together, and smaller 
clusters were formed for mutants with similar dynamic behaviors compared to the WT 
(Figure 7.7a, Supplementary Figure 7.7). Nevertheless, the clusters created based 
on rs3DDPDs did not fully represent the clusters based on RMSF (Supplementary 
Figure 7.8), further supporting that 3DDPDs include non-dynamic information on top 
of  dynamic information. These results make us confident to propose the use of  rs3D-
DPDs as mutant descriptors in machine learning tasks. Other works have highlighted 
the use of  dynamic information to predict differences between mutants, such as by ex-
tracting normal modes47, or time series of  changing geometrical features48. However, as 
the changes in protein dynamics did not fully match the in vitro effects from the limited 
mutagenesis data available, the value in mutant bioactivity prediction needs to be further 
validated. Mutant clusters generated based on ps3DDPDs captured the most different 
dynamic changes between variants (Figure 7.7b), but this did not result in the expect-
ed clustering. The biggest differences in RMSF between mutants were observed in the 
N- and C-terminus, which are the most flexible regions of  the GPCR together with the 
loops. While the termini have a function in the receptor, in the context of  ps3DDPDs 
it seems to be blown out of  proportion. An alternative would be to compute ps3D-
DPDs for particular regions of  interest. For instance, we suggest analyzing functionally 
relevant residues derived from rs3DDPD feature importance, from observations in the 
RMSF analysis, or the literature (for example for cancer-related mutants as highlighted 
in Chapter 5 for GPCRs24). 

One of  the main limitations of  our current approach is the reliability of  MD simula-
tions as input data for the computation of  3DDPDs. Firstly, the issue of  MD stochastic 
stability is not addressed here49, as different replicates are not used to compute our 
3DDPDs. This was acceptable for the GPCR case study given the low inter-replicate 
variability found for MD simulations in GPCRmd. In the future, an analysis of  the 
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impact of  additional replicates in the data collection phase should be conducted. The 
introduction of  replicas could be done twofold, either by directly using the average of  
the atomic coordinates as a starting point, or by using a bigger stack of  individual atomic 
coordinates in the first PCA. Secondly, MD simulations are computationally expensive 
to generate, which can be a bottleneck. Similar publicly available repositories to those 
existing for GPCRs (i.e. GPCRmd) would help increase the applicability domain of  dy-
namic descriptors to other protein families in the future. Finally, by extracting features 
from the MD trajectory, there is a constant need to make informed decisions to leave out 
data and reduce the amount of  information available. Recently, graph neural networks 
(GNNs) have been used to represent MD trajectories50. The network embeddings could 
be used as dynamic descriptors instead, letting the machine decide which features are 
more relevant, although such approaches do not necessarily produce better results51. As 
a last note on applicability, in our current work the description of  the dynamic behavior 
of  a protein is tackled, but the conformational changes introduced by ligand binding 
are not taken into account. Running MD simulations for every complex in the dataset 
would not be advisable, but the dynamic binding space could be represented for example 
by an additional term describing dynamic pharmacophores52 or computing cross-terms 
between dynamic protein and ligand descriptors14. 

Conclusions

In this work, 3D dynamic protein descriptors (3DDPDs) were developed that capture 
the dynamic fluctuations of  GPCRs as observed in MD simulations. Our one-hot en-
coding (rs3DDPDs) and embedding-like (ps3DDPDs) descriptors matched the perfor-
mance in PCM tasks of  non-dynamic state-of-the-art protein descriptors, outperform-
ing them in regression tasks with a more challenging temporal split validation. Moreover, 
by mapping the most important rs3DDPD features in regression models to their GPCR 
generic positions it was shown that 3DDPDs represent biologically relevant informa-
tion for ligand binding and activation. Finally, 3DDPDs were employed to discriminate 
mutant GPCRs based on their dynamic behavior with promising results that could be 
translated to the field of  oncological drug discovery. 

Materials and Methods 

Wildtype GPCR MD trajectory selection and analysis 

The MD simulations for the construction of  3D dynamic protein descriptors (3DDPDs) 
were obtained from GPCRmd23 following the first official data deposit on November 
14th, 2019. Given the positive bias towards inactive conformations, apo simulations in in-
active conformation were selected for class A GPCRs with available bioactivity data (see 
PCM bioactivity modeling). When more than one system was available PDB codes with 
true apo structure with the highest resolution were selected (Table 7.1). Most selected 
MD trajectories had been simulated in triplicate for 500 ns over 2,500 frames following 
the GPCRmd standardized pipeline. The exceptions were GPCRmd ID 87 with 1,250 
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frames and ID 154 with 2,000 frames. For the generation of  3DDPDs, the first replicate 
was selected for each system. 

Table 7.1. Wildtype GPCR MD trajectories selected from GPCRmd. 

GPCR PDB GPCRmd ID Resolution (Å)
5HT1B 4IAR 87 2.80
5HT2B 4IB4 92 2.70
AA1R 5UEN 165 3.20
AA2AR 5IU4 49 1.72
ACM1 5CXV 154 2.70
ACM2 3UON 111 3.00
ACM4 5DSG 157 2.60
ADRB2 2RH1 11 2.40
AGTR1 4ZUD 189 2.80
CCR5 4MBS 118 2.71
CNR1 5U09 163 2.60
CXCR4 3ODU 101 2.50
DRD3 3PBL 105 2.89
EDNRB 5GLH 158 2.80
FFAR1 4PHU 75 2.33
HRH1 3RZE 108 3.10
LPAR1 4Z35 184 2.90
OPRD 4N6H 73 1.80
OPRK 4DJH 59 2.90
OPRX 5DHH 155 3.00
OX1R 4ZJ8 186 2.75
OX2R 4S0V 91 2.50
P2RY1 4XNV 179 2.20
P2Y12 4PXZ 77 2.50
PAR1 3VW7 128 2.20

Python library MDtraj53 was used to compute the Root Mean Square Deviation (RMSD) 
and RMSF of  MD trajectories to assess the stability of  the simulations and account 
for differences in the dynamic behavior of  the selected GPCRs in different protein 
segments. RMSD was calculated for the protein atoms in reference to the first frame in 
the production run. RMSF was calculated for the protein Cα backbone atoms over the 
total length of  the simulation. To allow direct comparison between receptors, RMSF 
values were aligned based on their corresponding residue number to the class A GPCR 
MSA obtained from GPCRdb31. The location of  TM domains in the RMSF plots was 
mapped based on the generic BW30 residue numbers obtained from GPCRdb. BW num-
bers were also used throughout the manuscript to refer to equivalent locations in the 
GPCR structure. 
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3DDPD generation and optimization 

Atomic coordinates were extracted from GPCRmd trajectories with MDtraj. Each tra-
jectory was divided into sub-trajectories of  a defined number of  frames, f, and the mean, 
median, and SD of  the x, y, and z coordinates were calculated for each sub-trajectory. 
Additionally, atomic partial charges were generated for each atom in the system with 
RDkit Gasteiger charges calculator54. The next steps are tailored for the two flavors of  
3DDPDs generated: one-hot encoding residue-specific (rs) 3DDPDs, and whole se-
quence embedding-like protein-specific (ps) 3DDPDs (Figure 7.1). 

For rs3DDPDs, coordinate statistics and partial charges per atom were collected for 
each target and standardized between 0 and 1. Subsequently, dimensionality reduction 
was applied in the form of  PCA. A number of  PCs for each atom were selected and 
grouped per residue as average and SD. A second dimensionality reduction step was 
applied to residue data and the selected PCs were placed in their matching sections cor-
responding to an MSA of  the targets of  interest.

Protein-specific ps3DDPDs were generated similarly to rs3DDPDs with some differ-
ences. Firstly, coordinate statistics and partial charges per atom were collected for all tar-
gets together and standardized between 0 and 1. Secondly, atom PCA was not grouped 
per residue and no second PCA was applied. Instead, the PCs selected per atom were 
grouped per target as average, median, and SD, constituting the final descriptor.

The generation parameters for the descriptors were randomly initialized and sequentially 
optimized. The parameters optimized included (in the following order):

i) Trajectory data: the use of  all statistical values derived from the x, y, and z 
coordinates was compared to just the SD, representing the “rigidity” of  each 
atomic coordinate.

ii) Frame split: number of  frames included in each trajectory split, for which 10, 
50, 100, and 500 frames were tested. This parameter was optimized on rs3D-
DPDs and the results were applied to ps3DDPDs. 

iii) Residue PCA (only for rs3DDPDs): number of  PCs selected after residue data 
PCA, either 3, 5, 7, or 10. 

iv) Atom PCA coverage: variance explained by the selected number of  PCs on 
atom data, either 95% or 99%. 

v) Atom selection: inclusion of  atomic data from all heavy atoms or just non-car-
bon atoms.

vi) Residue selection: strategies to focus the 3DDPDs on the protein binding site. 
These selections were based on structural-driven MSAs at different protein 
family levels, starting from using the full sequence, then the binding pocket 
of  class A GPCRs, then of  specific GPCR families, then GPCR subfamilies, 
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and finally, target-specific binding pocket. To ensure a consistent number of  
features per descriptor, in rs3DDPDs only the first two options were tested.

vii) Combination with classical protein descriptors: tested sequentially and, for the 
case of  rs3DDPDs also embedded on the descriptor via the residue PCA. 

The optimization of  3DDPDs was done by comparing their performance with different 
parameters on PCM Bioactivity regression modeling on a temporal split. 

3DDPD and MD hierarchical clustering

Hierarchical clustering dendrograms were computed to visualize similarities and differ-
ences between 3DDPD descriptors and dynamic behavior (represented by MD’s RMSF) 
across targets. Python package Scipy55 was used to compute hierarchical clusters based 
on the Euclidean distance between non-null bits of  3DDPD or RMSF vectors. The ac-
companying representation of  the descriptor or RMSF includes null bits that are derived 
from their mapping to the GPCR class A MSA. Plotting was done in Python using the 
package Matplotlib56. 

PCM Bioactivity modeling 

The bioactivity dataset for PCM modeling was constructed starting from the highly cu-
rated Papyrus dataset version 5.5029. For the regression task, high-quality datapoints with 
continuous data (pchembl values) were extracted for all available GPCRs. Receptors 
with MD inactive/intermediate apo trajectories available on GPCRmd and over 100 
bioactivity datapoints were selected for the PCM set, resulting in 26 GPCRs and a total 
number of  38,701 bioactivity datapoints (Supplementary Table 7.1). 

PCM modeling was implemented in Python 3.857 using the modeling capabilities of  the 
Papyrus scripts Python package29. Random Forest models from Scikit-learn58 were used 
in regression and classification tasks as the state-of-the-art in bioactivity prediction. A 
pchembl value of  6.5 was considered as a cutoff  between active and inactive compounds 
for classification tasks. Hyperparameters were set as default and not optimized during 
the training of  the different models to reduce degrees of  freedom in the comparison of  
the effect of  different protein descriptors. 

The compound descriptors used were Morgan fingerprints of  radius 3 (ECFP6) and 
length 102454, pre-calculated in the Papyrus dataset. The protein descriptors used to 
benchmark the performance of  3DDPDs were one-hot encodings and protein embed-
dings. The former included MS-WHIM, STscale, PhysChem, and two flavors of  Zscale 
(Hellberg and van Westen, with 5 and 3 PCs per residue each)10,34. One-hot encodings 
were calculated using the Python package ProDEC59 based on the class A GPCR MSA 
obtained from GPCRdb for our protein set. As protein embeddings UniRep60 were 
used, pre-calculated in the Papyrus dataset. 3DDPDs were benchmarked as protein de-
scriptors on their own and in combination with non-dynamic protein descriptors. The 
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best-performing rs3DDPDs and ps3DDPDs in the optimization phase were used for 
combination. Additionally, QSAR models were trained on each of  the targets in the set 
with the same options and analysis as the PCM models to benchmark the use of  protein 
descriptors. 

Two methods were used to split the PCM dataset into training and test sets. Firstly a 
random split was used, where 80% of  the data was allocated to the training set and 20% 
of  the data to the test set. Data for all targets was present in both the training and the test 
set. Secondly, a temporal split was used to provide the model with a more challenging 
validation task than the random split, where compound-target pairs first recorded before 
2013 were allocated to the training set, and newer datapoints to the test set. The cutoff  
year was selected to make sure that all targets were represented in the test set. This re-
sulted in a test set with 39% of  the data, which was not equally distributed per target but 
showed considerably reduced chemical bias between training and test set compared to 
the random split. Chemical bias was computed as the asymmetric validation embedding 
(AVE) bias defined by Wallach & Heifets61 using as active-inactive cutoff  a pchembl 
value of  6.5. 

All RF models were trained using 5-fold cross-validation, and the performance of  the 
models was evaluated on the test set. The evaluation metrics reported were MCC for 
classification and Pearson r and RMSE for regression tasks. Other metrics are available 
in the Supplementary Information. For comparison purposes, a single average perfor-
mance metric was calculated for QSAR RF models trained and tested on each target of  
the set independently. 

Ten model replicates were trained for each protein descriptor benchmarked with ran-
dom seeds 1234, 2345, 3456, 4567, 5678, 6879, 7890, 8901, 9012, and 9999. The seed 
was used for resampling, booth in the form of  K-Fold shuffling in cross-validation and 
train/test splitting, the latter only in the case of  a random split. Moreover, each model 
was initialized with a random seed as per default in Scikit-learn RF. The statistical signif-
icance of  the differences in performance when using different protein descriptors was 
calculated by performing an independent T-test of  the average performance metrics 
in the pool of  model replicates. Differences were considered significant when p-value 
< 0.05. Performance comparison plots were generated in Python using the packages 
Matplotlib56 and Seaborn62. 

Selection of GPCR (cancer-related) somatic mutants 

In order to test the usage of  3DDPDs in mutants, several mutations for the GPCRs in 
the 3DDPD set were selected. To simulate a real application scenario, a mutant PCM 
dataset was created, gathering available mutagenesis data from GPCRdb for the GPCR 
3DDPD set. Mutations with datapoints available for more than ten different ligands 
were selected. 

To extend the applicability domain, somatic mutations in cancer patients were extracted 
from the GDC database v22.063 for the five GPCRs with selected mutagenesis data. 
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Cancer-related mutations with mutagenesis data available on GPCRdb, regardless of  the 
magnitude, were added to the mutation selection list in order to include a subsample of  
mutations present in cancer patients (Table 7.2). 

Table 7.2. GPCR mutations selected. 

GPCR PDB GPCRmd ID Mutation GPCRdb  
(ligands / 
datapoints)

GDC 
patients

Motif

AA1R 5UEN 165 T277A7.41 13 /36 0  -
   R291C7.56 4 / 4 1 NpxxY (ext)
   R296C8.51 4 / 4 1  -
AA2AR 5IU4 49 I66A2.64 20 /22 0  -
   L85A3.33 21 / 21 0  -
   T88D3.36 14 / 16 0  -
   S91A3.39 12 /16 0  -
   L167A45.51 20 / 20 0  -
   M177A5.40 22 / 24 0  -
   N181A5.43 20 / 20 0  -
   W246A6.48 37 / 52 0 CWxP
   N253A6.55 22 / 22 0  -
   Y271A7.35 20 /22 0  -
   S277A7.41 29 / 33 0  -

H278N7.42 3 / 3 1 -
ACM2 3UON 111 D103E3.32 32 / 42 0  -
   D103N3.32 12 / 15 0  -
   V421L7.33 1 / 1 1  -
ADRB2 2RH1 11 D79N2.50 12 / 12 0  -
   D130N3.49 11 / 11 0 DRY
   S203A5.43 12 / 12 0  -
   S204A5.44 13 /13 0  -
   N293L6.55 12 / 12 0  -
   V317A7.43 5 / 5 1  -
CCR5 4MBS 118 Y108A3.32 12 / 20 0  -

Mutant MD simulations and 3DDPDs

Mutant MD simulations were performed according to the GPCRmd pipeline23. 
Equilibrated GPCRmd WT systems were obtained from the first frame of  the first 
simulation replicate available online for the GPCRmd IDs defined in Table 7.1. Using 
the HTMD package64, the mutations of  interest were introduced and the systems 
were re-equilibrated using AceMD MD engine65 and default GPCRmd parameters. 
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Consecutively, the re-equilibrated trajectories were wrapped and 500ns production runs 
were simulated in triplicate with different random initialization seeds following the 
GPCRmd framework. Finally, the production trajectories were wrapped and rs3DDPDs 
and ps3DDPDs were generated from the first replicate. 

3D visualization

Representations of  proteins in 3D were generated using PyMOL 2.5.266. 
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Supplementary Information

Supplementary Table 7.1. Papyrus bioactivity data distribution across the set of 26 WT GPCRs. 

pchembl value (Mean)

Target ID Activity 
datapoints

Min Max Median Mean SD

P29274_WT 3991 4.00 11.00 6.82 6.88 1.17

P21554_WT 3741 4.00 10.52 6.82 6.91 1.20

P30542_WT 3519 4.00 12.20 6.48 6.58 1.01

P35462_WT 3152 3.10 10.54 7.62 7.49 1.17

P41145_WT 2910 4.09 11.52 6.85 7.02 1.41

P41143_WT 2219 4.00 10.74 7.00 6.89 1.37

P21453_WT 2038 4.03 10.80 7.82 7.66 1.46

O43614_WT 1901 4.30 10.05 6.91 6.85 1.17

O43613_WT 1820 4.19 9.80 6.09 6.34 1.11

O14842_WT 1304 4.16 9.52 6.60 6.53 0.92

P11229_WT 1273 4.03 10.85 6.50 6.67 1.20

P51681_WT 1252 4.04 11.52 7.28 7.13 1.41

P41146_WT 1155 4.32 10.43 7.54 7.51 1.08

P41595_WT 1125 4.19 9.96 6.69 6.75 0.87

P07550_WT 1002 3.85 10.92 7.68 7.53 1.54

Q9H244_WT 988 4.24 9.60 7.17 7.13 1.04

P30556_WT 876 4.01 10.00 5.23 5.90 1.72

P35367_WT 817 4.01 10.13 7.00 7.02 1.17

P08172_WT 791 4.02 10.36 6.92 6.98 1.30

P25116_WT 665 4.02 9.00 7.16 6.95 0.97

P08173_WT 584 4.00 10.75 6.41 6.49 1.03

P28222_WT 524 4.99 10.05 7.80 7.65 1.21

P61073_WT 402 4.15 9.21 7.04 6.91 0.94

P47900_WT 370 4.35 10.52 6.90 6.95 1.17

Q92633_WT 156 4.75 8.96 6.76 6.70 0.82

P24530_WT 126 4.00 9.39 6.01 6.08 1.00

Total 38,701
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Supplementary Table 7.2. Performance metrics of QSAR and PCM models with random validation split 
trained with different protein descriptors. QSAR model performance represents the average over the 
individual target models trained and validated without protein descriptors (NA: non-applicable). 

Model Split Protein descriptor Metric mean std
QSAR random NA MCC 0.577714 0.007181
QSAR random NA RMSE 0.705380 0.005661
QSAR random NA r 0.774895 0.004677
QSAR random NA R2 0.601279 0.007420
QSAR random NA MAE 0.523834 0.004150
PCM random 3DDPD_PS_all_f100_pc95_fs_aa MCC 0.644716 0.00675
PCM random 3DDPD_PS_all_f100_pc95_fs_aa RMSE 0.704416 0.006187
PCM random 3DDPD_PS_all_f100_pc95_fs_aa r 0.835304 0.002997
PCM random 3DDPD_PS_all_f100_pc95_fs_aa R2 0.693622 0.004761
PCM random 3DDPD_PS_all_f100_pc95_fs_aa MAE 0.527470 0.004374
PCM random 3DDPD_RS_std_f100_pc10_fs_aa MCC 0.642643 0.008263
PCM random 3DDPD_RS_std_f100_pc10_fs_aa RMSE 0.710025 0.006935
PCM random 3DDPD_RS_std_f100_pc10_fs_aa r 0.832272 0.003893
PCM random 3DDPD_RS_std_f100_pc10_fs_aa R2 0.688707 0.006327
PCM random 3DDPD_RS_std_f100_pc10_fs_aa MAE 0.531428 0.005215
PCM random MS-WHIM MCC 0.645082 0.007837

PCM random MS-WHIM RMSE 0.706699 0.00666

PCM random MS-WHIM r 0.834099 0.003879

PCM random MS-WHIM R2 0.691614 0.006109
PCM random MS-WHIM MAE 0.529213 0.004668
PCM random PhysChem MCC 0.643758 0.00737
PCM random PhysChem RMSE 0.707704 0.005797
PCM random PhysChem r 0.833691 0.003228
PCM random PhysChem R2 0.690748 0.005079
PCM random PhysChem MAE 0.530157 0.004242
PCM random STscale MCC 0.642903 0.007576

PCM random STscale RMSE 0.706985 0.006782

PCM random STscale r 0.834184 0.002843

PCM random STscale R2 0.691390 0.004603
PCM random STscale MAE 0.529546 0.005007
PCM random Zscale_Hellberg MCC 0.644947 0.006025
PCM random Zscale_Hellberg RMSE 0.706032 0.007275
PCM random Zscale_Hellberg r 0.834601 0.004027
PCM random Zscale_Hellberg R2 0.692197 0.006316
PCM random Zscale_Hellberg MAE 0.529160 0.004882



Page 230 | Getting personal - Chapter 7

PCM random Zscale_van_Westen MCC 0.645763 0.008597
PCM random Zscale_van_Westen RMSE 0.703212 0.006583
PCM random Zscale_van_Westen r 0.836407 0.003532
PCM random Zscale_van_Westen R2 0.694661 0.005435
PCM random Zscale_van_Westen MAE 0.527693 0.004787
PCM random unirep MCC 0.642587 0.004844

PCM random unirep RMSE 0.710875 0.006126

PCM random unirep r 0.831989 0.003264

PCM random unirep R2 0.687973 0.005269
PCM random unirep MAE 0.532397 0.004853

Supplementary Table 7.2 (continues)
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Supplementary Table 7.3. Performance metrics of QSAR and PCM models with temporal validation 
split trained with different protein descriptors. QSAR model performance represents the average over 
the individual target models trained and validated without protein descriptors (NA: non-applicable). 

Model Split Protein descriptor Metric mean std
QSAR temporal NA MCC 0.191889 0.009093
QSAR temporal NA RMSE 1.168438 0.003839
QSAR temporal NA r 0.343006 0.004332
QSAR temporal NA R2 -0.171235 0.008062
QSAR temporal NA MAE 0.931834 0.002768
PCM temporal 3DDPD_PS_all_f100_pc95_fs_aa MCC 0.277186 0.00761
PCM temporal 3DDPD_PS_all_f100_pc95_fs_aa RMSE 1.153923 0.002905
PCM temporal 3DDPD_PS_all_f100_pc95_fs_aa r 0.451019 0.003336
PCM temporal 3DDPD_PS_all_f100_pc95_fs_aa R2 0.154453 0.004147
PCM temporal 3DDPD_PS_all_f100_pc95_fs_aa MAE 0.919372 0.002084
PCM temporal 3DDPD_RS_std_f100_pc10_fs_aa MCC 0.273142 0.003223
PCM temporal 3DDPD_RS_std_f100_pc10_fs_aa RMSE 1.213864 0.005166
PCM temporal 3DDPD_RS_std_f100_pc10_fs_aa r 0.41746 0.003671
PCM temporal 3DDPD_RS_std_f100_pc10_fs_aa R2 0.064317 0.007955
PCM temporal 3DDPD_RS_std_f100_pc10_fs_aa MAE 0.954875 0.003743
PCM temporal MS-WHIM MCC 0.276817 0.003861
PCM temporal MS-WHIM RMSE 1.218501 0.004445
PCM temporal MS-WHIM r 0.410101 0.004479
PCM temporal MS-WHIM R2 0.057159 0.006687
PCM temporal MS-WHIM MAE 0.959843 0.003392
PCM temporal PhysChem MCC 0.27533 0.004877
PCM temporal PhysChem RMSE 1.21395 0.005249
PCM temporal PhysChem r 0.414679 0.003797
PCM temporal PhysChem R2 0.064184 0.007884
PCM temporal PhysChem MAE 0.958551 0.003209
PCM temporal STscale MCC 0.277505 0.004956
PCM temporal STscale RMSE 1.217626 0.007125
PCM temporal STscale r 0.413211 0.004509
PCM temporal STscale R2 0.058495 0.010720
PCM temporal STscale MAE 0.960353 0.004845
PCM temporal Zscale_Hellberg MCC 0.278328 0.005163
PCM temporal Zscale_Hellberg RMSE 1.22066 0.003245
PCM temporal Zscale_Hellberg r 0.409729 0.003008
PCM temporal Zscale_Hellberg R2 0.053820 0.004890
PCM temporal Zscale_Hellberg MAE 0.962210 0.001808
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PCM temporal Zscale_van_Westen MCC 0.274272 0.008416
PCM temporal Zscale_van_Westen RMSE 1.221101 0.006088
PCM temporal Zscale_van_Westen r 0.409944 0.005973
PCM temporal Zscale_van_Westen R2 0.053121 0.009200
PCM temporal Zscale_van_Westen MAE 0.962816 0.004110
PCM temporal unirep MCC 0.273962 0.00843
PCM temporal unirep RMSE 1.219178 0.004602
PCM temporal unirep r 0.411132 0.003577
PCM temporal unirep R2 0.056110 0.007120
PCM temporal unirep MAE 0.959212 0.003379

Supplementary Table 7.3 (continues)
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Supplementary Figure 7.1. RMSF values for the MD GPCRmd trajectories of the 26 GPCRs in the WT 
set. The RMSF values are mapped to their corresponding positions in the MSA later used for rs3DDPD 
and non-dynamic descriptor calculation, for easier visualization. The regions in the MSA corresponding 
to domains TM 1-7 are shadowed for reference. Each receptor is represented in a different color and 
receptors from the same subfamily/family are represented in the same color palette.
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Supplementary Figure 7.2. RMSF average and variability over the three GPCRmd trajectory replicates 
for GPCRs 5HT2B, AA1R, ACM2, AA2AR, and CCR5. The average RMSF is represented as a line and the 
standard deviation of the mean is represented as a shade around the average. For easier comparison 
between targets, RMSF is aligned to the reference MSA, and the transmembrane domains TM1-7 are 
shaded.
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Supplementary Figure 7.3. Representation of rs3DDPD feature values for the 26 GPCRs in the WT 
set. Each receptor is represented in a different color and receptors from the same subfamily/family are 
represented in the same color palette.



Page 236 | Getting personal - Chapter 7

Supplementary Figure 7.4. Representation of ps3DDPD feature values for the 26 GPCRs in the WT 
set. Each receptor is represented in a different color and receptors from the same subfamily/family are 
represented in the same color palette. 
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Supplementary Figure 7.5. Top 25 most important features in PCM regression models using a tem-
poral split validation. The importance was averaged across the ten random seeds trained and the SD 
represented as error bars. The models were trained on the following protein descriptors: a) rs3DDPD, 
b) ps3DDPD, c) combination of rs3DDPD and Zscale van Westen, d) combination of ps3DDPD and 
PhysChem. 
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Supplementary Figure 7.6. Distribution of in vitro consequences from available mutagenesis data for 
the GPCR mutant set in GPCRdb. In the y axis, it is represented the number of ligands with available 
experimental fold change of virtually no change (between -2 and 2), positive or negative change (be-
tween absolute 2 and 30 fold change), or big positive or negative change (bigger than absolute 30 fold 
change). Bars are stacked for each mutant of the five targets in the set: a) adenosine A1 receptor (AA1R), 
b) adenosine A2A receptor (AA2AR), c) muscarinic acetylcholine receptor 2 (ACM2), d) beta-2 adren-
ergic receptor (ADRB2), e) CC chemokine receptor 5 (CCR5).  
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Supplementary Figure 7.7. Mutant GPCR RMSF normalized to WT. RMSF values are aligned to the 
MSA for easier comparison between targets. Domains representing TM 1-7 are shadowed. The location 
of the mutation in the MSA is highlighted in red. 
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Supplementary Figure 7.8. Discrimination of GPCR mutants using RMSF. Hierarchical clustering of 
GPCR variants based on their Euclidean distance between RMSF vectors. a) Mutants represented as 
MSA-aligned RMSF. b) Mutants represented as MSA-aligned normalized to WT. Individual clusters gen-
erated under a distance threshold of 70% of the final merge are represented in different colors in the 
dendrograms.


