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ABSTRACT

Grounded in the Stereotype Content Model, Risk Perception Theory, Technology Acceptance
Model, and Relational Embeddedness Theory, this research delves into the relationship between
chatbot conversation styles, customer risk, and the mediating role of chatbot acceptance and tie
strength in online shopping. A 2 (warm vs. cold) * 2 (competent vs. incompetent) between-sub-
jects experiment is conducted on 320 participants and the results obtained from two-way ANOVA
and PROCESS macro revealed that: (a) customer-perceived risk decreases with conversation
warmth rather than conversation competence; (b) customer acceptance of chatbots improves with
conversation competence rather than conversation warmth, while not acting as an intermediary
factor between the conversation styles and customer-perceived risk; (c) customer perceived tie
strength increases with both conversation warmth and conversation competence. The findings
contribute to the existing literature about the impact of chatbot anthropomorphism on customer
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cognitive processes and offer executives insights into the design of customer-friendly chatbots.

1. Introduction

A “chatbot tsunami” is spreading across industry sectors
(Grudin & Jacques, 2019) and is transforming customer ser-
vice. Like self-driving cars and robots, chatbots are a specific
segment of artificial intelligence (AI) that are defined as
computer programs that simulate the cognition and affection
of humans (Russell et al., 2010). Correspondingly, anthropo-
morphism is defined as the tendency for non-human agents
to be equipped with human-like characteristics, motivations,
intentions, or emotions (Epley et al., 2007). The two preced-
ing definitions together predict the unavoidable future for
chatbots to become increasingly human-like. In their early
phase of development, they were mostly treated as inanimate
machines, fulfilling objective tasks, such as information
search and timetable scheduling. However, they are presently
equipped with more human-like characteristics, such as
warmth, humor, empathy, sensitivity, and conversation
delays (Crolic et al., 2022; Liu et al., 2022; Moriuchi et al.,
2021; Schanke et al., 2021). Initial efforts to understand the
outcomes of chatbot anthropomorphism found that it posi-
tively affects customer purchase behavior, brand engage-
ment, recommendation acceptance, and asset allocation
(Hildebrand & Bergner, 2021; Luo et al, 2019; McLean
et al,, 2021).

Whilst anthropomorphism may have a positive impact,
interaction with a novel technology designed to mimic
human behavior may generate risk perception among

consumers. Understanding risk perception is crucial for con-
ducting business, as it plays a significant role in customer
decision-making (Marriott & Williams, 2018; Min & Cunha,
2019). Despite that, current research on risk perception
toward chatbots is not very prolific and neglects the impact
of anthropomorphism. On the contrary, technology accept-
ance has been widely explored in literature. The relationship
between anthropomorphism and perceived risk could be
studied through acceptance, as it serves as a predictor of
behavioral intention, performance, and consumer perception
(Abdullah & Ward, 2016; Chen et al., 2020; Lunney et al,
2016; Nikou & Economides, 2017; Oyman et al, 2022).
However, existing literature on technology acceptance
focuses on non-human-like technologies and there is limited
research that examines the relationship between chatbot
anthropomorphism, risk perception, and acceptance. The
anthropomorphic characteristics of Al devices are found to
be positively associated with customer acceptance (Pelau
et al., 2021), providing a foundation for further investigation
into customer risk perception and acceptance levels in rela-
tion to increasingly anthropomorphic chatbots.

Besides anthropomorphism, the capacity of Al-driven
chatbots to engage in complex dialogues emulates the sensa-
tion of interacting with a human being. This is referred to
as “automated social presence” (van Doorn et al., 2017) and
is the extent to which technology can make customers feel
the presence of another social entity. Research has shown
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that social presence is a key factor in shaping customer
perceptions, such as customer loyalty, sharing intentions,
purchasing behavior, and service quality evaluation (Konya-
Baumbach et al.,, 2023; Liu & Wei, 2021; Munnukka et al.,
2022). The advent of automated social presence introduces a
novel framework for understanding social interactions
between customers and other social entities. (Panagopoulos
et al, 2017; Ryu & Feick, 2007; Shen et al, 2016;
Umashankar et al., 2017; Yim et al.,, 2008). However, exist-
ing literature rarely views Al-driven chatbots as entities with
social roles, seldom embedding them in social networks.
Furthermore, perceived risk is found to be transferable
between social entities (Liao & You, 2014), which raises the
question of whether the former can be adapted to chatbots
with social roles and social networks.

Increasing adoption of chatbots modified the pre-existing
consumer relationship dynamics and introduced new chal-
lenges, such as the perceived privacy risk toward chatbots
(Cheng & Jiang, 2020). Examining the pre-decision cognitive
process of the consumers is crucial for understanding their
perception of chatbots. There are various studies that
address this topic by measuring the risk perception and
technology acceptance of customers, but they do not take
anthropomorphism into account. Therefore, the first goal of
this study is to understand the effect of anthropomorphism
on risk perception and technology acceptance as there is a
lack of research. On top of that, this study further aims to
answer whether the relationship between risk perception
and anthropomorphism is achieved through acceptance
since risk perception behaves as a dimension of technology
acceptance (Kamal et al., 2020; Kesharwani & Bisht, 2012;
Wang et al, 2018). With increasing human likeness and
intelligence, the social embeddedness of Al-driven chatbots
is getting deeper, despite the lack of research about it in aca-
demia. As a second goal, this article aims to address the
gaps in the existing literature regarding the social presence
of chatbots by: (a) embedding chatbots in customer-salesper-
son social networks under the background of Relational
Embeddedness Theory (RET), and (b) investigating how this
network affects the risk perception of customers.

2. Literature review

2.1. Chatbot anthropomorphism and stereotype content
model

Artificial intelligence refers to computer programs that
simulate the cognition and affection of humans (Russell
et al, 2010), and chatbots are a branch of AI systems
designed to mimic human-to-human conversations using
natural language (Griol et al, 2013; Sucameli, 2021). To
overcome miscommunication by simulating realistic conver-
sation scenarios, the anthropomorphism of chatbots has
become a hotspot in academia recently (Kim & Im, 2023;
Konya-Baumbach et al., 2023; Munnukka et al., 2022; Rhim
et al.,, 2022). Anthropomorphism is defined as the tendency
to imbue nonhuman agents with humanlike characteristics,
motivations, intentions, or emotions (Epley et al, 2007).
Chatbot anthropomorphism can be improved through three

aspects, visual cues (figure, avatar, and gender), identity cues
(name, identity, and disclosure), and communicational cues
(human language mimicking) (Go & Sundar, 2019).
Communicational cues and visual cues (in the form of emo-
ticons) are investigated in this study as conveyors of
anthropomorphism for text-based chatbots.

To assess the reaction of customers to the anthropo-
morphic traits of chatbots and how they perceive different
variations of communicational cues, this study utilized the
Stereotype Content Model (SCM). SCM is a classification of
people’s traits into two dimensions based on others’ percep-
tions: warmth (vs. coldness) and competence (vs. incompe-
tence) (Fiske et al., 1999). A warm conversation style that
includes more emotional words is seen as much friendlier,
kind, and more enthusiastic than a cold conversation style,
while a competent conversation style, which includes more
functional words, is viewed as more capable, effective, and
intelligent compared to an incompetent style. This model
has been shown to reliably differentiate human traits for
individuals and groups (Cuddy et al,, 2009; Durante et al,
2017) and even for lifeless objects, such as products, organi-
zations, and countries (Aaker et al, 2010; Motsi & Park,
2020). The conversation style has a significant impact on
participants’ evaluation of the communication and their per-
ceptions of each other (Thomas et al., 2018). In recent stud-
ies, it has been shown that the SCM can also be applied to
the interactions between chatbots and humans: warm con-
versation messages from chatbots have been shown to
improve brand engagement in contrast to competent mes-
sages (Kull et al, 2021), and customer experience can be
improved through the output of warm dialogs from chatbots
(Roy & Naidoo, 2021). The objective of this study is to
investigate how consumer risk perception varies across dif-
ferent communication styles of chatbots within the
Stereotype Content Model (SCM) dimensions.

2.2. Risk perception theory and anthropomorphism

The perceived risk that comes from uncertainty during the
shopping process is not an objective measurement but a
subjective perception varying with personalities and environ-
mental cues (Bauer, 1960). Due to the increased popularity
of online shopping, the origins and consequences of risk
perception in e-commerce have become more popular in the
literature. Shopping frequency and trust influence risk per-
ception (Mortimer et al., 2016), and perceived risk is found
to be significantly correlated with customer trust, satisfac-
tion, impulse buying, repurchase intention, and brand loy-
alty (Hasan et al., 2021; Martin et al., 2015; Tandon et al,,
2017; Wu et al, 2020). However, only very few studies
explore the antecedent of risks in chatbot usage. Customer-
perceived risk is shown to differ between chatbots and
human agents (Song et al., 2022). Even in human-to-human
interactions, the degree of similarity in conversation style
between the agent and the customer directly impacts the
effort needed to accomplish the task (Thomas et al., 2018).
Trivedi (2019) focuses on the relationship between perceived
risk and system quality, information quality, and service



quality of chatbots, but the study is specialized for the bank-
ing industry. Kasilingam (2020) connects perceived risk with
intentions to use chatbots, but he does not consider the
effect of increasing anthropomorphism of chatbots.

With the two dimensions proposed in the SCM model,
this research examines how warm vs. cold and competent vs.
incompetent styles of chatbots affect the perceived risk of
customers. A warm conversation style could satisfy the cus-
tomer’s need for interpersonal conversation by generating
sentences with emotional cues. On the other hand, conversa-
tion capability is highly related to adoption intention (Song
et al,, 2022), so a competent conversation style is expected to
reduce customer-perceived risk by showing the ability to ful-
fill tasks. Warmth and competence are found to amplify each
other in interpersonal judgments (Cuddy et al., 2008), while
brand engagement increases with warm messages but not
with competent messages (Kull et al., 2021). Furthermore,
the perception of a chatbot’s competence and warmth differ
with visual cues and the level of message interactivity
(Huang et al., 2021). Despite being separate dimensions,
warm and competent communications are intertwined and
argued to moderate each other on customer risk perception.
Therefore, this research proposes the following hypotheses:

H1: The warm communication style of chatbots leads to
lower customer-perceived risk than the cold conversation
style.

H2: The competent communication style of chatbots leads
to lower customer-perceived risk than the incompetent con-
versation style.

H3: The interaction effect between the warm (vs. cold) and
competent (vs. incompetent) conversation styles of a chatbot
has a bearing on customer-perceived risk.

2.3. The relationship between communication styles of
chatbots, chatbot acceptance, and customer perceived
risk

Technology acceptance is influenced by perceived usefulness
(PU) and perceived ease of use (PEOU) (Davis, 1989).
Perceived usefulness refers to the degree to which a person
believes that using a particular system would enhance the
performance and perceived ease-of-use refers to the degree
to which a person believes that using a new technology will
be free of effort. Business processes have been transformed
by new technologies to a large extent over decades and
TAM continues to be a robust theory for explaining people’s
reactions toward new technologies, such as e-commerce,
interactive dressing rooms, and mobile applications (Ashraf
et al, 2014; Huang et al., 2019; Kim et al., 2017; Vahdat
et al., 2021). Despite the proven effectiveness of technology
acceptance, there are not many studies in the literature
regarding the relationship between chatbot anthropomorph-
ism and acceptance as most studies focus on non-human-
like technologies.

People’s reluctance to accept the usage of Al for subject-
ive tasks, known as algorithm aversion, is often driven by
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the belief that algorithms lack necessary human-like emo-
tions (Castelo et al., 2019). Anthropomorphism can be the
key to reduce this bias as it has been found to increase the
acceptance of Al devices (Pelau et al., 2021). Warmth has
the potential to increase people’s willingness to adopt Al
(Roy & Naidoo, 2021) and competent messages from chat-
bots that demonstrate the ability to fulfill tasks can directly
influence chatbot acceptance (Song et al., 2022). Thus, chat-
bots that exhibit anthropomorphic characteristics, such as
warmth and competence in their conversation styles, have
the potential to increase people’s willingness to adopt Al
and overcome algorithm aversion.

In addition to PEOU and PU, perceived risk has been con-
nected with TAM: it serves as a determinant of individuals’
adoption intention toward telemedicine services and internet
banking (Kamal et al, 2020; Kesharwani & Bisht, 2012).
Furthermore, it elucidates users’ behavioral intentions con-
cerning ride-sharing services (Wang et al., 2018). Risk percep-
tion and technology acceptance are not only confined to
consumer attitudes toward a certain technology but can also
be transferred to other entities, such as brands (Hasan et al.,
2021). Acceptance of technology and e-services can also play
a mediating role in risk perception, reducing risk concerns to
some extent (Featherman & Pavlou, 2003). Thus, the follow-
ing hypotheses are formed for technology acceptance:

H4: The warm communication style of chatbots leads to
higher chatbot acceptance than the cold communicational
style.

H5: The competent communication style of chatbots leads
to higher chatbot acceptance than the incompetent commu-
nication style.

H6: The effect of warm (vs. cold) conversation style on cus-
tomer perceived risk is mediated by chatbot acceptance.

H7: The effect of competent (vs. incompetent) conversation
style on customer perceived risk is mediated by chatbot
acceptance.

2.4. The relationship between conversation styles of
chatbots, perceived tie strength, and customer
perceived risk

According to Relational Embeddedness Theory (RET), social
and emotional outcomes are intertwined with economic out-
comes in a social system, and economic activities are con-
nected through the relationships between the participants
(Granovetter, 1973). The strength of the relationship tie
between individuals is found to change people’s attitudes
toward ads and sharing intention, directly influencing con-
versation effectiveness for advertisements (Shen et al., 2016).
A strong perception of tie strength between salespersons and
customers not only works as a guarantee for sales perform-
ance from individual clients (Panagopoulos et al.,, 2017) but
also is an important factor of commitment to firms (Stanko
et al., 2007). A strong tie facilitates customer loyalty after
customer complaints (Umashankar et al, 2017) and
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Chatbot Acceptance
Warm Conversation Style
(Warm vs. Cold)
Customer Perceived Risk
Competent Conversation Style
(Competent vs. Incompetent)
Perceived Tie Strength

Figure 1. Conceptual model.

Table 1. Conditions for the experiment.

Condition Description Stimuli

1 Warm * Competent Emoticons and warm words * effective responses

2 Warm * Incompetent Emoticons and warm words * ineffective responses

3 Cold * Competent No emoticons and cold words * effective responses
4 Cold * Incompetent No emoticons and cold words * ineffective responses

mitigates perceived distribution unfairness of buyers (Lee &
Griffith, 2019).

Castaldo et al. (2010) discovered that competence can
increase trust and benefit network involvement, which is
aligned with what RET proposes. The way a person con-
verses reveals their personality and shapes how the conver-
sation partner perceives the relationship (Pennebaker, 2011),
so different conversation styles employed by salespersons are
expected to alter the perception and emotions of customers.
In the context of e-commerce, the emotional power between
chatbots and customers is analogous to that between sales-
persons and customers; with the onset of affective explor-
ation, chatbots, and human beings can develop relationships
(Skjuve et al, 2021). Displaying emotions stimulates emo-
tional bonds between users and machines (Rincon et al,
2019); expressing surprise and happiness has been found to
positively impact customer perception toward chatbots
(Chuah & Yu, 2021). Therefore, emotional power cannot be
denied in human-chatbot interactions. Furthermore, the emo-
tional tie is a factor that influences risk perception, as it is
correlated with customer trust, satisfaction, and brand loyalty
(Hasan et al., 2021; Martin et al., 2015; Mortimer et al., 2016;
Tandon et al., 2017; Wu et al., 2020). Given that the per-
ceived risk is transferable between social entities (Liao & You,
2014), it can be hypothesized that perceived tie strength
mediates the process from conversation styles to the perceived
risk. Therefore, the following hypotheses are formed:

H8: The warm communication style of chatbots leads to a
higher perceived tie strength than the cold communicational

style.

H9: The competent communication style of chatbots leads
to a higher perceived tie strength than the incompetent
communication style.

H10: The effect of warm (vs. cold) conversation style on
customers’ perceived risk is mediated by perceived tie
strength.

H11: The effect of competent (vs. incompetent) conversa-
tion style on customers’ perceived risk is mediated by per-
ceived tie strength.

The conceptual framework of this article is shown in
Figure 1.

3. Methodology
3.1. Stimuli and conditions

This study used 2 (warm vs. cold) * 2 (competent vs. incom-
petent) between-subjects factorial experiment design (see
Table 1). Stimuli for warm conversation style were conveyed
by emoticons like “(*AVA*)” and words like “friendly, glad,
surprise and free” in dialogs, while dialogs for cold conver-
sation style abandoned all emoticons and words that
expressed warmth and friendliness. Stimuli for competent
conversation style were conveyed by understanding and
responding to customers’ questions precisely whereas stimuli
for incompetent conversation style were shown by output-
ting words and phrases like “I don’t quite understand what
you mean” and “I will direct you to human services” (see



Appendix A). The pre-purchase dialogs between customers
and chatbots about a fictitious brand’s (“Virtus”) smart-
phone were inquired. Participants received screenshots of
the dialogs based on the condition they were randomly
assigned to and were asked to fill out a survey to assess their
perception. This study chose screenshots as stimuli carriers
since the effectiveness of screenshots to convey information
for experiments is confirmed (Chocarro et al., 2021; Roy &
Naidoo, 2021).

3.2. Experiment design

The experiment excluded the influence of chatbot identity
disclosure, name, gender, and avatar (Borau et al.,, 2021; Go
& Sundar, 2019; Luo et al., 2019). The identity of the chat-
bots was disclosed to subjects at the beginning of the survey,
and they were given the same cartoon robot avatar and the
same name, “Virtual Shopping Assistant.” Gender cues were
not used throughout the entire process (see Appendix A).
The experiment uses smartphones to keep the product cat-
egory consistent (Roy & Naidoo, 2021) and a fictitious
brand name “Virtus” to avoid the noise of risk perception
about existing brands (Kwak et al., 2015; Puzakova & Kwak,
2017).

Risk perception has been shown to vary with customer
demographic heterogeneity, such as age, income, educational
level, risk aversion (Holt & Laury, 2002; Schiffman, 1972;
Sharma & Kurien, 2017), and exterior heterogeneity, such as
prior experience (Kasilingam, 2020). Demographic hetero-
geneity was kept consistent by choosing participants among
university students who had a limited scope of age, income
level, and educational level. The questionnaire identified
prior experience with online shopping and chatbots, and
samples lacking either were excluded from the study. Risk
aversion was regarded as a control variable for this
experiment.

Four chatbots representing four experiment conditions
were customized by Alibaba Cloud Services and screenshots
were taken as experiment materials (see Appendix A). The
online survey was distributed by Qualtrics links via WeChat
and WhatsApp platforms. First, subjects were placed in a
scenario in which they planned to buy a smartphone
through chatbot assistants. After being exposed to one of
four conversation screenshots, participants were asked to
answer 8 manipulation check questions about the conversa-
tion style of the chatbot (see Appendix B). Second, partici-
pants answered questions related to mediator variables
(chatbot acceptance and perceived tie strength) and the
dependent variable (perceived risk). Finally, data about risk
aversion and participants’ demographic information (age,
gender, disposable income, educational level, prior experi-
ence with online shopping, and chatbot interaction) were
collected. Each item (including the manipulation check
questions) was measured by a seven-point Likert scale,
ranging from 1 (totally disagree) to 7 (totally agree) (see
Appendix C).
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3.3. Risk perception and tie strength dimensions

Originally composed of two dimensions, scholars enriched
the risk perception theory into a six-dimensional compre-
hensive model that includes financial risk, functional per-
formance risk, physical risk, psychological risk, social risk,
and time risk (Cunningham, 1967; Peter & Tarpey, 1975;
Roselius, 1971). Performance risk, financial risk, and psycho-
logical risk are dimensions that are proven to significantly
influence customer behavior in e-commerce (Qalati et al,,
2021; Sharma & Kurien, 2017), whereas social risk and phys-
ical risk were found to be insignificant (Featherman &
Pavlou, 2003; Kamalul Ariffin et al, 2018). Chatbots are
prone to trigger specific dimensions given their unique char-
acteristics compared to humans, and the perceived privacy
risk associated with them has been shown to reduce cus-
tomer satisfaction (Cheng & Jiang, 2020). As a consequence,
the following dimensions are taken into account in this
study: (a) performance risk; (b) financial risk; (c) psycho-
logical risk; and (d) privacy risk.

Relationship tie strength is measured across four dimen-
sions: mutual confiding, relationship length, emotional
intensity (closeness), and reciprocal service. Intimacy (close-
ness) is the most important representative of relationship
strength, while connection time and frequency tend to over-
estimate user perception (Marsden & Campbell, 1984).
During this research, tie strength is examined across the fol-
lowing dimensions: (a) closeness; (b) mutual confiding; and
(c) reciprocity.

3.4. Pretest

A pretest was conducted among university students in
China and Netherlands, and all subjects were assigned ran-
domly and evenly to one of four screenshots corresponding
to the four experimental situations (see Appendix A). After
deleting 13 samples with missing data, there were 120 valid
feedbacks in total (N male = 79; N female = 41). 91.7% of
participants were 18-25years old.

Results of one-way ANOVA showed that people assigned
to the warm conversation style reported more warmth,
friendliness, kindness, and enthusiasm than those who were
assigned to the cold conversation style [Myam=>5.21 vs.
M oa =343, F (1,118) =63.64, p <0.001]. Similarly, screen-
shots with a competent conversation style are perceived as
more competent, capable, effective, and intelligent than those
with an incompetent conversation style [Mcompetent = 5.39 vs.
Mincompetent = 228, F (1,118) = 143.18, p < 0.001].

Reliability tests and validity tests were performed on each
construct of the scale. Regarding the dependent variable, the
item, “I would be concerned that the product recommended
by the chatbot may not perform to my expectations” was
decided to be deleted because of the low extraction value of
49 and component score coefficient of .09. The remaining 11
items of risk perception passed the reliability and validity tests
(Cronbach’s o =.950; KMO =.879, p<0.01). As for media-
tors, both chatbot acceptance (Cronbach’s o =.953;
KMO = .891, p < 0.01) and perceived tie strength (Cronbach’s
o =.945; KMO = .889, p<0.01) had satisfied reliability and
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validity. For risk aversion (Cronbach’s o« =.929), after deleting
the most irrelevant item, “when I shop online, I would like to
go for a well-known brand,” the KMO value and the account-
ability of variance increased from .553 and 76.36% (p < 0.01)
to .768 and 87.94% (p < 0.01), respectively. Ultimately, all the
remaining items after optimization could be conducted to
examine the hypotheses (see Appendix C).

3.5. Participants and manipulation check

There were 368 samples in total. Three responses with par-
ticipants being younger than 18years old and 17 samples
with missing data were filtered out. Two respondents were
unqualified for having prior experience in online shopping
and 26 respondents did not have any prior chatbot inter-
action, therefore they were excluded too. The ultimate sam-
ple size was 320 which consisted of 62 participants (19.4%)
from the Netherlands and 258 (80.6%) from China and 175
males (54.7%) and 145 females (45.3%). Since most partici-
pants were university students, 19-25-year-old participants
were the largest group which accounted for 73.8% of the
population. Correspondingly, 91.3% of participants had at
least a Bachelor’s degree. 67.6% of subjects have a disposable
income below 600 euros and over 20% of subjects have a
disposable income higher than 800 euros. Students recruited
from China had quite different financial statuses from stu-
dents recruited from the Netherlands, therefore disposable
income has the largest standard deviation. Nevertheless, no
significant impact on the main variable was detected regard-
ing the two sample groups.

After selecting and assembling the participants, a manipula-
tion check is applied for chatbot conversation styles (see
Appendix B). Results of one-way ANOVA show that com-
pared with those exposed to cold conversation scenarios, par-
ticipants exposed to warm conversation scenarios reported
that chatbots are more warm, friendly, kind, and enthusiastic
[Myarm = 5.15 v5. Mogqa=23.28, F (1,318) =219.84, p < 0.001].
Likewise, subjects allocated to competent conversation screen-
shots perceived more competence, capability, effectiveness, and

Table 2. Results of factor analysis for all variables.

intelligence than those assigned to incompetent conversation
screenshots [Myarm = 6.02 vs. M.qq = 1.80, F (1,318) = 985.88,
p<0.001]. It is safe to conclude that the manipulation of
chatbot conversation styles was successful.

3.6. Measurements

The dialogs represented different conversation styles referred
to by Roy and Naidoo (2021). Eight manipulation check
questions were based on Aaker et al. (2010) and Kull et al.
(2021); items of customer perceived risk were adjusted based
on Cheng and Jiang (2020) and Hong (2015); chatbot
acceptance had three items based on Kasilingam (2020) and
Rese et al. (2020); for the perceived tie strength, findings
from Ryu and Lee (2017) and Stanko et al. (2007) shaped
the items; the scale of customer risk aversion (control vari-
able) originated from Tzeng and Shiu (2019). All items
passed reliability and validity tests (see Table 2).

4. Results
4.1. Correlation matrix

Initially, a Pearson correlation analysis was conducted
between all variables. Warm conversation style was corre-
lated to all mediators and the dependent variable, and it cor-
related closer with customer-perceived tie strength (.700**)
than chatbot acceptance (.572**). The competent conversa-
tion style was strongly correlated with chatbot acceptance
(.939**) and also with perceived tie strength (.660**)
whereas it was not correlated with the dependent variable.
Customer-perceived risk is significantly correlated with risk
aversion (.611%*), proving the necessity to consider it as a
control variable for the experiment (see Table 3).

4.2. Risk perception

People assigned to warm stimuli perceived fewer risks
(M=5.34, SD=1.10) about online shopping than those

Variables Items KMO df p-Value Extracted factor Eigenvalue Variance explained (%)
Customer perceived risk 1 0.91 55 <0.001 1 7.2 65.49
Chatbot acceptance 6 0.886 15 <0.001 1 5.16 86.00
Tie strength 9 0.901 36 <0.001 1 6.27 69.69
Risk aversion 3 0.687 3 <0.001 1 242 80.75
Note: N =320.
Table 3. Means, standard deviations, and Pearson correlation coefficients for all variables.
Variables 1 2 3 4 5 6

1 Warm (vs. cold) conversation style 1 528%* 572%* .700%* 328%* a21%
2 Competent (vs. incompetent) conversation style .528%* 1 .939%* 660** .096 .003
3 Chatbot acceptance 572%%* .939%* 1 754%% 210%* 047
4 Perceived tie strength .700%* 660** 754%% 1 .330%* .039
5 Customer perceived risk .328%* .096 210%* 330%* 1 B611F*
6 Risk aversion J21% .003 .047 .039 B11F* 1

Mean 4.21 3.90 4.04 3.62 5.49 591

SD 1.46 243 1.97 1.46 1.03 .80
Notes: N =320.

*Correlation is significant at the 0.05 level (2-tailed).
**Correlation is significant at the 0.01 level (2-tailed).



assigned to cold stimuli (M =5.63, SD=0.92) at a signifi-
cant level (Mg;r=—.285, p <.05). The similar output of two-
way ANOVA [F (1, 315)=10.1, p<.05, partial #°=.031]
also revealed that people’s risk perception about online
shopping decreased with the conversation warmth. The first
hypothesis was supported.

Surprisingly, the capability of chatbots was irrelevant to
customers’ risk perception [F (1, 315) =.00, p =.963, partial
7*=.000]. Mean difference from competence (M =5.49,
SD =.97) to incompetence (M =5.48, SD=1.08) was statis-
tically non-significant (Mgir=.004, p=.963). Thus, hypoth-
esis 2 was not supported by this study.

According to the results [F (1, 315) =2.93, p =.088, par-
tial 7> =.009], the interaction between the two conversation
styles did not produce a statistically significant effect.
Therefore, hypothesis 3 cannot be concluded. (see Tables 4,
5 and Figure 2).

4.3. Chatbot acceptance and the mediation effect on
risk perception

Results of two-way ANOVA presented a notable gap in
chatbot acceptance between competent and incompetent
conversation styles [Mcompetent = 5.72 V5. Mincompetent = 2.39,
F (1,316) = 802.61, p < 0.001, partial #*>=.718]. It had a con-
siderably large effect size of .718. Conversely, this phenom-
enon did not appear in warm and cold conversation styles
[Myarm =4.07 vs. Mea=4.03, F (1,316)=.117, p=.732,
partial #°=.000]. Taken together, hypothesis 5 was sup-
ported whereas hypothesis 4 was rejected (see Tables 6, 7
and Figure 3).

In the second part, a series of regression analyses by
PROCESS model 4, v4.1 (Hayes, 2022) was carried out to
test H6 and H7. For warm conversation style, results

Table 4. The output of pairwise comparisons for customer perceived risk.

N M SD Mdifference Sig-
Warm vs. cold conversation style
Warm (1) 160 5.34° 1.10 —.285* (I-)) <.05
Cold (J) 160 5.63° 92 .285% (J-1) <.05
Competent vs. incompetent conversation style
Competent 159 5497 97 .004 (I-)) 963
Incompetent 161 5.48° 1.08 —.004 (J-I) 963

*The mean difference is significant at the .05 level.
Covariates appearing in the model are evaluated at the following values: Risk
aversion = 5.9090.

Table 5. Results of two-way ANOVA for customer perceived risk.
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provided evidence for the effect of warmth on customer per-
ceived risk (B=-.284, SE=.09, p<.05, Clgsy=/[—.46,
—.11]), but there is no evidence for the mediating effect of
chatbot acceptance (B=-.006, SE=.021, Clgsq, =[—0.05,
0.04]). Thus, hypothesis 6 which claimed that the effect of
conversation style (warm vs. cold) on customer-perceived
risk is mediated by chatbot acceptance was rejected.

As for the competent conversation style, despite the fact
that direct (B=1.12, SE=.16, p<.001) and indirect paths
(B=-1.12, SE=.13, Clgse, = [—1.40, —.89]) were both pro-
ven to be significant, results of total effect revealed an irrele-
vance between conversation competence and perceived risk
(B=.006, SE=.09, p=.94), which was consistent with the
conclusion of hypothesis 2. Because of the absence of a
causal relationship between independent and dependent var-
iables, the mediating effect disappeared simultaneously.
Hence, the study rejected hypothesis 7 (see Figure 4).

4.4. Perceived tie strength and mediation effect on risk
perception

H8, H9, H10, and H11 were examined by two-way ANOVA
and PROCESS model 4, v4.1 (Hayes, 2022), respectively in
the same way as chatbot acceptance. The dataset showed
different levels of perceived relationship strength between
warm and cold styles [Myam=23.91 vs. M.qa=3.33, F
(1,316) =20.09, p<0.001, partial n*=.06]. Likewise, there
was a significant difference in customer-perceived tie strength
between competent and incompetent styles [Mcompetent = 4.44
vs. M incompetent = 2.80, F (1,316) =162.47, p < 0.001, partial
n* = .34]. Additionally, conversation competence had an effect
size that was over medium (0.25) and close to large (0.4),
while conversation warmth had a small effect size. To con-
clude, self-reported relationship strength positively varies with
both warmth and competence. Therefore hypotheses 8 and 9
were supported (see Tables 8, 9 and Figure 5).

For warm utterances of chatbots, the total effect on per-
ceived risk before adding perceived tie strength as a mediator
was —.29 (SE=.08, p < .05, Clgse, =[—.46 to —.13]). By add-
ing perceived tie strength, the direct effect was —.20 (SE=.08,
p <.05, Clgsy, = [—.36, —.04]) and the indirect effect was —.09
(SE=.03, Clgsq, =—.14 to —.04). Customer perception about
tie strength contributed 31.3% to the path from warm style to
risk perception. For the other path, the competent style had a

Type lll sum of squares df  Mean square F Sig. Partial eta-squared ~ Parameter estimates
Corrected model 133.762% 4 33.441 52.045 <.001 .398
Intercept 4.689 1 4.689 7298 <.05 .023 .838*
Risk aversion 122.078 1 122.078 189.995  <.001 376 775%*
Warm vs. cold 6.487 1 6.487 10.096  <.05 .031 —-.131
Competent vs. incompetent .001 1 .001 .002 963 .000 —.149
Warm vs. cold * competent vs. incompetent 1.882 1 1.882 2.928 .088 .009 .307
Error 202.398 315 .643
Total 9970.215 320
Corrected total 336.160 319
N=1320.

Warm vs. cold * competent vs. incompetent refers to the interaction effects of the two conversation styles.

*p < 0.05.
°R squared =.398 (adjusted R squared =.390).
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Figure 2. Interaction effects of warm (vs. cold) and competent (vs. incompetent) conversation styles for perceived risk.

Table 6. The output of pairwise comparisons for chatbot acceptance.

N M SD Mdifference Slg
Warm vs. cold conversation style
Warm (1) 160 4.07 2.03 .04 (I-)) 732
Cold (J) 160 4.03 1.90 —.04 (J-) 732
Competent vs. incompetent conversation style
Competent 159 5.72 .88 3.32% (1)) <0.01
Incompetent 161 2.39 1.19 —3.32*% (J-) <0.01

*The mean difference is significant at the .05 level.

non-significant total effect on customer risk perception
(B=.01, SE=.08, p=.94, Closy=[—0.16, 0.17]). So, the
mediation effect of perceived tie strength on risk perception
was rejected simultaneously. To conclude, hypothesis 10 was
confirmed while hypothesis 11 was rejected (see Figure 6).

4.5. Additional analysis

4.5.1. Components of risk perception

The research conducted additional analysis to provide read-
ers with deeper insights. The first question was whether the
effect of the warm conversation style on certain components
of risk perception was too large, hiding the fact that it did
not work on the other components at all. First, a two-way
MANOVA was conducted to figure out the impact of con-
versation styles on each component of perceived risk.
Product performance risk was excluded in additional ana-
lysis because it had only 2 items after optimization in the
pretest and thus not satisfy data rigor and trustworthiness.
Results showed that the warmth of chatbots in communica-
tions mainly worked on financial risk [My.m=>5.33 vs.
M.gqa=5.64, F (1,315) =11.13, p < 0.025, partial 7> =.034]
and privacy risk [Myam=>5.57 vs. Mca=6.00, F
(1,315) =23.22, p<0.01, partial n*=.069] instead of psy-
chological risk. Moreover, the conversation competence of
chatbots did not impose an influence on any one of the
three constructs (Tables 10 and 11).

4.5.2. Components of perceived tie strength

To have a better understanding of the human-chatbot rela-
tionship, it is necessary to clarify what constructs of per-
ceived tie strength were the most influential. Likewise, three
constructs of perceived tie strength, namely perceived close-
ness, mutual confiding intention, and reciprocity intention,
were examined by two-way MANOVA. Surprisingly, there
was no significant effect of conversation warmth on reci-
procity [Myarm=4.12 vs. M a=4.03, F (1,316)=.433,
p=.511, partial #°=.001]. Apart from that, all other con-
structs benefited from the conversation warmth and compe-
tence of chatbots (see Tables 12 and 13).

The study dived deeper into which constructs of per-
ceived tie strength mainly undertook the mediation role
from chatbot conversation warmth to customer-perceived
risk. Results uncovered that only perceived closeness medi-
ated the path (B=-.33, SE=.08, Clgs¢, =[—0.51, —0.17]),
while mutual confiding (B=.07, SE=.04, Clys¢, = [—0.004,
0.16]) and reciprocity (B=-.01, SE=.03, Clgsq, =[—0.07,
0.04]) showed no mediation effects.

5. Discussion
5.1. Main effects on customer perceived risk

In this study, warmth is found to play an important role in
customer risk perception, especially for financial and privacy
risks. The result is consistent with most of the extant find-
ings in the literature. Brand warmth facilitates purchase
intention (Kolbl et al., 2019) and chatbot warmth is benefi-
cial for brand engagement (Kull et al., 2021). The underlying
logic is that people have basic needs for interpersonal inter-
actions and are prone to interact with highly anthropo-
morphic chatbots in a similar way (Sheehan et al.,, 2020).
Meanwhile, warm messages enhance the anthropomorphism
of lifeless objects, such as brands and chatbots, and change
people’s risk perception (Kim & McGill, 2011).



Table 7. Results of two-way ANOVA for chatbot acceptance.
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Type Il sum of squares  df  Mean square F Sig. Partial eta-squared ~ Parameter estimates
Corrected model 884.786° 3 294.929 267.761  <.001 718
Intercept 5255.672 1 5255.672 4771550  <.001 938 2.33%
Warm vs. cold 129 1 129 117 732 .000 15
Competent vs. incompetent 884.044 1 884.044 802.611  <.001 718 3.40%*
Warm vs. cold * competent vs. incompetent 442 1 442 402 527 .001 —.149
Error 348.061 316 1.101
Total 6461.417 320
Corrected total 1232.847 319
N=320.

Warm vs. cold * competent vs. incompetent refers to the interaction effects of the two conversation styles.

*p < 0.05.
R squared =.718 (adjusted R squared =.715).
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Figure 3. Mean comparisons of chatbot acceptance between warm (vs. cold)
and competent (vs. incompetent) conversation styles.

Contrary to our expectations, the importance of chatbot
competence for risk perception was negligible which is actu-
ally in accordance with findings in the literature. Unlike
brand warmth, brand competence does not stimulate cus-
tomer-brand identification (Kolbl et al, 2019). Similarly,
brand engagement can be driven by conversation warmth
instead of the conversation competence of chatbots (Kull
et al., 2021). However, the conclusions of this research
contradict findings regarding interpersonal interactions. The
conversational competence of a salesperson is found to be a
key driver of purchase intention and purchase behavior
(Ihtiyar & Ahmad, 2014; Xu et al., 2016). The difference in
attitude between human-machine and human-human inter-
actions may be due to the identity disclosure of chatbots.
Luo et al. (2019) found that identity transparency of chat-
bots before the conversation reduces the purchase rate by
79.7%. So, it is likely to leave a stereotype of incompetence
for participants thus leading to a pre-perceived risk.

The underlying reason why chatbot identity causes such
an evident difference can be due to people’s stereotypes of
chatbots rather than chatbot competence. Although chatbots
virtually perform both objective and subjective tasks as well
as humans, people don’t trust chatbots regarding subjective
tasks (Castelo et al., 2019). The distrust for subjective work
can be broken by increasing chatbots’ human-likeness. To
sum up, enhancing conversation warmth and competence is
a good way to counter the influence of chatbot identity, and

the stereotypes against chatbots, such as they are not capable
of performing subjective tasks, are expected to be reduced
by human-level anthropomorphism.

5.2, Chatbot acceptance and the mediation effect on
risk perception

Unlike in risk perception, the competence of the chatbots
plays a role in their acceptance. Competent expressions are
directly linked to chatbot acceptance because it signals the
ability to fulfill tasks, which exactly corresponds to the two
measurements of TAM: perceived utility and perceived
usability (Davis, 1989). Because of the non-significant influ-
ence of competence on perceived risk, chatbot acceptance
fails to mediate the effect. As mentioned above, this may be
due to the pre-disclosure of chatbot identity, therefore the
mediating role of chatbot acceptance should not be com-
pletely rejected by the findings of this study. Studies done in
the past explicitly confirm the influence of competence on
technology acceptance and the influence of acceptance on
people’s cognitive process including risk concerns (De Cicco
et al., 2022; Featherman & Pavlou, 2003), and thus, media-
ting effects of chatbot acceptance is worthy of further
exploration.

On the other hand, warmth is found to have a negligible
effect on technology acceptance, and consequently, the
mediating role of acceptance between warmth and risk per-
ception is rejected by this study. This may be due to TAM
estimating peoples’ adoption intention merely from the tech-
nology utility and usability perspective (Davis, 1989), and
not taking affection-related factors into consideration. The
model proposed by Davis is applicable widely to most new
technologies, such as online shopping, mobile application,
and socially interactive dressing rooms (Ashraf et al.,, 2014;
Huang et al, 2019; Kim et al, 2017). However, with the
emerging concept of Al anthropomorphism nowadays, the
model proposed in 1989 lags in evaluating the affection
between humans and chatbots which is proven to exist
(Rincon et al., 2019; Skjuve et al., 2021). An upgraded model
(TAM3) extends the original TAM by stressing emotion-
related components, such as perceived external control, play-
fulness, anxiety, and enjoyment (Venkatesh & Bala, 2008).
Emotion-related cues of the algorithm are pointed to
increase people’s trust (Castelo et al., 2019), which is added
to the original TAM model by Alalwan et al. (2018). All of
these findings provide an up-to-date perspective to explore
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Figure 4. Mediation effects of chatbot acceptance.

Table 8. The output of pairwise comparisons for perceived tie strength.

N M SD Mdifference Slg
Warm vs. cold conversation style
Warm (1) 160 3.91 1.69 579% (1)) <.001
Cold (J) 160 333 1.12 —.579% (J-) <.001
Competent vs. incompetent conversation style
Competent 159 444 .88 1.646* (I-)) <.001
Incompetent 161 2.80 1.19 —1.646* (J-) <.001
*The mean difference is significant at the .05 level.
Table 9. Results of two-way ANOVA for perceived tie strength.
Type Il sum of squares  df  Mean square F Sig. Partial eta-squared  Parameter estimates
Corrected model 260.973° 3 86.991 65.227  <.001 382
Intercept 4192.346 1 4192.346 3143470  <.001 .909 2.74%
Warm vs. cold 26.788 1 26.788 20.086  <.001 .060 12
Competent vs. incompetent 216.675 1 216.675 162465 <.001 .340 1.19%
Warm vs. cold * competent vs. incompetent 16.807 1 16.807 12.602  <.001 .038 917%
Error 421.439 316 1.334
Total 4866.494 320
Corrected total 682.412 319
N=320.

Warm vs. cold * competent vs. incompetent refers to the interaction effects of the two conversation styles.

*p < 0.05.
°R squared = .382 (adjusted R squared =.377).
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Figure 5. Mean comparisons of perceived tie strength between warm (vs. cold)
and competent (vs. incompetent) conversation styles.

how emotion works in the acceptance of increasingly
anthropomorphic chatbots and raise the question of whether
the findings of this article would differ by utilizing TAM3.

5.3. Perceived tie strength and the mediation effect on
risk perception

Like the relationship tie between two persons, the tie between
humans and chatbots can be strengthened by warm utteran-
ces from chatbots (Williams & Bartlett, 2015; Chuah & Yu,
2021). The reason for this similarity is that both humans and
human-like chatbots have the ability to display emotions
through communication (Benke et al., 2022), and displaying
emotions facilitates the construction of emotional bonds
(Rincon et al., 2019; Skjuve et al,, 2021). Closeness or intim-
acy (also referred to as emotional bonds) is proven to be the
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Figure 6. Mediation effects of perceived tie strength.

Table 10. The output of pairwise comparisons for perceived financial risk, perceived psychological risk, and perceived privacy risk.

N M SD Mdifference Slg
Perceived financial risk
Warm vs. cold conversation style
Warm (1) 160 5.33° 98 —.305% (I-)) <.001
Cold (J) 160 5.64° 1.09 .305% (J-1) <.001
Competent vs. incompetent conversation style
Competent (I) 159 5.50° 1.00 019 (I-)) 832
Incompetent (J) 161 5.48° 1.10 —.019 (J-I) 832
Perceived psychological risk
Warm vs. cold conversation style
Warm (1) 160 5.47° 95 —.165 (I-J) .069
Cold (J) 160 5.64° 1.08 165 (J-1) .069
Competent vs. incompetent conversation style
Competent (1) 159 5527 0.97 —.073 (I-)) 418
Incompetent (J) 161 5.597 1.07 073 (J-) 418
Perceived privacy risk
Warm vs. cold conversation style
Warm (1) 160 5.57° .96 —.431* (1) <.001
Cold (J) 160 6.00° 1.15 A31% (J-) <.001
Competent vs. incompetent conversation style
Competent (I) 159 5.85° 1.08 126 (1)) .160
Incompetent (J) 161 573° 1.09 —-.126 (J-1) .160

*The mean difference is significant at the .05 level.

Covariates appearing in the model are evaluated at the following values: Risk aversion = 5.9090.

most influential construct for perceived tie strength not only
by this study but also by other research (Stanko et al., 2007).
A possible explanation is that chatbot anthropomorphism
enhances the ability of chatbots to exhibit emotions through
warm utterances, and emotions stimulate perceived closeness
which plays an important role in lessening risk perception.
The establishment of buyer-seller relationships relies
heavily on the competence of salespersons (Srinivasan et al.,
2020). The findings strengthen the advocacy of Mikldsi et al.
(2017): when chatbots are endowed with social competence,
humans finally interact with them independently of their
embodiment. Even more, for tie strength, the impact of
competence is higher than conversation warmth. So, the
human-chatbot relationship which is similar to interper-
sonal relationships can be built by increasing conversation

competence, and it is essential to assure the customers of
the competence of the chatbot to strengthen the tie.

To conclude, the findings revealed the importance of per-
ceived tie strength in the online shopping context. Unlike
technology acceptance and risk perception, both warmth and
competence play a role in tie strength. This finding supports
the idea that chatbots are perceived as social entities rather
than mere machines. Humans evaluate the bond with chat-
bots by considering both the social and cognitive dimensions,
much as they would when interacting with another human.
Therefore, any study about social and economic activities that
include chatbots is likely to be biased if it fails to recognize
the impact of chatbots on human social networks. As such, it
is crucial to take into account the social nature of chatbot
interactions when analyzing their effects on human behavior.
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Table 11. Results of two-way ANOVA for perceived financial risk, perceived psychological risk, and perceived privacy risk.

Source Dependent variable  Type Ill sum of squares df  Mean square F Sig. Partial eta-squared
Corrected model Financial risk 142.583° 4 35.646 53406 <.001 404
Psychological risk 126.263° 4 31.566 48.202  <.001 .380
Privacy risk 173.001¢ 4 43.250 67.698  <.001 462
Intercept Financial risk 3.705 1 3.705 5550 <.05 017
Psychological risk 5.403 1 5.403 8251 <.05 .026
Privacy risk 2.614 1 2.614 4092 <.05 .013
Risk aversion Financial risk 127.472 1 127.472 190984  <.001 377
Psychological risk 122.246 1 122.246 186.675 <.001 372
Privacy risk 152.053 1 152.053 238.001  <.001 430
Warm vs. cold Financial risk 7.432 1 7.432 11134  <.001 .034
Psychological risk 2.174 1 2.174 3.320 .069 .010
Privacy risk 14.835 1 14.835 23.220 <.001 .069
Competent vs. incompetent Financial risk .030 1 .030 .045 832 .000
Psychological risk 430 1 430 656 418 .002
Privacy risk 1.268 1 1.268 1.985 .160 .006
Warm vs. cold * competent vs. incompetent  Financial risk 3.591 1 3.591 5380 <.05 017
Psychological risk .030 1 .030 .045 832 .000
Privacy risk 1.471 1 1.471 2.302 130 .007
Error Financial risk 210.247 315 667
Psychological risk 206.280 315 655
Privacy risk 201.245 315 639
Total Financial risk 9985.222 320
Psychological risk 10,211.556 320
Privacy risk 11,096.556 320
Corrected total Financial risk 352.830 319
Psychological risk 332,543 319
Privacy risk 374.247 319
N =320.
Warm vs. cold * competent vs. incompetent refers to the interaction effects of the two conversation styles.
R squared = .404 (adjusted R squared =.397).
PR squared =.380 (adjusted R squared =.372).
R squared = .462 (adjusted R squared = .455).
Table 12. The output of pairwise comparisons for closeness, mutual confiding, and reciprocity.
N M SD Mdifference Slg
Closeness
Warm vs. cold conversation style
Warm (1) 160 3.68 .98 1.359% (1)) <.001
Cold (J) 160 2.32 1.09 —1.359% (J-) <.001
Competent vs. incompetent conversation style
Competent (1) 159 3.99 1.00 1.969* (I-)) <.001
Incompetent (J) 161 2.02 1.10 —1.969* (J-) <.001
Mutual confiding
Warm vs. cold conversation style
Warm (1) 160 393 .95 .283% (I-)) <.05
Cold (J) 160 3.64 1.08 —.283* (J-) <.05
Competent vs. incompetent conversation style
Competent (I) 159 442 0.97 1.2771% (I-)) <.001
Incompetent (J) 161 3.15 1.07 —1.271% (J-) <.001
Reciprocity
Warm vs. cold conversation style
Warm (1) 160 4.12 .96 .094 (I-J) S
Cold (J) 160 4.03 1.15 —.094 (J-1) S
Competent vs. incompetent conversation style
Competent (1) 159 4.92 1.08 1.271% (I-)) <.001
Incompetent (J) 161 3.23 1.09 —1.271%* (J-) <.001

*The mean difference is significant at the .05 level.

5.4. Theoretical contribution

First, this article enriches current literature regarding Al
anthropomorphism in business by focusing on the internal
psychological mechanisms of customers. Before purchase
intention and decision-making, the psychological state and
subliminal cognitive processes of the customers can be
manipulated by changing the conversation style of chatbots.
Specifically, compared with competence, chatbot warmth

plays a more positive role in manipulating customer cogni-
tive processes.

Secondly, this article expands the application of the RET
framework, previously limited to human-to-human interac-
tions (Panagopoulos et al,, 2017; Shen et al, 2016; Stanko
et al., 2007; Umashankar et al., 2017), to a broader context.
AT’s pervasive adoption is increasingly evident in our socio-
economic activities, where it has assumed a diverse range of
roles that were previously fulfilled exclusively by humans.
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Table 13. Results of two-way ANOVA for closeness, mutual confiding, and reciprocity.

Source Dependent variable  Type Il sum of squares df  Mean square F Sig. Partial eta-squared
Corrected model Closeness 476.258° 3 158.753 82259  <.001 438
Mutual confiding 157.475° 3 52.492 37.183  <.001 261
Reciprocity 244.460° 3 81.487 49.958 <.001 322
Intercept Closeness 2882.874 1 2882.874 1493.790  <.001 .825
Mutual confiding 4580.624 1 4580.624 3244.727  <.001 911
Reciprocity 5310.369 1 5310.369 3255710  <.001 912
Warm vs. cold Closeness 147.798 1 147.798 76.583  <.001 195
Mutual confiding 6.398 1 6.398 4532 <.05 .014
Reciprocity .707 1 .707 433 511 .001
Competent vs. incompetent Closeness 310.009 1 310.009 160.634  <.001 337
Mutual confiding 129.129 1 129.129 91470 <.001 224
Reciprocity 230.707 1 230.707 141443  <.001 .309
Warm vs. cold * competent vs. incompetent  Closeness 16.359 1 16.359 8477 <.05 .026
Mutual confiding 21.725 1 21.725 15389  <.001 .046
Reciprocity 12911 1 12911 7916 <.05 024
Error Closeness 609.850 316 1.930
Mutual confiding 446.101 316 1412
Reciprocity 515.426 316 1.631
Total Closeness 3960.111 320
Mutual confiding 5178.889 320
Reciprocity 6060.111 320
Corrected total Closeness 1086.108 319
Mutual confiding 603.576 319
Reciprocity 759.886 319

N=320.

Warm vs. cold * competent vs. incompetent refers to the interaction effects of the two conversation styles.

R squared = .438 (adjusted R squared = .433).
PR squared =.261 (adjusted R squared =.254).
R squared = .322 (adjusted R squared =.315).

The social presence of anthropomorphic chatbots is con-
firmed by Adam et al. (2020), meanwhile, a parasocial inter-
action exists between customers and human-like chatbots
(Youn & Jin, 2021). This article makes a contribution by
showing that social relationships can be also built between
humans and chatbots under the frame of RET. More impor-
tantly, this article opens a door to human-chatbot relation-
ship management and reminds future researchers not to
simply regard chatbots as non-human entities, especially
when it comes to socio-economic activities.

Lastly, this study is one of the first in the literature to
combine the affection (warmth) and capability (competence)
of chatbots into a social psychology theory (Relational
Embeddedness Theory) and an information systems theory
(Technology Acceptance Model), providing an opportunity
to reflect on how do people’s cognition, psychological state,
and social networks change with the evolution of chatbots
from simple conversation agents to human-level roles.

5.5. Managerial implication

The research also has some managerial implications for
designers and marketers. First, to reduce customer-perceived
risk, especially financial and privacy risks, managers are
encouraged to design chatbots to be more friendly, kind,
and enthusiastic. Second, enhancing communication compe-
tence rather than warmth can increase customers’ intention
to use chatbots and thus save the cost of human services.
So, conversation warmth and competence should be
adjusted to different degrees for different purposes. More
importantly, customer relationship management can be

extended to customer chatbot relationships and can be opti-
mized by adjusting conversation warmth and competence.

6. Limitations and future research

The study has several limitations which have great potential
for future research. First, some risk factors, such as social
and time risks are also meaningful to discover. They can
provide practitioners with more comprehensive and specific
insights to manipulate customer risk perception. Second,
because most participants are university students and the
experiment product is a smartphone, the relatively fixed
sample age, educational level, prior experience, and product
category help the experiment to be conducted in a con-
trolled condition. On the other hand, it forms a very homo-
genous group which makes it hard to generalize. Therefore,
the research can be expanded to more diversified groups
and contexts. Third, chatbot transparency is an important
factor in customer risk perception, and it can be interesting
to dive deeper into whether pre-disclosure of chatbot iden-
tity leads to different degrees of risk perception. Fourth, the
study fails to uncover the influence of anthropomorphism
on technology use intention. Song and Shin (2022) studied
the effects of anthropomorphism on user’s trust, and the
mediating effect of trust in pathways between anthropo-
morphism, purchase intention, and willingness to reuse
while Jin and Youn (2023) found that continuance intention
can be predicted by anthropomorphism. Given the influence
of trust on perceived risk (Mortimer et al., 2016), the study
can be enhanced by new dimensions, such as trust and
usage intentions. Fifth, TAM has been updated with TAM3
and the study is open to be reconducted utilizing TAM3 as
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a way to measure the effectiveness of the newly introduced
dimensions. Sixth, anthropomorphism is conveyed through
communicational and visual cues (emoticons) in the experi-
ments, but their interaction effect is not taken into account.
Furthermore, the conversation style of chatbots represents
only one of several potential tools for controlling their
anthropomorphism. Future research should explore add-
itional tools, such as variations in voice and appearance to
further enrich the theoretical framework. Finally, partici-
pants are asked to answer the survey questions based on the
screenshots. Even though this method has been utilized in
the literature as a way to assess people’s opinions, letting the
participants engage with the chatbots in future research

would allow them to answer based on their own
experiences.
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Appendix A: English and Chinese screenshots for each condition

@®

Click to Load More

Hello, I am your friendly virmal assistant. Glad to be at your service. Is there
somerhing | can help vou with (¥4 7%)?

Do you have any phone recommendations?

Sure, we have 2 most popular options. You may like them to and you can get
details by replying to each product number ¥ (= 7 =%)o.

Virtus 1 is 6.7 inches and has three colors of black, white and grey of*'/)o, the latest
ALS chip, 5G, 19-hour bartery life for playing video, the camera lens covers telephoto,
widc-angle, ultra-wide-angle, at a stealing price 5999 RMB of* 7 *)o.

Virtus 2 is 6.1 inches and has five colors of black, white, gray, red and blue to choose
o(* )0, Al4 chip, SG, 16-hour batrery life for playing video, camera lens covers wide-
angle, ultra-wide-angle, with a stealing price of 3999 RMB o(* 7 #) o.

a6

v 49 6

g 6

Thanks

Is there any product you like? Let ‘s transfor to the shopping page to place an order
o(*7~o. If you are unsure. you may find surprises by checking out this link
www.sample.com (*#7**). Thanks for visiting us and if I can be of further assistance

‘ater, Foel Free to text me.

Figure A1. Warm and competent.

Virtual Shopping Assistant

@®

@®

Click to Load More

Hello, I am your fricadly virtual assistant. Glad to be at your service, Is there
something [ can help you with (*#774#)?

Do you have any phoae recommendations?

Sorry, I don't quite understand what you mean. Could you please ask your
question again in other words? I will try my best to help you ¥(=V =%)o,

Mobile phone recommendation

Sorry, I don't quite understand what you mean. Could you please ask your
question again in other words? I will try my best to help you ¥ (= ¥ =*)o.

(4]
R

send

Q

Mobile phone

So sorry! [ still cannot understand you correctly, I am happy to direct you to our human
services who can assist you further o(* "/ #)o.

Thanks

You may find surprises by checking out this link www sample com (*+ 7V *#). Thanks for
wvisiting us and if I can be of further assistance later, Feel Free to text me.

Figure A2. Warm and incompetent.

(4]
0

(4]
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Q

1

2%, Vitus 1 H6TET. B 5. KSKEGN o/ Mo, BIFFAISTR, sGigR, O
19BISERN, MBI, IR, 1R, BERASSOT o(* Ao, o
2
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BN, 16/ SN, BEWABE R, . ERAMNIN0T o Mo, o
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Vitual Stopping Assistant

Click to Load More

a Hi. | am your virmal assistant. Do you have any questions today?

Do you have say phone recomumendstions?
&
Q We have Virtus 1 and Virtus 2. Reply to prodect number to continue. r
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Lot g

anlies

@ rscmocns, sxme e

@ s vz, mernwan.

® Vi, ® o
[Color): black, white, grey:
[Size]): 6.7 inches; (o) : @ 8 X
[Chip]): A1S; (RY) : 672
[Network]: 5G; (1) : a5
[Power]: 19 hours of video playback; (R) - 5
(Camera]: telepboto, wide-angle, ultra-wide-angle; A
{Pri:e]. 7]$a Furo " h O [CUVERS W N Te
Q (6) : sost
2
® Vi 2: ® v
[Color]: black. white, gray. red, blue; 5e): A B X O &
[Size]: 6.1 inches;
[Chip): Al4: (R9) : 6157,
[Network]: 50, (ER) : A
[Power]: 16 hours of video playback; ] - 56
[Camera): wide-angle, ultra-wide-asgle, A N
[Price]: $50 Euro - 1 : 1. R
Q (#18) - 395
thanks
(@) 1f you like something, transfer to the shopping page to place an order. ¢ ) - N
1you sre msere, ploaec chock owt this bk for adkitinel imformation Doy ®© Snwwmcmn_ FRFERABTIEE SFW amwsamolecom, S
www.sample.cow. Thask you for your visit. v
wad

Figure A3. Cold and competent.

Virtual Shopping Assistant

Click to Load More

@ Hi lam your virtual assistant. Do you have any questions today?

Do you have any phons recommendations”

@ o

Sorry, I don't understand you. Ask your question again in other words.
¢

Mobile phore recommendation

@ (&)
Sorry, I don't understand you. Ask your question agzin in other words.

¢

Mobile phoae

(4]

@

Thanks

@ Somy! 1 still cannot understand you. 1 will direct you to human services

@®

Please check out this link for additional information www sample.com. Thaok you for o4
your visit.
¢

)o you have any qu 1 today send

Figure A4. Cold and incompetent.
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Appendix B: Manipulation check questions and statistics during pretest

Scale M SD

Cronbach’s o

Warm conversation style 4.32 1.46
- The chatbot is warm during communication.

- The chatbot is friendly during communication.

- The chatbot is kind during communication.

— The chatbot is enthusiastic during communication.

Competent conversation style 3.84 243
— The chatbot is competent during communication.

- The chatbot is capable of communication.

— The chatbot is effective during communication.

- The chatbot is intelligent during communication.

.989

927

Note: N=320.

Appendix C: Items for all variables and reliability test results during pretest

Scale M

sD

Cronbach’s o

KMO

Customer perceived risk 5.49

Performance risk (PerR)

- | would be concerned that the product recommended by the chatbot may not match the
descriptions or pictures given on the website.

— | would be concerned that the product recommended by the chatbot may have some quality
problems.

Financial risk (FR)

- | would be concerned that the price of the product recommended by the chatbot may be too
high.

- | would be concerned that the product recommended by the chatbot may have a low cost-
performance ratio.

- | would be concerned that | may suffer from extra monetary loss due to the chatbot’s fraudulent
acts.

Psychological risk (PsyR)

— | may feel anxious about buying the product recommended by the chatbot.

- | may feel unpleasant if the product recommended by the chatbot doesn’t meet my expectations.

- | may feel pressured if the product recommended by the chatbot has quality problems.

Privacy risk (PriR)

- | would be concerned that personal information associated with shopping through the chatbot can
be misused.

- | would be concerned that personal information associated with shopping through the chatbot can
be used in a way | cannot foresee.

- | would be concerned that there is too much uncertainty about personal information associated
with shopping through the chatbot.

Chatbot acceptance 4.04
Perceived usefulness (PU)

— | find the chatbot to be useful for shopping.

- | can get clear product information effectively with the chatbot.

— | can accomplish shopping tasks productively with the chatbot.

Perceived ease-of-use (PEOU)

- | find the chatbot to be easy to use for shopping.

- | can operate the chatbots to shop without the help of others.

- | can easily understand what is going on; Working with chatbots is not complicated.

Perceived tie strength 3.62
Closeness/emotional intensity (C)

- | feel close to the chatbot.

- | enjoy interacting with the chatbot.

- | have a virtual friendship with the chatbot.

Mutual confiding (MC)

- | am willing to keep the chatbot informed of my needs in detail.

— | am willing to share reasons with the chatbot why | plan to buy a product.

- | am willing to share private personal information with the chatbot.

1.03

1.46

950

953

945

.879

.891

.889

(continued)
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Continued.
Scale M D Cronbach’s o KMO

Reciprocity (R)

- | am willing to paraphrase my questions as a payback for the chatbot’s efforts to help me.

- | am willing to learn more about a product recommended by the chatbot as a payback for the
chatbot’s efforts to help me.

- | am willing to buy a product recommended by the chatbot as a payback for the chatbot’s efforts
to help me.

Risk aversion 5.91 .80 929 .768
- When | shop online, | would like to seek unbiased information sources.

- When | shop online, | would like to look for a money-back guarantee.

- When | shop online, | would like to go for one that | have seen others using.

Note: N=320.
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