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‘It’s only complicated if you start thinking about it.”
 

  Alan Watts
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Introduction

The healthcare sector is currently facing several critical challenges that threaten 
its accessibility and affordability. Among these challenges are personnel short-
ages, limited resources, and an ever-increasing demand for healthcare services. 
In response to these challenges, the healthcare sector has increasingly turned to 
technological innovations to find solutions. The most significant of these tech-
nological advancements has been the introduction of Electronic Health Records 
(EHRs). The shift from paper-based practices to EHRs in many hospitals aimed 
to streamline administrative processes and improve the efficiency of health-
care delivery. While the introduction of EHRs has transformed the landscape 
of healthcare data management, generating vast amounts of electronic, mostly 
unstructured healthcare data, it has not realized the anticipated reduction in 
administrative burdens[1]. This situation has paved the way for exploring fur-
ther technological solutions to leverage the vast amount of data for enhancing 
healthcare services. Artificial Intelligence (AI), particularly through its subfield 
of Natural Language Processing (NLP), offers a promising avenue. In this thesis, 
applications and value of NLP are studied for healthcare.

�1.1 Natural language processing

NLP combines linguistics and computer science, aiming to enable computers to 
process (‘understand’) natural language. NLP consists of many different sub-
fields, with a wide variety of tasks and techniques. At the core of NLP are several 
key stages: data preprocessing, feature extraction, and modeling.

Data preprocessing involves several tasks aimed at enhancing the quality of 
the text and normalizing the text to improve the efficiency of subsequent pro-
cessing steps. Common preprocessing techniques are shown in Figure 1. Which 
preprocessing techniques to apply depend on the NLP model that is used. For 
classical machine learning models such as logistic regression, support vector 
machines, and decision trees, more preprocessing steps are needed to reduce 
the dimensionality and sparsity of the data. More recent models are able to 
deal with the complexity of natural language and may only require tokenization.

1
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Figure 1: A visualization of common techniques for preprocessing in natural language 

processing[2].

Feature extraction is needed to transform the preprocessed data into a nu-
merical format that can be analyzed by an algorithm. There are many different 
feature extraction techniques, with different levels of granularity (see Figure 2). 
Again, the model that is used establishes which feature extraction technique is 
suitable. As with preprocessing, this relates to the complexity the model can 
handle.

Term frequency - inverse 
document frequency

Contextualized word 
embeddingsBag-of-Words

BoW is one of the simplest 
techniques, where each document 
is represented as a bag of its words. 
This leads to a matrix, where every 
row is a document, and every 
column is a word. Every cell thus 
represents the frequency of 
occurrence of a specific word in a 
document. 

TF-IDF builds on the BoW model by 
considering the entire corpus of 
documents to scale the frequency 
of words. Words that occur 
frequently in the entire corpus of 
documents will receive less weight, 
while words that occur seldom will 
receive more weight. 

 TF-IDF = Number of times a word "X" appears in a Document

Number of words present in a Document

× log ( Number of Documents present in a Corpus

Number of Documents where word "X" has appeared )

Word embeddings are advanced 
feature extraction techniques that 
represent words in a dense vector 
space. Each word is mapped to a 
vector using unsupervised learning 
in such a way that the semantic 
relationship between words is 
reflected in the geometric 
relationship between vectors. Words 
that are used in similar contexts will 
thus be close together in this vector 
space. Common models that 
generate embeddings include 
Word2Vec, GloVe, and FastText. 
[refs]. 

The newer generation language 
models use contextual word 
embeddings, where a word can 
have several different embeddings 
based on the context. An example is 
the word ‘bank’, which can refer to a 
financial bank or a river bank. These 
two meanings of the word ‘bank’ will 
each have their own embedding. 
Common models that generate 
contextual word embeddings 
include ELmO, BERT, and GPT. 

Word embeddings

Text the dog barked against

The dog barked loudly 1 1 1 0

The cat rubbed against 1 0 0 1

The dog barked against 1 1 1 1

A cat caught the mouse 0 0 0 0

Text the dog barked against

The dog barked loudly 0.1 0.8 0.6 0

The cat rubbed against 0.1 0 0 0.5

The dog barked against 0.1 0.7 0.5 0.3

A cat caught the mouse 0 0 0 0

Example of output

Table showing the result of applying the bag-of-
words technique to four example texts.

Table showing an example of the result of 
applying the TF-IDF formula to four texts.

Figure showing a simplified example of an 
embedding space for words.

Figure showing a simplified example of a 
contextualized embedding space for words.

Figure 2: A visualization of common techniques for feature extraction in natural language 

processing, ordered by increasing complexity.
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Modeling applies algorithms to the structured data that arises from the previ-
ous steps. There are many different modeling tasks and associated models, the 
ones presented here are those that emerged as most relevant for the settings 
discussed in the following chapters (see Figure 3).

 

Figure 3: A visualization of the three natural language processing tasks included in this 

thesis.

Recent advances

In the past decade, large steps have been made in the advancement of the NLP 
field. The steady increase in computing power has made it possible to build 
language models with an increasing number of parameters. ELMo (Embeddings 
from Language Models), introduced in 2018, had approximately 90 million pa-
rameters[3]. Its successor, BERT (Bidirectional Encoder Representations from 
Transformers), introduced in 2018, has a base model with 110 million and a large 
model with 340 million parameters[4]. This was the first model to use a trans-
former architecture, a neural network architecture designed to be efficient at 
capturing relationships and dependencies between elements in a sequence, such 
as words in a sentence. This new architecture led to huge jumps in performance. 
The newest language models, such as OpenAI’s GPT-3.5 (Generative Pretrained 
Transformers) and Google’s PaLM (Pathways Language Model), also use the 
transformer architecture and have over 100 billion parameters, coining the new 

1
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term large language models (see Figure 4). With these new possibilities, a key 
question is how these techniques can be applied to healthcare data and if they 
can create value for clinical practice.

Figure 4: A timeline showing the (large) language models that have been introduced 

over the past five years and the number of parameters, plotted on a logarithmic scale.

�1.2 Healthcare data

To create value at point-of-care, it is essential to use data routinely collected 
throughout the healthcare process. Routinely collected healthcare data for the 
purpose of NLP encompasses a broad spectrum of text-based information, in-
cluding but not limited to:

• Clinical data, such as clinical notes, operative reports, and discharge sum-
maries captured within the electronic health record (EHR). This data can be 
characterized as information from and to healthcare providers, summarizing 
interactions with patients, letters from and to other healthcare professionals, 
and notes from nurses, physicians, and other medical professionals.

Marieke van Buchem BNWv2.indd   14Marieke van Buchem BNWv2.indd   14 22-10-2024   12:4922-10-2024   12:49
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• Patient-generated data, such as patient portal messages and patient expe-
rience surveys, characterized as information from patients to the hospital. 
With the increasing focus on patient-centered care, different efforts have 
been made to improve capturing the patient’s voice and improving patient 
communication. This data is unique as it provides insights into patients’ lives 
outside of the hospital.

• Social media data, from websites such as Reddit, Twitter, or online fora. The 
use of social media has increased over the past two decades, giving patients 
the opportunity to share their experiences, knowledge, and questions online. 
This data is characterized as peer-to-peer.

Previous studies show that free-text clinical data include valuable information 
not captured in structured data fields. Especially information about the complex-
ity, evolving circumstances, uncertainty, and severity are often captured in free-
text fields[5]. Furthermore, free-text clinical notes have previously been found 
to be more accurate, more reliable in identifying patients with certain diseases, 
and more understandable to review for other healthcare providers[6]. Similarly, 
for sources such as patient experience data, healthcare providers prefer answers 
to open-ended questions over closed-ended questions, as they provide more 
nuance[7]. All these examples clearly highlight the value of free-text healthcare 
data. With the volume of healthcare data estimated to grow with an annual 
rate of 36%[8], of which approximately 80% is unstructured, the need for the 
application of NLP is high.

�1.3 Research questions

Despite the growing body of research on NLP in healthcare, the value of NLP 
for clinical practice is still unclear and implementation is lagging[9]. This thesis 
aims to clarify the value of the opportunities presented by NLP tools in clinical 
practice. It explores various applications of NLP within the healthcare setting 
and evaluates their value and offers insights into how NLP technologies can 
be effectively integrated into daily healthcare delivery to contribute to the im-
provement of healthcare accessibility and affordability. The following research 
questions will be addressed:

1
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1. Promising applications: Which combination of NLP methods and data 
sources are most promising for enhancing healthcare delivery at the point 
of care?

2. Challenges during development: What are the principal challenges during 
the development of NLP models that hinder valuable adoption in clinical 
practice?

3. Value for clinical practice: What is the value of NLP applications for daily 
clinical practice?

�1.4 Outline

The research questions will be addressed in the following chapters, which are 
divided into two parts. Part 1 focuses on the application of NLP in five different 
healthcare settings. Chapter 2 presents a scoping review about digital scribes in 
clinical practice. Chapter 3 through 6 describe the development of NLP models 
in different settings. Part 2 centers around the added value of NLP in clinical 
practice. Chapter 7 and 8 present pilot studies of applications presented in 
Part 1. See Table 1 for an overview of the clinical domains, data types and data 
sources. Figure 5 visualizes the outline and the relations between the chapters.

Table 1: overview of the chapters and their clinical domain, data type, and data source.

Chapter Clinical domain Data type Data source

Part 1: Application of NLP in various healthcare settings

2 General Clinical Scoping review

3 Oncology Clinical Electronic health record (Stanford)

4 Otorhinolaryngology Patient-generated Patient experience questionnaires 
(LUMC)

5 Oncology Patient-generated Patient portal messages, electronic 
health record (Stanford)

6 Cardiology Social media Online forum (Reddit)

Part 2: Evaluating the added value in clinical practice

7 Otorhinolaryngology Patient-generated Patient experience questionnaires 
(LUMC)

8 Internal medicine Clinical Recorded mock conversations

Marieke van Buchem BNWv2.indd   16Marieke van Buchem BNWv2.indd   16 22-10-2024   12:4922-10-2024   12:49
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Evaluation

Chapter 2 
The digital scribe in clinical 
practice: a scoping review 
and research agenda. 
NPJ Digital Medicine, 2021.

Review Development

Chapter 3 
Natural language processing 
methods to identify oncology 
patients at high risk for acute 
care with clinical notes. 
AMIA Jt Summits Trans Sci 
Proc, 2023.

Chapter 5 
Applying natural language 
processing to patient messages 
to identify depression concerns 
in cancer patients. 
JAMIA, 2024.

Chapter 4 
Analyzing patient experiences 
using natural language 
processing: development and 
validation of the artificial 
intelligence patient reported 
experience measure (AI-PREM). 
BMC Med Inform Decis Mak, 
2022.

Chapter 6 
Artificial intelligence-enabled 
analysis of statin-related topics 
and sentiments on social 
media. 
JAMA Netw Open, 2023.

Chapter 7 
The added value of the 
artificial intelligence patient-
reported experience measure 
(AI-PREM tool) in clinical 
practice: deployment in a 
vestibular schwannoma care 
pathway. 
PEC Innov, 2023.

Chapter 8 
Impact of a digital scribe 
system on clinical 
documentation time and 
quality: usability study. 
JMIR AI, 2024.

Figure 5: visualization of the outline of this thesis. Chapters that address the same setting 

are connected by a dotted line.

�1.5 Terminology

Although NLP and the broader field of machine learning share many methodol-
ogies with biostatistics and epidemiology, different terms for similar concepts 
are used. In Table 2, key terminology used in this thesis is defined.

Table 2: definition of key terminology.

Term Meaning

Model A set of parameters and structure needed for a system to turn input data into 
output. Examples: logistic regression, support vector machines, neural network.

Label The assigned category or value that an algorithm aims to predict, often used in 
supervised learning for training purposes.

Features The individual measurable properties or characteristics of the data used 
by a model to make predictions. Similar to risk factors in epidemiology and 
independent variables in statistics.

Model training Learning the association between features and labels. Similar to model fitting 
in statistics.

1
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Chapter 2

2.1 Abstract

The number of clinician burnouts is increasing and has been linked to a high ad-
ministrative burden. Automatic speech recognition (ASR) and natural language 
processing (NLP) techniques may address this issue by creating the possibility 
of automating clinical documentation with a “digital scribe”. We reviewed the 
current status of the digital scribe in development towards clinical practice and 
present a scope for future research. We performed a literature search of four 
scientific databases (Medline, Web of Science, ACL Anthology, and Arxiv) and 
requested several companies that offer digital scribes to provide performance 
data. We included articles that describe the use of models on clinical conversa-
tional data, either automatically or manually transcribed, to automate clinical 
documentation. Of 20 included articles, three described ASR models for clinical 
conversations. The other 17 articles presented models for entity extraction, clas-
sification, or summarization of clinical conversations. Two studies examined the 
system’s clinical validity and usability, while the other 18 studies only assessed 
their model’s technical validity on the specific NLP task. One company provid-
ed performance data. The most promising models use context-sensitive word 
embeddings in combination with attention-based neural networks. However, 
the studies on digital scribes only focus on technical validity, while companies 
offering digital scribes do not publish information on any of the research phases. 
Future research should focus on more extensive reporting, iteratively studying 
technical validity and clinical validity and usability, and investigating the clinical 
utility of digital scribes.
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The digital scribe in clinical practice: a scoping review and research agenda

2.2 Introduction

In the past few years, clinician burnout has become an acknowledged problem 
in healthcare. In a 2017 survey among 5000 US clinicians, 44% reported at least 
one symptom of burnout[1]. To investigate this problem, the National Academy 
of Medicine formed a committee focused on improving patient care by support-
ing clinician well-being. The committee’s extensive report, called Taking Action 
Against Clinician Burnout, describes reasons for clinician burnout. An important 
reason is the increasing administrative burden[2]. Since the introduction of 
the electronic health record (EHR), the time spent on administrative tasks has 
increased to approximately half of a clinician’s workday[3,4,5]. These adminis-
trative tasks decrease clinicians’ career satisfaction[6] and negatively affect the 
clinician–patient relationship[7]. Other studies have assessed the relationship 
between EHR-use and burnout and found that more time spent on the EHR, 
especially after-hours, was linked to a higher risk of burnout[8,9].

Recently, clinicians have hired medical scribes to reduce the administrative 
burden, i.e., persons who manage administrative tasks, such as summarizing a 
consultation. Studies show positive results for the use of medical scribes, with 
clinicians spending more face-to-face time with patients and less after-hour 
time on the EHR[10,11]. Although a medical scribe might seem like the perfect 
solution, it shifts the burden to other personnel. As a result, direct medical 
costs increase, while the administrative burden remains substantial. Two recent 
perspectives[12,13] describe the need for a so-called digital scribe. This digital 
scribe uses techniques such as automatic speech recognition (ASR) and natural 
language processing (NLP) to automate (parts of) clinical documentation. The 
proposed structure for a digital scribe includes a microphone that records a 
conversation, an ASR system that transcribes this conversation, and a set of NLP 
models to extract or summarize relevant information and present it to the phy-
sician. The extracted information could, for instance, be used to create clinical 
notes, add billing codes, or use the extracted information for diagnosis support.

Companies like Google, Nuance, Amazon, and many startups are creating a dig-
ital scribe[14,15,16]. Although much needed, there are several concerns about 

2
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implementing a digital scribe in healthcare. These relate to technical aspects 
such as the accuracy of current ASR systems for transcription of spontaneous 
speech[13] and a digital scribe’s ability to extract all the essential information 
from a non-linear, fragmented conversation[13,17]. There are also concerns 
related to a digital scribe’s clinical utility, such as the effect on a physician’s 
workflow. Such concerns need to be addressed before digital scribes can be 
safely implemented in practice. More specifically, successful implementation of 
an artificial intelligence (AI) tool, such as a digital scribe, requires a thorough 
investigation of its suitability, technical validity, clinical validity and usability, and 
clinical utility (see Box 1). A scoping review of current evidence is needed to 
determine the current status of the digital scribe and to make recommendations 
for future research.

Box 1: Four research phases

Suitability: The first step aims to create a clear overview of the problem 
and find a suitable solution. In the digital scribe field, the problem is the 
administrative burden. Deciding on a suitable solution (e.g., symptom 
list, summary) is the next step towards determining the required model’s 
output and a reliable ground truth[52]. When the problem and solution 
are clear, researchers can find a suitable dataset or collect data themselves. 
Researchers should also check if the dataset contains any unintended bias 
or underrepresented groups.

Technical validity: Next, various methods may be created and the best per-
forming model determined[55]. Apart from determining the model’s over-
all performance, researchers should assess in which situations the model 
performs well and in which it performs less adequately. This includes as-
sessing if the model performs consistently across different patient groups, 
for example gender[56]. The data source, model, and context in which the 
model was tested should all be described transparently[50]. Sharing data 
and code help the community better understand the models and enables 
researchers to build on past work[52].
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Clinical validity and usability: Once the model passes the technical valida-
tion, the researchers should perform a qualitative evaluation of the output 
with the end-user. This evaluation has two goals: first, to evaluate whether 
the output makes sense and is clinically relevant; second, to evaluate how 
the output affects clinical practice. This includes the presentation of the 
output, the most appropriate timing, and the effect on end-users’ decision 
making[57].

Clinical utility: In this last step, the researchers should prospectively study 
the model in clinical practice. First, the model might run in clinical prac-
tice without showing the output to the end-users. At specific time points, 
end-users analyze the output to identify any errors. If no new problems 
arise, a prospective study can be set up to determine clinical impact.

Objective

The purpose of the present study is to perform a scoping review of the literature 
and contact companies on the current status of digital scribes in healthcare. The 
specific research questions are:

• Which methods are being used to develop (part of) a digital scribe? (Suit-
ability)

• How accurate are these methods? (Technical validity)
• Have any of these methods been evaluated in clinical practice? (Clinical va-

lidity and usability, clinical utility)

2.3 Methods

Data search

We performed a scoping review based on the Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses Extension for Scoping Reviews (PRIS-
MA-ScR) statement[18]. We searched Medline, Web of Science, Arxiv, and ACL 
Anthology for all relevant articles until December 25, 2020. Furthermore, we 
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scanned reference lists of relevant publications for additional articles. Search 
terms included terms describing the setting (clinical conversations) in com-
bination with relevant methods (NLP, ASR) and usage of the output (clinical 
documentation). We also included “digital scribe” and “automated scribe” as 
search terms because these incorporate the setting, method, and goal. The full 
search queries can be found in Supplementary Table 1.

Besides, we aimed to include real-world data on existing digital scribes to bridge 
the gap between research and practice. Quiroz et al.[13] provided a list of active 
companies in the digital scribe space: Robin Healthcare, DeepScribe, Saykara, 
Sopris Health, Amazon, Nuance. These companies were requested to provide 
unpublished performance data for their digital scribe.

Inclusion and exclusion criteria

Our definition of a digital scribe is any system that uses a clinical conversation 
as input, either as audio or text, and automatically extracts information that 
can be used to generate an encounter note. We included articles that describe 
the performance of either ASR or NLP on clinical conversational data. A clinical 
conversation was defined as a conversation—in real life, over the phone, or via 
chat—between at least one patient and one healthcare professional. Because 
ASR and NLP are different fields of expertize and will often be described in 
separate studies, we chose to include studies that only focused on part of a 
digital scribe. Studies that described NLP models that were not aimed at cre-
ating an encounter note but, for example, extracted information for research 
purposes, were excluded. Articles written in any language other than English 
were excluded. Because of the rapidly evolving research field and the time lag 
for publications, proceedings and preprints were included.

Study selection

Two reviewers (M.M.v.B. and S.A.C.) independently screened all articles on title 
and abstract, using the inclusion and exclusion criteria. The selected articles 
were assessed for eligibility by reading the full text.
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Data extraction and synthesis

The first reviewer extracted information from the included articles and the un-
published data provided by companies. The second reviewer verified the extract-
ed information. The following aspects were extracted and assessed:

1. Setting and research phase
2. ASR models and performance
3. NLP tasks, models, and performance

2.4 Results

Study selection

Our search resulted in 2348 articles. After screening the titles and abstracts 
of these articles, we assessed 144 full-text articles for eligibility. We included 
20 articles[19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38] for 
our analysis (Figure 1 and Supplementary Table 2). Of these, ten were confer-
ence proceedings[19,20,21,23,27,28,32,38], seven were workshop proceed-
ings[22,26,29,34,35,36,37], two were journal articles[24,25], and three were 
Arxiv preprints[30,31,33].

Of the six contacted companies, DeepScribe[39] was the only one to provide 
unpublished data on their digital scribe system’s performance. We were unable 
to obtain performance data from other companies.

Setting and research phase

Although all 20 studies aimed to decrease the administrative burden of clinical 
documentation in some way, the specific approaches and the setting differed 
greatly among studies. Three studies focused on improving the ASR for clinical 
conversations as the first step towards accurately extracting information from 
them[19,21,36]. Eleven studies chose to manually transcribe the conversations 
and performed NLP tasks on the transcripts[20,22,24,25,27,30,31,32,34,35,40]. 
Five studies used input data representative of the input of an implemented digital 
scribe (ASR transcripts or chat dialogs)[26,28,33,37,38].

2
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Figure 1: Inclusion flowchart. The four phases of article selection following the PRIS-

MA-ScR statement.

Settings differed greatly between studies, as most did not define a specific 
specialty[19,21,22,23,26,31,32,33,34,35,36,38], while others were focused on 
primary care[20,25,27], home hemodialysis[24], orthopedic encounters[37], 
cardiology, family medicine, internal medicine[31], and patient-clinician dialogs 
via a telemedicine platform[28]. Fifteen studies were performed by or in col-
laboration with a company[19,20,21,23,25,26,27,28,30,33,34,35,36,37].

All included studies focused on the technical validity of the digital scribe; only 
two studies investigated the clinical validity and usability by performing a qual-
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itative evaluation with end-users[24,28]. None of the studies investigated the 
clinical utility.

Automatic speech recognition (ASR)

In total, seven of 20 studies used ASR to automate clinical documenta-
tion[19,21,23,26,33,36,38], and one company provided data on their 
ASR system. Of these, two studies and the company presented a new ASR 
model[19,21], four used ASR to transcribe conversations as input for NLP 
models[26,33,37,38], one presented a model to correct ASR errors[36], and 
one compared the performance of existing ASR systems on clinical conversa-
tions[23] (see Supplementary Table 3).

In all studies, the metric used to evaluate the ASR transcripts was the word 
error rate (WER, see Box 2). The lowest WER was 14.1%, according to the 
unpublished data provided by DeepScribe. This ASR system combines Google 
Video Model[41], IBM Watson[42], and a custom-made Kaldi model[43]. The 
best performing published (as opposed to the unpublished data provided by 
DeepScribe) ASR system had a WER of 18%[19]. Four studies[23,26,33,36] 
used existing ASR systems and found WERs between 38% (IBM Watson) and 
65% (Mozilla DeepSpeech[44]).

One study[36] presented a postprocessing model to correct ASR errors. By 
using an attention-based neural network, WERs were improved from 41 to 
35% (Google Speech-to-Text[45]) and 36 to 35% (off-the-shelf open-source 
model[46]).

Box 2: Explanation of metrics

WER: This metric counts the number of substitutions, deletions, and inser-
tions in the automatic transcript, compared to the manual transcript. The 
lower the WER, the better the performance.

F1 score: the F1 score is the harmonic mean between the precision (or 
positive predictive value) and the recall (or sensitivity).

2
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ROUGE: this is a score that measures the similarity between the automat-
ic summary and the golden standard summary, in unigrams (ROUGE-1), 
bigrams (ROUGE-2), or the longest common subsequence (ROUGE-L). 
The ROUGE-L score considers sentence-level structure, while the ROUGE-
1 and ROUGE-2 scores only examine if a uni- or bigram occurs in both the 
automatic and golden standard summary.

Natural language processing (NLP) tasks and models

The NLP tasks that were performed could be split into three categories: entity 
extraction[20,25,26,27,30,32,35,38], classification[22,24,30,31,32,33,34,35], 
and summarization[22,24,28,29,31,37] (see Figure 2 and Supplementary 
Table 4). All except one study used word embeddings (see Box 3) as input to 
their model. This study did not use word embeddings as input but used a clus-
tering model to create 2000 clusters[24]. The model’s input consisted of the 
current words’ clusters, the number of words, and the previous words’ clusters.

 

Figure 2: Overview of a digital scribe. Scope of the different aspects and tech-
niques of the included digital scribes.

Entity extraction

The eight studies using entity extraction focused on extracting symp-
toms[20,25,27,32,38], medication regimen[20,26,27,32,35], and condi-
tions[27]. However, the studies differed in the combination of entities and 
properties they extracted. Several studies examined the possibility of extracting 
symptoms and identifying whether a symptom was present or not[20,27,38], 
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while only one study focused on all the other combinations (i.e., medication 
dosage, frequency, symptom properties). Almost all studies reported their re-
sults as F1 scores (see Box 2). The tasks of extracting the medication, medica-
tion dosage, and symptom resulted in the highest F1 scores and thus showed 
the best performance (see Figure 3).

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Medication (SAT [27])

Medication dosage (Seq2Seq [26])

Symptom (Seq2Seq [38])

Medication frequency (NN [35])

Symptom + status (SAT [38])

Conditions (SAT [27])

Medication route (NN [35])

Conditions + status (SAT [27])

Medication + property (R-SAT [20])

Symptom + property (R-SAT [20])

Medication change (NN [35])

F1 best performing model

Figure 3: Performance of entity extraction models. Highest F1 scores per entity ex-

traction task, with best performing model.

All studies used neural networks, although the type of neural network differed. 
Some studies used general neural networks[22,30,35], but most used neural 
network-based sequence models with attention (see Box 3). In the studies that 
compared different types of models, the neural networks with attention layer 
achieved higher F1 scores than the neural networks without attention layer 
(see Figure 3).
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Three studies[27,32,38] performed an error analysis of which one investigated 
the symptoms that were incorrectly labeled as “absent”. The authors reported 
that these symptoms were often discussed in multiple talk-turns. In the other 
study[27], ten human annotators categorized the cause of all labeling errors 
and the impact on the clinical note. They concluded that 16 to 32% of the errors 
did not affect the clinical note’s content. Furthermore, most errors were caused 
by a failure of the model to take context into account or the lack of knowledge 
about a patient’s medical background. In 29 to 42% of the errors, the human 
annotators agreed with the model, showing the difficulty of annotating the data. 
One study reported that most errors originated from informal language use and 
describing symptoms in physical manifestations (“I only sleep for 4 h”)[32].

Two studies[26,38] made a comparison between manually transcribed and au-
tomatically transcribed data regarding the performance of their entity extraction 
model. Both found that models trained on manually transcribed data outperform 
the model trained on the automatically transcribed data. The difference in F1 for 
extracting symptoms was 0.79 versus 0.72, whereas the difference in ROUGE-1 
(see Box 2) for extracting medication dosage was 85 versus 79[26].

Classification

Six studies performed a type of classification[22,24,30,33,34,35], which varied 
greatly: in which summary section it belonged[22,24,33,34]; if a sentence 
was said by the patient or the physician[33]; relevant diagnoses of the pa-
tient[22,30]; if any abnormalities were found in the medical history[30] (see 
Supplementary Table 4). A greater variety of models was used for classification 
than for entity extraction, although neural networks were used most often. 
The classification tasks resulting in the highest F1 scores were the classifica-
tion of primary diagnosis, utterance type, and entity status (see Supplementary 
Table 4). In two of these tasks, support vector machines were used.

One study[33] tested their classification model on manually transcribed data 
and automatically transcribed data. The model performed better on the man-
ually transcribed data, with a difference in F1 score ranging from 0.03 to 0.06, 
although they did not mention if the difference was significant.
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One study assessed possible disparities of their classification model towards dis-
advantaged groups[34]. They formed 18 disadvantaged and advantaged groups 
based on gender, ethnicity, socioeconomic status, age, obesity, mental health, 
and location. In 7 of 90 cases, there was a statistically significant difference in 
favor of the advantaged group. The main reason for the disparity is a difference 
in the type of medical visit. For example, “blood” is a strong lexical cue to classify 
a sentence as important for the “Plan” section of the summary, but this word is 
said less often in conversations with Asian patients.

Summarization

Six studies[22,24,28,29,31,37] used NLP to summarize the conversation be-
tween patient and healthcare professional automatically. Four studies used 
pointer generator networks to create a hybrid extractive and abstractive summa-
ry[28,29,31,37]. One of these studies approached the summarization problem 
as a machine translation problem, where the transcript has to be “translated” to 
a summary[37]. This study compared the pointer generator network to three 
other attention-based models (see Supplementary Table 4).

The other two studies used extractive methods, where the output of the clas-
sification or entity extraction models was used to extract the most important 
utterances from the conversation[22,24]. The combination of these utterances 
formed the summary. One of these studies did not compare their summaries 
to a gold standard[24]; the other study asked physicians to extract the most 
important utterances as gold standard[22]. The F1 score for the latter study 
was 0.61.

All studies using pointer generator networks reported their results as ROUGE-
scores. However, one study only reported their results as ROUGE-L relative error 
rate reduction[37], limiting the comparability with the other studies.

The ROUGE-L scores in the other three studies were 0.42[31], 0.55[28], and 
0.55[29]. One study also presented a model that returned summaries with a 
ROUGE-L of 0.58, but this was based on manually extracting noteworthy utter-
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ances[31]. When using the same model with automatically extracted notewor-
thy utterances, the performance dropped to 0.42.

The best performing model used a pretrained pointer generator network (see 
Box 3) fine-tuned on medical dialog summarization, with an added penalty for 
the generator distribution to force the model to favor copying text from the 
transcript over generating new text[28]. The other models were: a topic-aware 
pointer-generator network using embeddings (see Box 3)[29], which takes 
the topic of the current segment into account when copying or generating the 
next word; an LSTM architecture with BERT embeddings to extract noteworthy 
utterances (see Box 3)[31]; a combination of a transformer and pointer gen-
erator network that creates a summary per summary section (see Box 3)[37].

Two studies included physicians to evaluate their summaries[24,28]. One study 
examined physicians’ ability to answer questions about patient care based on 
the automatic summary[24]. They did not find any significant difference in 
physicians’ answers using the human-made summaries compared to the auto-
matic summaries. Another study asked physicians to rate the amount of relevant 
information in the summaries[28]. Physicians found that 80% of the summaries 
included “all” or “most” relevant facts. The study did not specify which parts 
were deemed relevant or not or if the model missed specific information.

DeepScribe did not provide information on the models used for summarization 
but included how often a summary needed to be adjusted in practice. They 
report that 77% of their summaries do not need modification by a medical scribe 
before being sent to the physician. Furthermore, 74% of their summaries do not 
need modification from a medical scribe or a physician before being accepted 
as part of the patient’s record, saving time on administrative tasks.
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Box 3: Neural network-based sequence models with attention and word em-
beddings.

Attention-based neural networks: These models specifically take the se-
quence of the words into account, and have an attention layer. This layer 
acts as a filter, only passing the relevant subset of the input to the next layer.

Sequence2sequence (seq2seq)[52]: the seq2seq model uses a bidirec-
tional encoder LSTM to include context, and has an attention mechanism 
to focus on the relevant parts of the input.

Span-attribute tagging model (SAT)[43]: the SAT model extracts symp-
toms and classifies them as present or not. It first identifies the relevant 
parts of the text and then classifies those relevant parts into symptoms that 
are or are not present. The relation-span-attribute tagging model (R-SAT) 
is a variant of the sat that focuses on relations between attributes.

Pointer generator network (PGNet)[53]: pgnets are based on the seq2seq 
architecture. The added value of a PGNet is that it has the ability to generate 
new words or copy words from the text, increasing the summary’s accuracy.

Word embeddings: word embeddings are used to numerically represent 
words in a way that similar words have similar representations. For exam-
ple, the words ‘physician’, ‘clinician’, and ‘doctor’ will have similar repre-
sentations. There are different types of word embeddings, but the most 
important distinction for this review is between context-sensitive and con-
text-insensitive embeddings. Context-sensitive embeddings have different 
representations for words that have multiple meanings. For example, the 
word ‘bank’ can mean a riverbank, or a financial institution. Some word 
embeddings, like Word2Vec[54], allow only one representation per word, 
whereas context-sensitive embeddings like ELMo[55] and BERT[56] can 
distinguish the different meanings of the word ‘bank’.

2
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2.5 Discussion

This scoping review provides an overview of the current state of the devel-
opment, validation, and implementation of digital scribes. Although the digital 
scribe is still in an early research phase, there appears to be a substantial re-
search body testing various techniques in different settings. The first results 
are promising: state-of-the-art models are trained on vast corpora of annotated 
clinical conversations. Although the performance of these models varies per 
task, the results give a clear view of which tasks and which models yield high 
performance. Reports of clinical validity and usability, and especially clinical 
utility are, however, mostly lacking.

All studies focusing on ASR used physician–patient dialogs without further spec-
ification of the setting. In general, existing ASR systems not explicitly trained on 
clinical conversations did not perform well, with WERs up to 65%. The speech 
recognition systems trained on thousands of clinical conversations had WERs 
as low as 18%. This WER is still high compared to the claimed WERs of general, 
state-of-the-art, available ASR systems that attain WERs as low as 5%[47]. The 
difference in performance can be explained by the uncontrolled setting of clinical 
conversations with background noise, multiple speakers, and the spontaneity 
of the speech[13]. However, these aspects were not reported by any of the 
studies, complicating the comparison of WERs. Two new approaches decreased 
the WER by postprocessing the automatic transcript[36] and combining mul-
tiple ASR systems (DeepScribe). These approaches are promising new ways 
to decrease the WER. However, what is most important is whether the WER is 
good enough to extract all the relevant information. Currently, the NLP models 
trained on manually transcribed data outperform those trained on automatically 
transcribed data, which means there is room for improvement of the WER.

When comparing the different NLP tasks, the diverseness in both tasks and 
underlying models was large. The classification models focused mainly on ex-
tracting metadata, such as relevance or structure induction of an utterance, and 
used various models ranging from logistic regression to neural networks. The 
entity extraction models were more homogeneous in models but extracted many 
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different entities, complicating the comparison, whereas the summarization 
task was mostly uniform, both in models and in metrics. One notable aspect of 
the NLP tasks overall is the use of word embeddings. Only one study did not 
use word embeddings, but this was a study from 2006 when context-sensitive 
word embeddings were not yet available. All the other studies were published 
after 2019 and used various word embeddings as input. The introduction of 
context-sensitive word embeddings has been essential for extracting entities 
and summarizing clinical conversations.

In the entity extraction task, the specific tasks, such as extracting symptoms, led 
to better performance than more general tasks, such as extracting symptoms 
and their properties. An explanation for this is the heterogeneity in, for example, 
symptom properties, which entail the location, severity, duration, and other 
characteristics of a symptom. These properties can be phrased in various ways, 
in contrast to medication or frequency, which will be much more homogeneous 
in phrasing. Therefore, this homogeneity leads to many more annotations per 
entity, increasing performance.

The same pattern was observed in the models, where the addition of an atten-
tion layer increased performance. This finding is in line with previous studies 
on neural attention[48,49], which describe the decrease in neural networks’ 
performance with increased input length. By adding weights to the input text, 
the model knows which parts of the text are important for its task. Adding at-
tention not only improves performance; it also decreases the amount of training 
data needed, which is useful in a field such as healthcare, where gathering large 
datasets can be challenging.

In the studies performing the entity extraction task, the error analyses showed 
that often, symptoms, medications, or properties are hard to interpret even by 
human annotators. This result is in line with the concerns discussed in the intro-
duction, questioning if a model would accurately extract all relevant information 
from a non-linear, fragmented conversation. However, this takes the concern 
one step further, namely how the “gold standard” will be determined if there 
is ambiguity between human annotators. More research is needed to define 
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methods for developing gold standards. Shafran et al.[27] have taken an exciting 
first step towards such a method by publishing an article about the development 
of their corpus, including how they dealt with ambiguity and labeling errors.

The studies investigating summarization of the clinical conversation used both 
extractive and abstractive summarization techniques. However, the extractive 
techniques resulted in a list of the most important utterances instead of a new, 
full summary. Therefore, the studies performing abstractive summarization are 
more interesting to discuss. All four studies used the same model, the pointer 
generator network[28,29,31,37]. This network’s advantage, especially with the 
studies’ additions, makes sure it copies more words than it generates, keeping 
the summary as close to the conversation as possible. Two studies also included 
a quality check by physicians, which gives more insight into the possibility of 
implementation[24,28]. However, it would have been interesting to include 
error analyses to investigate the models’ blind spots.

Future work

First of all, we believe it is vital to improve the ASR for clinical conversations fur-
ther and use them as input for NLP models. A remarkable finding was that most 
studies used manually transcribed conversations as input to their NLP model. 
These manual transcripts may outperform automatically transcribed conver-
sations regarding data quality, leading to an overestimation of the results. NLP 
models that require manual transcription may increase administrative burden 
when implemented in clinical practice.

Secondly, the current body of research is mostly focused on improving the per-
formance of different models. Although some studies performed error analyses 
and qualitative analyses of the model’s output, most did not. Moreover, most 
studies did not fully cover the technical validity phase because of insufficient 
reporting on the setting, data, and situations in which the model succeeded and 
failed. This information is essential to describe for a model that could potentially 
be implemented in clinical practice. The proposed models might contain bias or 
lead to unintended results, as Ferracane and Konam[34,37] show. This study is 
an inspirational example of how researchers can investigate the strengths and 

Marieke van Buchem BNWv2.indd   40Marieke van Buchem BNWv2.indd   40 22-10-2024   12:4922-10-2024   12:49



41

The digital scribe in clinical practice: a scoping review and research agenda

weaknesses of their model. A recent paper by Hernandez-Boussard et al.[50] 
proposes reporting standards for AI in healthcare, which should be the basis for 
reporting on digital scribes as well.

Although most studies are in an early development phase, including qualitative 
analyses of the model’s output is necessary to know if the solution researchers or 
developers are working on is applicable in practice. The lack of implementation 
following the development of an AI model is common in healthcare[51], which 
can be limited by investigating clinical validity and usability while working on 
technical validity. A good example is the study by Joshi et al.[28], where physi-
cians qualitatively analyze the model’s output. These results lead to new insights 
for improving technical validity. Studying these two research phases iteratively 
leads to a solution that is well-suited for clinical practice.

Most of the presented models need to be technically and clinically validated 
before moving on to the clinical utility phase. However, the companies already 
offering digital scribes seem to have skipped all four research phases, including 
clinical utility. We urge these companies to publish data on their digital scribes’ 
technical validity, clinical validity and usability, and clinical utility. Not only is 
transparency in the model and its performance crucial for clinical practice, but it 
also helps the community better understand the models and enables researchers 
to build on past work[52].

The suitability phase falls outside the scope of this review but is nevertheless 
vital for developing and implementing the digital scribe. One research group has 
published several studies investigating which parts of a clinical conversation are 
relevant for creating a summary and how physicians see the potential role of a 
digital scribe[53,54]. These studies should be the starting point for researchers 
and developers working on a digital scribe.

Strengths and limitations

The current work is the first effort to review all available literature on develop-
ing a digital scribe. We believe our search strategy was complete, leading to a 
comprehensive and focused scope of the digital scribe’s current research body. 
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By adding the company’s data, we create a broader overview than just the digital 
scribe’s scientific status. However, this data is unpublished, which means we 
have to trust the company in providing us with legitimate data. We hope this 
review is an encouragement for other companies to study their digital scribes 
scientifically.

One limitation is the small number of journal papers included in this review, as 
opposed to the amount of Arxiv preprints and workshop proceedings. These 
types of papers are often refereed very loosely. However, only including journal 
papers would not lead to a complete scope of this quickly evolving field.

Contacting various digital scribe companies was a first step towards gaining 
insight into implemented digital scribes and their performance on the different 
ASR and NLP tasks. Although only one company replied, we believe it is a valu-
able addition to this review. It indicates that their implemented digital scribe 
does not differ significantly in techniques or performance from the included 
studies’ models while already saving physicians’ time. Nevertheless, it highlights 
the gap between research and practice. The studies published by companies all 
describe techniques that are not part of a fully functional digital scribe (yet). 
However, none of the companies offering digital scribes have published about 
the technical validity, clinical validity and usability, or clinical utility of their sys-
tems.

Conclusion

Although the digital scribe field has only recently started to accelerate, the pre-
sented techniques achieve promising results. The most promising models use 
context-sensitive word embeddings in combination with attention-based neural 
networks. However, the studies on digital scribes only focus on technical validity, 
while companies offering digital scribes do not publish on any of the research 
phases. Future research should focus on more extensive reporting, iteratively 
studying technical validity and clinical validity and usability, and investigating the 
clinical utility of digital scribes.
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3.1. Abstract

Clinical notes are an essential component of a health record. This paper eval-
uates how natural language processing (NLP) can be used to identify the risk 
of acute care use (ACU) in oncology patients, once chemotherapy starts. Risk 
prediction using structured health data (SHD) is now standard, but predictions 
using free-text formats are complex. This paper explores the use of free-text 
notes for the prediction of ACU in lieu of SHD. Deep Learning models were 
compared to manually engineered language features. Results show that SHD 
models minimally outperform NLP models; an l1-penalised logistic regression 
with SHD achieved a C-statistic of 0.748 (95%-CI: 0.735, 0.762), while the same 
model with language features achieved 0.730 (95%-CI: 0.717, 0.745) and a trans-
former-based model achieved 0.702 (95%-CI: 0.688, 0.717). This paper shows 
how language models can be used in clinical applications and underlines how 
risk bias is different for diverse patient groups, even using only free-text data.
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3.2 Introduction

Oncology patients undergoing chemotherapy often need acute care utilisation 
(ACU) and hospitalisation after starting chemotherapy. These interventions 
account for nearly half of the costs associated with oncology care in the United 
States[1,2]. Evidence suggests roughly 50% of these healthcare encounters are 
potentially preventable through early outpatient interventions[3,4]. A previous 
paper by Peterson et al[5] introduced a machine learning (ML) model, using 
structured health data (SHD) from electronic health records (EHR), to identify 
patients at high risk for ACU after chemotherapy initiation. In total, they trained 
their model using 760 inputs and retained 125 to predict the risk of ACU. This 
work, and others, highlight the potential of data-driven models to predict ACU 
risk using SHD[6–8].

However, most EHRs are not mapped to a common data model and they are not 
necessarily standardised between different facilities. To replicate other hospital’s 
predictive models they could require intensive data preparation. On the other 
hand, 96% of hospitals in the US collect digital clinical notes from physicians 
and nurses in 2019[9]. Natural language processing (NLP) methods can extract 
useful information from these unstructured clinical texts.

NLP methods have already proven useful in clinical applications, e.g. for pre-
dicting critical care outcomes in intensive care units[10], classifying proce-
dures and diagnoses[11], or predicting outcomes after an ischemic stroke12. 
In particular, deep learning-based language models have become popular in 
recent years[13], being used to identify 30-day hospital readmissions[14,15] 
or Statin non-use[16].

This study aims to assess the added value for identifying patients at risk of 
needing ACU by replacing tabular inputs with features from unstructured clinical 
notes or by combining both modalities. Second, we aim to investigate whether 
novel deep learning language models outperform traditional language feature 
extraction and linear models. We investigated these aspects by developing five 

3
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predictive models of ACU risk trained with different inputs and compared their 
predictive performance and utility when used at the point of care.

3.3 Methods

Data Collection

In 2019, the Centers for Medicare & Medicaid Services (CMS) introduced the 
Chemotherapy Measure (also referred to as OP-35), a quality measure that 
captures hospital admissions or emergency department visits of adult patients 
related to potentially preventable diagnoses within 30 days of starting outpatient 
chemotherapy[17]. Based on this measure, a study population at a comprehen-
sive cancer center, including a large tertiary outpatient clinic, was assembled 
for risk prediction at 30, 180 and 365 days after chemotherapy initiation5. The 
OP-35 metric itself is used as a label for supervised learning and defines a posi-
tive event. For the SHD inputs, we use the original 760 features from Peterson et 
al.[5] extracted from the same EHR database, such as demographic, social, vital 
sign, procedural, diagnostic, medication, laboratory, health care utilisation, and 
cancer-specific data generated 180 days before the first date of chemotherapy. 
For a detailed description of how the patient cohort was extracted, the inclusion 
and exclusion criteria for the OP-35 metric, and a full list of features, please see 
the original paper[5].

Based on the above study population, we matched patients to their respective 
progress notes and the history and physical (H&P) notes from the EHR da-
tabase (Epic Systems Corp). We removed notes of fewer than 100 words, as 
these were mainly erroneous entries, and notes of more than 5,000 words, as 
these often contained long copies of previous notes and laboratory analyses. We 
also removed history notes with mentions of clinical trial consents, as based on 
our review these were copy-paste texts. Finally, we extract and aggregate the 
most recent clinical notes (at most three) created 180 days before the patient 
started chemotherapy, same as in the SHD collection from Peterson et al.5. If 
a patient had no clinical records in the EHR database, they were removed from 
the study population.
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The cohort was previously randomly divided into a training set (80%) and a 
test set (20%) for modelling, and we, therefore, kept exactly these patient sets 
(except the ones without any clinical notes) to obtain comparable results.

Model Development

Five different risk prediction models were compared in this study: Tabular 
LASSO, Language LASSO, Fusion LASSO, Language BERT and Fusion BERT.

Tabular LASSO. This model is a logistic regression with an l1-penalty (also 
known as Least Absolute Shrinkage and Selection Operator - LASSO). The inputs 
were the 760 structured health data points from Peterson et al.[5].

Language LASSO. The Language LASSO model is an l1-penalised logistic LASSO 
regression with manually generated inputs from the clinical notes. The notes 
were preprocessed as follows: First, we removed special characters and per-
sonal, organisational, date and time entities using SpaCy’s[18] part of speech 
tagging. Then we tagged negated terms with a “not_” using SpaCy’s negator 
library. We removed auxiliary words, adpositions, determiners, interjections 
and pronouns. Subsequently, we lemmatised[19] the remaining words. Finally, 
we followed the method of Marafino et al.[10] by filtering out the 2,000 most 
frequent terms[1] of all the notes and weighting these words using the Term 
Frequency-Inverse Document Frequency (TF-IDF) algorithm. The Language 
LASSO has 2,000 input features corresponding to the 2,000 most frequently 
occurring words.

Fusion LASSO. The Fusion LASSO is also a logistic regression LASSO model. 
This time it uses both, the tabular data and TF-IDF values, as input features. We 
combined them to inspect if data extracted from the clinical notes has added 
value to SHD.

Language BERT. This model is a deep learning-based Bidirectional Encoder 
Representation of Transformers[20,21] (BERT). This model does not require 
manual feature engineering and can consume clinical notes with little prepro-
cessing. We used a pre-trained distilBERT[22] model as the encoding structure, 

3
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as it requires less computation than the more familiar BERT or ClinicalBERT[14] 
models[2]. DistilBERT and other transformer models are often computationally 
limited by the input size of the text (often referred to as token length in the 
deep learning literature). To avoid these GPU memory overflows, we decom-
posed the clinical notes into chunks of at most 25 sequences, each 256 tokens 
(1 token ≈ 1 word), and ran them through the neural network. We aggregated 
the outputs of the transformers (also called embeddings) by averaging over 
the embeddings of the corresponding clinical note. We connected the averaged 
embedding (representing a complete clinical note) linearly to a single output 
neuron, whose value is divided into four sections. A sigmoid function is applied 
to assign a probability to each of these values. These four slices represent the 
probability distribution of an ACU event within the time intervals emanating from 
the different ground truth labels (P (x ≤ 30d), P (30d < x ≤ 180d), P (180d < x ≤ 
365d) and P (x > 365d)). Since a patient who experienced an ACU event within 
the first 30 days is also eligible for an event within 180 days and 365 days, we add 
the corresponding probabilities to get the original ground truth interpretation 
of an ACU within 30 days (P (x ≤ 30d)), 180 days (P (x ≤ 180d)), 365 days (P 
(x ≤ 365d)) and not within 365 days (P (x > 365d)).

Fusion BERT. The fusion BERT model is the same as the language BERT model, 
except that the corresponding SHD are concatenated with the output embed-
ding. The newly-concatenated embedding was then linearly connected to the 
output neuron. Figure 1 shows an overview of the fusion BERT.

The regularisation hyperparameters of the LASSO models were determined 
by tenfold cross-validation grid search, while the hyperparameters of the two 
BERT models were determined by using 20% of the training data as validation 
data. While the LASSO models are trained on each time interval of the label 
(30d, 180d, and 365d) individually, the BERT models are trained on all the labels 
simultaneously. We applied a cumulative link loss[23] to train the neural net-
work with backpropagation, to ensure the ordinal regression structure[24] 
(e.g avoid cases where P(x ≤ 30d) > P(x ≤ 180d), as in this use case any patient 
that had an ACU event within 30 days, subsequently is marked to have had an 
ACU within 180).
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Figure 1. Overview of the Fusion BERT model. The Language BERT only contains the 

upper (red) encoder architecture before leading into the output probabilities (purple 

and green).

Model Evaluation

We first evaluated the models by their discriminative performance with the area 
under the receiver operating characteristic curve (AUROC), the area under the 
precision-recall curve (AUPRC) and the negative log-likelihood (cross-entropy) 
with a 1’000-fold bootstrap to obtain 95% confidence intervals.

We reported the number of SHD used during risk prediction. We did this for 
the LASSO models by summing the number of non-zero model coefficients 
originating from SHD. For the Fusion BERT, we counted the number of connec-
tions of tabular features to the output neuron that have values less than 0.001, 
as the backpropagation algorithm is not optimized for feature selection, unlike 
the LASSO.

To assess the model calibration, calibration curves[25] were developed. Finally, 
we assessed the initial clinical utility of these four models through a Decision 
Curve Analysis (DCA)[26]. A DCA plots the net benefit across a range of de-
cision thresholds and quantifies the number of true positives versus false pos-
itives. The curves for the prediction models were compared to two alternative 
clinical strategies: treat all (everyone is treated as if they will have an ACU event) 
and treat none (nobody is treated as if they will have an ACU event). To test the 
discriminatory power of the model in a setting similar to that in which it might 
be used at the point of care, the test cohort was stratified into high, medium 

3
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and low-risk groups based on the tertile of predicted risk. Kaplan-Meier[27] sur-
vival curves for OP-35 events are used to examine the separation between risk 
groups for language LASSO and language BERT on 180-day ACU risk prediction. 
In addition, the ten highest and lowest coefficients of the language LASSO model 
are presented. This helps us to determine the importance of certain keywords 
in the clinical notes.

Since Peterson et al.[5] have reported unfair algorithmic results for ACU predic-
tion from structured data, we investigated whether language features might also 
be affected. We present and compare the empirical cumulative distributions of 
predicted risk score percentiles for subgroups to assess how the models predict-
ed each subgroup’s risk for OP-35 events. Specifically, we examine demographic 
values (i.e. race and insurance type) and tumour stage on the Language LASSO 
model for 180-day ACU risk prediction.

3.4 Results

A total of 6,938 patients were included in the study cohort compared to the 
original cohort, which included 8,439 patients. The mean age at chemotherapy 
initiation was 60.5 years (± 14.4 years), and 52.7% were female. A total of 936 
patients (13.5%) met the primary criteria of having at least one OP-35 event 
within the first 30 days of starting chemotherapy, 2,202 (31.7%) within the first 
180 days and 2,704 (39.0%) within the first year. The majority of patients in 
the cohort were white (n=3,804, 54.8%), followed by Asian patients (n=1,619, 
23.3%), then other and unknown races (1,327, 19.1%) and least represented 
were black patients (n=188, 2.7%). The most common cancer type was breast 
cancer (n=1,321, 19.0%), gastrointestinal tumours (n=819, 11.8%), thoracic 
cancer (n=774, 11.2%) and lymphoma (n=700, 10.1%), which accounted for 
more than half of all data. ACU events occurred most frequently in lymphoma 
(30d: n=170, 18.2%; 180d: n=345, 15.7%; 365d: n=382, 14.1%) and least fre-
quently in prostate cancer (30d: n=11, 1.2%; 180d: n=46, 2.1%; 365d: n=70, 
2.6%) across all time periods.
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Most chemotherapy patients had a stage IV tumour (n=1,898, 27.4%), which 
was also most common in ACU events (30d: n=327, 34.9%; 180d: n=759, 34.5%; 
365d n=937, 34.7%). The most common type of insurance in the cohort was 
Medicare (n=2,863, 38.7%) and private health insurance (n=2,450, 35.3%). The 
cohort characteristics are summarised in Table 1.

Model Performance

Table 2 lists the AUROC, AUPRC, and cross-entropy scores including the 95% 
confidence intervals of the five risk models for 30-day, 180-day and 365-day 
ACU prediction. For the 30 day acute care risk prediction, the Fusion LASSO 
model performs best on AUROC (0.778, 95%-CI: 0.760, 0.795) and cross-en-
tropy (0.341, 95%-CI: 0.326, 0.356), using 73 SHD features. The highest AUPRC 
score has the Tabular LASSO (0.411, 95%-CI: 0.373, 0.447) compared to the 
event rate of 13.5%, using 83 tabular variables.

For 180-day ACU prediction, the Fusion LASSO model performs best in all met-
rics with 101 SHD features. The Language LASSO has a 0.730 (95%-CI: 0.717, 
0.745) AUROC score and the Language BERT achieves 0.702 (95%-CI: 0.688, 
0.717), both of them without using any structured data.

In the full-year ACU prediction, we observe that the Fusion LASSO scores again 
the highest C-stastic (0.770, 95%-CI:0.759, 0.782) and the lowest cross-entropy 
loss (0.553, 95%-CI:0.541, 0.563), using 115 tabular features, while the Tabular 
LASSO has the highest AUPRC score (0.704, 95%-CI:0.685, 0.724), using 150 
SHD points. We show the flexible calibration curves for the 180-day models in 
Figure 2, where we observe a risk underestimation of the three LASSO models 
and underestimation of low risk patients and overestimation of high risk patients 
with the Language BERT model.

The Fusion BERT uses the most SHD points (419 tabular inputs) for all three 
label types to make predictions.
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Exploration of Clinical Usage of Language Models

The Decision curve analysis for the 180-day ACU prediction showed that the 
net benefit of the Language-BERT model yields a negative benefit when the de-
cision threshold for treatment is chosen above 0.6 (Figure 3) and less or equal 
net benefit than treating every patient with a threshold below 0.19. The other 
models, including the Language-LASSO model, have positive benefit values for 
decision thresholds below 0.7.

The Kaplan-Meier survival curves for OP-35 events showed good separation 
between risk groups (Figure 4, p < 0.001 for each group by log-rank test) for 
the two language-only models. By 180 days after the start of chemotherapy, 
64 (13.9%) of the 462 low-risk patients in the language LASSO prediction had 
an OP-35 event and 76 (16.5%) in the language BERT prediction. On the other 
hand, 246 (53.2%) of the 462 high-risk patients had an event for the speech 
LASSO prediction and 238 (51.5%) for the language BERT prediction. Figure 5 
shows the relative importance of the ten highest and lowest coefficients of the 
language LASSO model for the 180-day prediction. The words “Admission”, 
“Failure”, “Pain” and “Palliative” are among the ten highest coefficients, while 
“Breast”, “PSA (Prostate-specific antigen)”, “Nourished” and “Prostate” are 
among the ten lowest coefficients.

Figure 3. Net benefit curves of the tabular, language and fusion models. The purple 

curve indicates the benefit of all the patients treated, whereas the grey curve indicates 

the benefit is no patient is treated.

Marieke van Buchem BNWv2.indd   62Marieke van Buchem BNWv2.indd   62 22-10-2024   12:5022-10-2024   12:50



63

Natural Language Processing Methods to Identify Oncology Patients at High Risk for Acute Care with Clinical Notes

Figure 4. Kaplan-Meier curves for ACU events for patients in the test cohort stratified 

by predicted risk. The shaded area represents the 95%CIs.

Figure 5. Coefficient magnitudes for the Language LASSO for 180-day ACU prediction, 

displaying the ten highest and ten lowest. The coefficients in this model are single words 

found in the clinical notes before the ACU event.

3
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Sensitivity Analysis

Figure 6a shows that black patients are predicted to have a disproportionately 
higher risk than white, Asian or other-race patients. We note that the number 
of black patients is at least seven times smaller than that of non-black races. The 
cumulative risk by different insurance types is displayed in Figure 6b, where we 
note a risk overestimation of Medicaid patients.

In Figure 6c we see that the risk predictions for patients with stage III and IV 
tumours are overestimated, while the predictions for patients with stage I, II and 
unknown stage cancer are underestimated.

Figure 6. Cumulative risk of the Language LASSO on 180 ACU prediction, stratified by 

race (a), insurance type (b) and over cancer stage (c).

3.5 Discussion

Identifying methods to improve external generalisability is a priority for the med-
ical informatics community. This paper presented an analysis of NLP to identify 
patients at risk of seeking acute care for different time intervals, a method which 
is scalable across sites and required minimal data preprocessing. It presents 
a comparison of logistic regression LASSO using structured health data with 
manually generated language features and the combination of both modalities. 
In addition, these models are compared to deep learning-based transformers 
using either full-text clinical records only or in combination with structured 
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health data. Results demonstrate tabular LASSO outperforming language LASSO 
and language BERT at all time intervals. Nevertheless, we point out that both 
language-based methods achieve good discriminative performance (AUROC ≥ 
0.7) even without the use of tabular health data, especially for 180-day risk pre-
diction. On the other hand, combining the two input modalities (clinical notes 
and SHD) did not yield significant improvements over using tabular data alone. 
Regarding the selection model, results show that the popular BERT-based clas-
sifier does not outperform l1-penalised logistic regression with TF-IDF features 
and the fusion of both input modalities. This is likely due to the aggregation of 
chunks of the lengthy clinical documents into a single output probability, which 
makes deep learning training difficult.

Our study has several strengths; first, we show that NLP methods can be used 
instead of high-dimensional SHD to identify chemotherapy patients at risk for 
acute treatment. Secondly, our method optimises considerably training as we 
developed a transformer-based model that is trained simultaneously on multiple 
risk intervals in the form of nested ordinal regression, so that the computation-
ally intensive training of the model for the different labels is not required.

Three main clinical implications can be drawn from this study. First, ACU risk 
prediction models for chemotherapy patients perform well using free-text data 
from the last (at most three) H&P and progress notes from physicians before 
chemotherapy. This implies that NLP methods could be easily implemented 
across sites and/or facilities as they only require access to written medical notes 
without the need for re-structuring or mapping of structured data, potentially 
saving costs in feature collection. Second, we show that LASSO coefficients 
can be used by clinicians to understand relative word meaning when making a 
prediction. BERT models lack this type of interpretive mechanism that allows 
clinicians to build confidence in the model. Third, in the sensitivity analysis, we 
find that certain groups may be subject to risk bias, despite not using demo-
graphic values explicitly as inputs. Although this needs further investigation, the 
results suggest that clinicians should be aware of these subgroup differences 
when interpreting the results of ML models.

3
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Our study has limitations. First, more sophisticated transformer language 
models can handle longer notes[28] or also cross-modality[29]. However, these 
techniques require significant computation, which may not be feasible at most 
institutes. Second, our models have been validated only on one dataset for risk 
prediction in acute care. It would be beneficial to test the language models in a 
variety of medical problems. Finally, the work relies on data from a single aca-
demic cancer center, which may be not generalisable to other populations. In 
summary, this study demonstrates the utility of using free-text data to identify 
patients at risk of needing acute care once they have started chemotherapy. It 
is an alternative to structured health data, which may require significant prepro-
cessing and may not be generalisable across settings. We show that the Language 
LASSO is a suitable model, especially for 180-day prediction, and that it is still 
interpretable. This work advances our knowledge on risk prediction models 
and provides an alternative for cross site generalisability. Hospital systems may 
consider these techniques to validate risk models.

Data and Code Availability

Under the terms of the data sharing agreement for this study, we cannot share 
source data directly. Requests for anonymous patient-level data can be made 
directly to the authors. All experiments were implemented in Python using the 
library SciKit-learn[30] for the metrics and the classical logistic regression 
model, and PyTorch[31] for the transformer models. We used R to create the 
calibration plots. The code for the logistic LASSOs and our analysis is available 
on www.github.com/su-boussard-lab/nlp-for-acu, while the code for the BERT 
model and training is available on www.github.com/su-boussard-lab/bert-for-acu.
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4.1. Abstract

Background

Evaluating patients’ experiences is essential when incorporating the patients’ 
perspective in improving healthcare. Experiences are mainly collected using 
closed-ended questions, although the value of open-ended questions is widely 
recognized. Natural language processing (NLP) can automate the analysis of 
open-ended questions for an efficient approach to patient-centeredness.

Methods

We developed the Artificial Intelligence Patient-Reported Experience Measures 
(AI-PREM) tool, consisting of a new, open-ended questionnaire, an NLP pipe-
line to analyze the answers using sentiment analysis and topic modeling, and a 
visualization to guide physicians through the results. The questionnaire and NLP 
pipeline were iteratively developed and validated in a clinical context.

Results

The final AI-PREM consisted of five open-ended questions about the provided 
information, personal approach, collaboration between healthcare professionals, 
organization of care, and other experiences. The AI-PREM was sent to 867 ves-
tibular schwannoma patients, 534 of which responded. The sentiment analysis 
model attained an F1 score of 0.97 for positive texts and 0.63 for negative texts. 
There was a 90% overlap between automatically and manually extracted topics. 
The visualization was hierarchically structured into three stages: the sentiment 
per question, the topics per sentiment and question, and the original patient 
responses per topic.

Conclusions

The AI-PREM tool is a comprehensive method that combines a validated, 
open-ended questionnaire with a well-performing NLP pipeline and visualization. 
Thematically organizing and quantifying patient feedback reduces the time in-
vested by healthcare professionals to evaluate and prioritize patient experiences 
without being confined to the limited answer options of closed-ended questions.
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4.2 Background

Patient-centeredness is an essential fundament for providing high-quality 
care[1,2]. Insight into the patient-centeredness of care is obtained by evaluat-
ing patient experiences, typically using Patient-Reported Experience Measures 
(PREMs). Most PREMs include a combination of closed- and open-ended ques-
tions. When presented with both, healthcare professionals tend to value the 
answers to open-ended questions most[3]. These answers can be used to iden-
tify new points of interest (‘topics’) and provide context to closed-ended ques-
tions[3,4]. Although the value of open-ended questions is widely recognized, 
patients’ free-text answers remain underutilized in clinical practice. One of the 
key challenges lies in the time needed for analysis. The answers to open-ended 
questions are often manually analyzed, which is laborious and time-consum-
ing[3], especially in larger groups of patients.

Several studies aim to automate the analysis of free-text patient ex-
perience data to inform quality improvements, showing promising re-
sults[5,6,7,8,9,10,11,12,13,14,15]. Most of these studies concentrate on publicly 
available social media or forum data, usually focused on reviewing hospitals or 
physicians[5,6,7,8,9]. Current approaches include the use of artificial intelli-
gence (AI) methods such as machine learning and natural language processing 
(NLP). A few studies successfully applied NLP techniques to routinely collected 
PREM questionnaires of patients[10,11,12,13,14,15]. Most of these studies use 
supervised methods; for example, topic classification is used to classify data into 
predefined, manually extracted topics[5,7,11,13,15]. Although some of these 
methods perform well, supervised methods lack the capability of finding new or 
unexpected topics. Moreover, regular manual labeling is time-consuming and, 
therefore, not suited to decrease the current burden of reading through the 
patients’ answers[10]. Using unsupervised methods such as topic modeling 
can overcome these limitations. Two studies have compared supervised topic 
classification to unsupervised topic modeling and concluded that topic modeling 
leads to topics similar in quality[7,15].

4
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Current open-ended questions are often unsuitable for automatic analysis as 
they were not developed for this purpose[10,11]. An example is a questionnaire 
consisting of the questions ‘What did we do well?’ and ‘What could we improve?’. 
Previous work shows that answers to both questions can be positive and nega-
tive, complicating automated sentiment analysis[10,11]. One study created a 
new, open-ended questionnaire suitable for analysis with NLP[16], focusing on 
patient-reported outcomes instead of experiences. They concluded that adding 
open-ended questions leads to richer, more in-depth information, and analysis 
with NLP makes it feasible to use in clinical practice.

The aim of this study is to harness the value of free-text patient experiences, 
using NLP methods that have the flexibility to find new topics in a complex, 
fast-changing environment. Our approach is to develop and validate a method 
for collecting and analyzing open-ended PREMs that could be incorporated into 
clinical practice. This objective contains three sub-objectives:

1. Develop and validate an open-ended generic PREM questionnaire;
2. Develop and validate an NLP pipeline to automatically analyze the open-ended 

PREM;
3. Develop a visualization that supports healthcare professionals in identifying 

quality improvements from the results.

4.3 Methods

We devised a method that included a new, open-ended questionnaire, an NLP 
pipeline to analyze the questionnaire, and a visualization of the output of the 
NLP pipeline (Figure 1). This project was organized in a development phase 
and a validation phase. The development phase started with developing a new 
questionnaire, the Artificial Intelligence Patient-Reported Experience Measure 
(AI-PREM).

Marieke van Buchem BNWv2.indd   74Marieke van Buchem BNWv2.indd   74 22-10-2024   12:5022-10-2024   12:50



75

Analyzing patient experiences using natural language processing

 

Figure 1: Overview of the different tasks and phases. 

 Figure 1: Overview of the different tasks and phases.

Development of the AI-PREM (Figure 1, step 1)

The AI-PREM was developed iteratively with patients from the vestibular schwan-
noma care pathway in the Leiden University Medical Center (LUMC) (Box 1). 
We used the following criteria: (1) Open-ended questions; (2) Phrasing suitable 
for analysis with NLP; (3) Generic questions, therefore not containing disease-, 
department-, or center-specific questions; (4) Accessible in terms of length and 
language. The Picker principles of patient-centered care[17] were the basis for 
the questionnaire. The development process started with questions about all 
eight Picker principles, asking patients about experiences with the accessibility of 
care, continuity of care, involvement of family, emotional support, information 
provision, physical needs, and involvement in decisions. Each question included 
one subject and did not contain a sentiment, to decrease the variability of pa-
tients’ answers. For example, instead of asking ‘What could be improved in the 
organization of care?’ the question stated ‘How was the organization of care?’. 
These questions were evaluated and finetuned in a group of patients.

4
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Box 1: Description of the vestibular schwannoma care pathway in the LUMC.

Vestibular schwannomas are benign intracranial tumors, with a heteroge-
neous clinical presentation: it may present as a small, slow growing, and 
asymptomatic tumor, but also as large, faster growing, and potentially fatal 
disease. Patients typically present with symptoms of hearing loss, loss of 
balance and vertigo, but may also suffer from facial numbness, facial pa-
ralysis, or elevated intracranial pressure. In non-progressive tumors, active 
surveillance with MRI is usually the management option of choice. In pro-
gressive tumors, surgery or radiotherapy is performed to prevent future 
complications. After an active intervention, prolonged active surveillance 
ensues in these patients too, in order to identify possible recurrences. 
The LUMC is an expert referral center for vestibular schwannoma in the 
Netherlands. The care is organized in an integrated practice unit including 
all specialties involved in the diagnosis and treatment (i.e., neurosurgery, 
otorhinolaryngology, radiology and radiation oncology).

Patients who participated in a survey study in 2014 were re-approached for 
participation in the AI-PREM project between May and September 2020[18]. 
Patients that agreed to participate provided their written informed consent. 
All patients were diagnosed with unilateral vestibular schwannoma between 
2003 and 2014. Patients with bilateral vestibular schwannoma, other skull base 
pathologies, or insufficient proficiency in the Dutch language to complete the 
questionnaires were excluded. In addition to the AI-PREM, patients were also 
asked to fill out a validated structured patient experience questionnaire, the 
patient experience monitor (PEM), for comparison[1]. Patients first filled out 
the AI-PREM to ensure they were not biased towards the topics assessed in the 
PEM. The questionnaires were sent out either by e-mail using Castor software 
or hard copy by mail. These hard copies were verbatim digitalized manually.

Validation of the AI-PREM (Figure 1, step 2)

To validate the AI-PREM questionnaire, we used the COSMIN reporting guideline 
for studies on the measurement properties of patient-reported outcome mea-
sures[19]. Although this guideline is aimed at structured questionnaires about 
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patient outcomes, most parts can be applied to unstructured patient experience 
questionnaires. The COSMIN guideline investigates the content validity of ques-
tionnaires by looking at the questions’ relevance, comprehensiveness, and com-
prehensibility. We examined the content validity of the AI-PREM by comparing 
AI-PREM questions to similar questions from the PEM. First, a sentiment analysis 
(as described in the Sentiment analysis section under ‘Development of the NLP 
pipeline’) was performed, labeling a text as positive or negative feedback. We 
hypothesized that patients who were negative about certain aspects of care in 
the AI-PREM would also give lower scores on the matched PEM questions and 
vice versa (scores range from one to ten, where one is the lowest and ten is the 
highest). Therefore, we defined ‘positive’ and ‘negative’ comments per AI-PREM 
question based on the sentiment analysis. Per AI-PREM question, we took the 
matched PEM questions and calculated the average score for the ‘positive’ and 
‘negative’ groups. Using a t-test for independent samples, we compared the 
average scores between the ‘positive’ and ‘negative’ groups.

Development of the NLP pipeline (Figure 1, step 3)

The pipeline as described by Cammel et al. was taken as a starting point[10]. 
The pipeline includes sentiment analysis, preprocessing, and topic modeling. We 
combine a supervised (sentiment analysis) and unsupervised (topic modeling) 
approach. We use a supervised approach for the sentiment analysis because the 
categories for this task (positive, neutral, negative) will not change over time, 
in contrast to the topics that patients mention. The pipeline was developed in 
an iterative process by a team of data scientists, researchers, and clinicians of 
the vestibular schwannoma IPU, to fulfill the following pre-set requirements:

• Interpretable: The end-user should be able to distill from the output what 
patients experience as positive and negative.

• Actionable: The output should be specific enough to lead to concrete action 
points.

• Complete: The number of texts that cannot be assigned to a topic should be 
as small as possible.

4

Marieke van Buchem BNWv2.indd   77Marieke van Buchem BNWv2.indd   77 22-10-2024   12:5022-10-2024   12:50



78

Chapter 4

Once the output met all the requirements according to the development team, 
the validation phase started.

Sentiment analysis

We finetuned a pretrained, multilingual BERT model for two binary classifica-
tion tasks for sentiment analysis. The first binary classification task classified 
answers as negative or non-negative; the second task classified the non-negative 
answers as positive or neutral. To train these two sentiment analysis models, 
one annotator (MvB) manually labeled 75% of the collected data as ‘negative’, 
‘positive’, or ‘neutral’. A second annotator (ON) labeled 1/3rd of this data (25% 
of the collected data), which was used to calculate the inter-annotator agree-
ment (percentage of datapoints that the annotators agreed on). Annotators 
labeled an answer as ‘negative’ if it described a topic or situation that the patient 
was dissatisfied with (e.g., ‘I had to wait for a long time’). If a non-negative 
answer described a topic or situation that the patient was satisfied with, it was 
labeled as ‘positive’ (e.g., ‘the personnel was very friendly’). All answers that 
described a topic or situation that was neither positive nor negative were labeled 
as ‘neutral’ (e.g., ‘first I was treated at hospital number 1, then I was referred 
to hospital number 2’). The two sentiment analysis models were trained on a 
random sample of 80% and validated on the other 20% of labeled data, using 
the default parameters of the Transformers implementation of the BERT model 
for Sequence Classification[20].

Preprocessing

After the sentiment analysis, the data were preprocessed. We tokenized words 
and corrected the spelling using the Peter Norvig algorithm[21] and the Cy-
HunSpell Python package[22]. Subsequently, words were lemmatized, and all 
non-informative words (stopwords, words with less than three letters, and all 
words except verbs, adverbs, nouns, and adjectives) were removed using the 
Stanza Python package[23]. Finally, all n-grams ranging from one to three were 
vectorized using term frequency-inverse document frequency (TF-IDF).
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Topic modeling

We used topic modeling, specifically Non-negative Matrix Factorization (NMF), 
to identify the most important topics from the patients’ answers to the AI-PREM, 
as described by Cammel et al.[10]. NMF was chosen over Latent Dirichlet Allo-
cation because patients’ answers tend to be very short and NMF is better able 
to deal with short answers. A separate topic model was created per sentiment 
(positive or negative) and per question. For each topic model, the optimal 
number of topics was chosen by creating several topic models with topics rang-
ing from 2 to 15 and calculating the coherence score within every topic. The 
coherence score was calculated using the semantic similarity of words within 
a topic, based on a Dutch Word2Vec model[24,25,26], to account for exact 
matches and synonymous words. The topic model with the highest coherence 
metric was chosen as the best fitting model for that specific category.

Validation of the NLP pipeline (Figure 1, step 4)

We performed different validation steps to evaluate the performance of the 
NLP pipeline. (1) We assessed whether the automatically defined topics were 
representative of the texts they described. (2) We evaluated whether the NLP 
pipeline extracted topics similar to human-extracted topics.

Representativeness of the data

We randomly sampled the answers to the AI-PREM and performed manual evalu-
ations of these answers by clinical experts. One clinician (ON) assessed a sample 
of the texts within the different categories (e.g., positive answers about infor-
mation, negative answers about the organization of care). Per category, 20% of 
the answers per topic were analyzed, with a minimum of 10 texts. Some topics 
included less than ten texts; the clinician evaluated all texts for these topics. For 
every text within the sample, the clinician decided if it fit within the assigned 
topic. This analysis resulted in a percentage showing how representative the dif-
ferent topics were for the answers within that topic. A researcher (MvB) went 
through the same validation process to calculate the inter-annotator agreement.

4
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Topic model versus human comparison

To investigate the performance of the topic model compared to human analysis, 
two clinical experts (a physician and a nurse practitioner) from the vestibular 
schwannoma care pathway read the answers to the AI-PREM from a sample of 
50 patients, as data saturation was reached. A qualitative approach was used to 
identify topics within these texts. After reading, the experts decided on a few 
topics per question that summarized patients’ answers in a consensus meeting. 
Two researchers (MvB and ON) compared these manually selected topics to 
the automatically selected topics from the NLP pipeline. Because the human 
analysis consisted of a sample of 50 questionnaires (and not all), we did not try 
to match exact words but matched on topic level. The proportion of manually 
identified topics that could be matched to an automatically identified topic was 
subsequently calculated.

Visualization of the output (Figure 1, step 5)

To stimulate the use of the AI-PREM tool in clinical practice, we co-created a 
mock-up of a potential visualization. We held three feedback sessions with a 
group of physicians, nurse practitioners, and implementation managers and 
iteratively updated the visualization based on their feedback and pre-set re-
quirements. The requirements for the visualization were:

• Applicability within the end-users current workflow;
• Presentation of an overview of the output at a glance;
• Ability to get more context without going through all the individual question-

naires.

4.4 Results

Development of the AI-PREM

During six iterations, the initial questions were finetuned. The most significant 
changes made during these iterations were reducing the number of questions 
and simplifying the sometimes abstract Picker principles. The comprehensibility 
improved by using only level B1 words of the Common European Framework of 
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Reference for Languages [27]. Furthermore, patients preferred to have some 
examples of what was meant by the different aspects. The Picker institute pro-
vides some examples, which we added to each question. This led to the following 
questions:

• Q1: How was the provided information? Think of: the prognosis, possible 
tests, and treatment(s)

• Q2: How was the personal approach? Think of: shared decision making, lis-
tening to your preferences, emotional support

• Q3: How was the collaboration between healthcare professionals? Think of: 
no varying advice or having to tell your story multiple times, contact with 
your family doctor or other hospitals

• Q4: How was the organization of care? Think of: making appointments, com-
bining appointments on one day, availability by phone

• Q5: What else would you like to share about your experience?

In total, 536 out of 867 vestibular schwannoma patients filled out the AI-PREM 
and PEM questionnaires, resulting in a response rate of 62%. Two patients were 
excluded because their diagnosis changed from vestibular schwannoma to me-
ningioma, requiring treatment in another care pathway. This resulted in 534 sets 
of questionnaires. The median length of patients’ answers was two words, with 
an interquartile range of 1 to 11 words. The maximum length was 192 words.

Validation of the AI-PREM

Using the Picker principles as a basis, the AI-PREM adhered to the relevance 
and comprehensibility criteria from the COSMIN reporting guideline. The com-
prehensibility criterium was further substantiated by including patients in the 
development of the AI-PREM. The results of validating the last criterium, com-
prehensiveness, are shown in Table 1. Where Q1-3 showed a significant differ-
ence in PEM scores between positive and negative answers, Q4 did not. No PEM 
questions were matched to Q5 (‘What else would you like to share about your 
experience?’), so we did not validate this question.

4
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Table 1: Overview of the number of AI-PREM responses per sentiment.

Questions Number of patients N (%) Average PEM scores of 
matched questions, ranging 
from 1 to 10 µ ± sd

Q1 – Positive
Negative

359 (67.2%)
26 (4.9%)

9.7 ± 0.9
8.1 ± 2.4**

Q2 – Positive
Negative

360 (67.4%)
31 (5.8%)

9.7 ± 0.7
7.7 ± 2.6**

Q3 – Positive
Negative

325 (60.9%)
40 (7.5%)

9.6 ± 1.1
8.3 ± 1.8*

Q4 – Positive
Negative

343 (64.2%)
39 (7.3%)

6.9 ± 1.7
6.4 ± 2.0

Q5 – Positive
Negative

121 (22.7%)
35 (6.6%)

The neutral responses are left out. Per category (question and sentiment), the average scores 
to the PEM questions that matched the AI-PREM questions are shown. P-value for the t-test for 
independent samples: * = p < 0.001, ** = p < 0.0001. AI-PREM: artificial intelligence patient reported 
experience measure. PEM: patient experience monitor. Q: question. Sd: standard deviation.

Development of the NLP pipeline

We made several improvements to the pipeline during the iterative development 
process (Box 2). The final NLP pipeline contained a sentiment analysis model 
consisting of a negative and positive sentiment classifier and a topic modeling 
module (Figure 2).

Box 2: Most important improvements that were made during the iterative devel-
opment process.

–  To first perform a sentiment analysis and then create a separate topic 
model per sentiment and per question, instead of creating one topic 
model for both sentiments. This led to more specific topics, from which 
points of improvements could be derived more easily, increasing the in-
terpretability and actionability

– To not only include the negative feedback topics but also the positive 
ones, in order to obtain more balanced information. This was found to be 
essential in selecting and prioritizing points of improvement. In addition, 
the positive topics were seen as motivators for the healthcare team
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–  To go from a fixed number of topics to an adaptive approach that au-
tomatically chooses the optimal number of topics per subject. This in-
creased the completeness

–  To add a quantitative dimension to the qualitative output of the topic 
model, in order to help prioritize aspects of care that need the most 
attention

–  To include n-grams up to three instead of just using 1 g. This increased 
the interpretability and actionability of the topics

 

Figure 2: Overview of the input, models, and output of the AI-PREM tool.

Sentiment analysis

The inter-annotator agreement was 91.9%. The precision and recall for the neg-
ative sentiment model were 0.78 and 0.53, respectively, with an F1 score of 0.63. 
The precision, recall, and F1 score for the positive sentiment model were all 0.97.

Topic modeling

The number of topics per category ranged from two to six. 2.8% of texts could 
not be assigned to a topic. Only the ten n-grams with the highest TF-IDF score 
per topic were extracted to increase the interpretability of the topics. These 
n-grams were sorted based on the number of words, with the highest number 
of words shown first. We deduplicated this list of words to ensure that the final 
list of descriptors would not contain both ‘went very well’ and ‘went well’. Finally, 
the first five words of this sorted, deduplicated list were shown to the end-user 
(Figure 3). See Additional file 1 for all the topics per category.

4
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Figure 3: Topic model for Q5.

Validation of the NLP pipeline

The overall percentage of representative texts was 80.9%, with 90.1% for the 
positive texts and 72.0% for the negative texts (Table 2). The inter-annotator 
agreement was 94.4% for positive texts, 80.5% for negative ones, and 90.4% 
overall. The clinical experts extracted 20 topics: 14 for the positive and 6 for the 
negative texts. All negative topics and 12 of 14 positive topics could be matched 
to the automatically extracted topics, leading to a 90% overlap between human 
topics and automatically extracted topics .

Visualization of the output

The end-users preferred the spider plot over other visualizations in the feedback 
session, such as a bar plot or tornado graph. The final visualization included a 
mock-up with three stages (Figure 4).
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Figure 4: a Stage 1: the spider plot showing the percentage of positive and negative texts per question. Stage 2: once the 
end-user clicks on one of the questions, the automatically extracted topics are shown. The positive topics are shown on the 
left and the negative topics on the right. b Stage 3: if the end-user wants to dive into one of the topics, they can click on 
that topic and read the actual patient answers that belong to that topic. In this example, the end-user is looking at the 
topics within the ‘Other’ category and has clicked on positive topic 1 and negative topic 1. 

 

Figure 4: a Stage 1: the spider plot showing the percentage of positive and negative texts 

per question. Stage 2: once the end-user clicks on one of the questions, the automatically 

extracted topics are shown. The positive topics are shown on the left and the negative 

topics on the right. b Stage 3: if the end-user wants to dive into one of the topics, they 

can click on that topic and read the actual patient answers that belong to that topic. In 

this example, the end-user is looking at the topics within the ‘Other’ category and has 

clicked on positive topic 1 and negative topic 1.
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4.5 Discussion

This study describes the development and validation of a comprehensive tool 
for surveying the patient experience that can automatically produce actionable 
information. The tool consists of an open-ended, validated patient experience 
questionnaire suitable for qualitative and quantitative analysis with natural lan-
guage processing (NLP), a well-performing NLP pipeline to analyze the answers 
to the questionnaire automatically, and a visualization that supports healthcare 
professionals in defining quality improvements from the results.

A critical aspect of our study is that we created and validated a new questionnaire 
consisting of only open-ended questions. One other study developed a new, 
open-ended questionnaire suitable for analysis with NLP, but they focused on pa-
tient outcomes instead of experiences[16]. Unique in our study is that we com-
pared the AI-PREM with a ‘gold standard’ PREM, the patient experience monitor 
(PEM). Overall, three out of four open-ended questions of the AI-PREM seem to 
capture sentiments similar to the PEM. The lack of a significant correlation for 
the fourth question, asking about the organization of care, might be explained 
because this question had the lowest average PEM score and the smallest range.

Our NLP pipeline combines sentiment analysis with topic modeling while also 
making it possible to go back to individual patients’ original responses per topic. 
This hierarchical structure allows healthcare professionals to scan the sentiment 
analysis for a high-level view or dive into the different topics and texts to define 
quality improvements. Physicians can use the quantitative data to review the 
results at a glance and prioritize the various topics, while the qualitative data 
allows them to put the topics into context and define concrete points of action.

Unlike most studies[5,7,11,13,15], we chose an unsupervised topic modeling 
approach due to its flexibility in finding new and unexpected topics[3,10]. One 
example that highlights the benefit of this approach is the topic describing the 
negative sentiment patients had about how long they had to wait for the scan re-
sults. This topic is not included in structured questionnaires and is very specific 
to this care pathway. Furthermore, the differing number of topics per question 

4
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shows the ability of this method to adapt to the data at hand. Methods sensi-
tive to changing topics in patients’ experiences are essential in the constantly 
changing healthcare environment.

We finetuned a pretrained multilingual BERT model on our data for the cur-
rent sentiment analysis. Because the questionnaire and answers were in the 
Dutch language, there was limited choice in off-the-shelf sentiment analysis 
models, and the available models did not perform well on our data. Furthermore, 
there are no BERT models pretrained on clinical data for Dutch, so we used the 
multilingual BERT model as a basis. The positive sentiment model performs 
better than most other studies, with an F1 score of 0.97. Other studies report 
F1 scores between 0.74 and 0.90 for sentiment analysis on patient experience 
data[6,14,15,28,29]. The negative sentiment model performs below average, 
with an F1 score of 0.63. The small number of negative texts compared to the 
amount of neutral and positive texts causes this difference. With more data, the 
model can be trained further to improve the performance in recognizing negative 
texts and make it more generalizable to other departments and care pathways.

Our manual validation of the NLP pipeline shows that the quality of the topics 
is high in terms of the representativeness of the topics and the similarity to the 
manual topics. These results align with previous studies that show the similarity 
between supervised, manually defined topics and unsupervised, automatically 
defined topics[7,15]. However, there is a large difference in the quality of the 
topics for the different categories in the AI-PREM. Although most topics rep-
resent their texts very well with scores ranging from 90 to 100%, a few mostly 
negative topics have scores between 20 and 50%. One possible explanation is 
the heterogeneity in the negative answers, leading to a few ‘left-over’ topics 
that fail to represent the texts well. One solution would be to gather more data 
before running the model, as this would decrease the chance of getting topics 
that only contain a few texts. Another solution is changing the phrasing of the 
questionnaire by making it more specific or giving different examples. Especially 
the question about the organization could be improved because this question 
also showed low responsiveness to changes in sentiment. On the other hand, 
the number of texts that could not be assigned a topic was only 2.8%, which 
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is much better than the 15.4% reported in previous work[10]. It shows that a 
larger amount of texts can be automatically analyzed and confirms the improved 
suitability of our proposed open-ended questions for NLP analysis. In a previous 
report by Spasíc et al.[16], the authors optimize their questionnaire compris-
ing open-ended questions in a similar way, i.e., by focusing every question on 
one particular aspect (different patient outcomes in their case), extracting any 
sentiment from the question itself, and providing examples per question (also 
at their patients’ request).

We noted that positive comments are much more numerous, but negative topics 
tend to be more elaborately discussed by patients. For example, the negative 
topics’ wait result scan’ and ‘contact (with) other hospital’ contain concrete 
problems, while ‘information good’ and ‘only positive’ are much more high-level. 
These results align with other studies[3,11,30], which also found more specific 
feedback in negative comments. As we aimed to facilitate the quality improve-
ment process, we see no limitation in this finding: the in-depth nature of the neg-
ative feedback makes it possible to define specific points of improvement, while 
the more general positive feedback functions as motivation for healthcare pro-
fessionals. Moreover, previous work on structured patient experience question-
naires describes the problem of the ceiling effect: patient experience question-
naires tend to overestimate patient satisfaction[4], and very satisfied patients 
often still include a point of improvement[5,31]. The AI-PREM shows this same 
trend towards positive responses, but the ability to provide a free text response 
leads to more in-depth feedback. The tool further facilitates healthcare profes-
sionals to put topics into perspective by comparing positive to negative topics 
and forming concrete action points by going back to patients’ original responses.

Strengths & limitations

A strength is the combination of quantitative data from the sentiment analysis 
and qualitative data from the topic models, which creates a clear, usable over-
view of patients’ experiences. It also aligns with the proposed framework for au-
tomated analysis of opinionated data from a recent study[32]. This framework 
presents a similar pipeline, with sentiment analysis for the quantitative analysis 
followed by a more qualitative approach using, for example, topic modeling.

4
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Another strength of the current study is the validation steps we took to assess 
the performance of the AI-PREM tool. Although it was challenging to find suitable 
validation methods, the current methods combined with the COSMIN reporting 
guideline provide some insight into how well the topics represent the patients’ 
answers. However, the combination of the small sample size per topic and lack 
of easily interpretable metrics limits the use of topic modeling. Therefore, we 
could not compare our topic models to other literature.

The current sentiment analysis model, which assigns a whole text as either ‘pos-
itive’, ‘neutral’, or ‘negative’, is limited. By assigning texts as ‘negative’ if they 
contained at least one aspect that the patient was negative about, we made sure 
not to miss any points for improvement. However, in the future, we would like 
to finetune the model to define a sentiment per sentence instead of per text and 
to change the sentiment into a 5-point scale ranging from ‘very dissatisfied’ to 
‘very satisfied’. This granularity would make it easier to define priorities based 
on the level of dissatisfaction with a specific aspect of care.

Lastly, our current tool was built and validated in close consultation with clini-
cians, which ensures the internal validity of the model and clinically relevant and 
actionable output. However, it was validated using the patient experiences of a 
specific patient group. To investigate the generalizability of the AI-PREM tool, 
we will have to collect AI-PREM data in other patient groups and evaluate its 
usability for different groups of physicians.

Conclusions

The AI-PREM tool is a comprehensive method that combines a validated ques-
tionnaire consisting of open-ended questions with a well-performing NLP 
pipeline and visualization. By thematically organizing and quantifying patient 
feedback, it reduces the time invested by healthcare professionals to evaluate 
and prioritize patient experiences without being confined to the limited answer 
options of closed-ended questions.
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5.1 Abstract

Objective

This study aims to explore and develop tools for early identification of depres-
sion concerns among cancer patients by leveraging the novel data source of 
messages sent through a secure patient portal.

Materials and Methods

We developed classifiers based on logistic regression (LR), support vector ma-
chines (SVMs), and 2 Bidirectional Encoder Representations from Transformers 
(BERT) models (original and Reddit-pretrained) on 6600 patient messages from 
a cancer center (2009-2022), annotated by a panel of healthcare profession-
als. Performance was compared using AUROC scores, and model fairness and 
explainability were examined. We also examined correlations between model 
predictions and depression diagnosis and treatment.

Results

BERT and RedditBERT attained AUROC scores of 0.88 and 0.86, respectively, 
compared to 0.79 for LR and 0.83 for SVM. BERT showed bigger differences in 
performance across sex, race, and ethnicity than RedditBERT. Patients who sent 
messages classified as concerning had a higher chance of receiving a depression 
diagnosis, a prescription for antidepressants, or a referral to the psycho-oncolo-
gist. Explanations from BERT and RedditBERT differed, with no clear preference 
from annotators.

Discussion

We show the potential of BERT and RedditBERT in identifying depression con-
cerns in messages from cancer patients. Performance disparities across demo-
graphic groups highlight the need for careful consideration of potential biases. 
Further research is needed to address biases, evaluate real-world impacts, and 
ensure responsible integration into clinical settings.
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Conclusion

This work represents a significant methodological advancement in the early 
identification of depression concerns among cancer patients. Our work contrib-
utes to a route to reduce clinical burden while enhancing overall patient care, 
leveraging BERT-based models.

5.2 Background and significance

Depression is common in cancer patients and negatively associated with treat-
ment outcomes, prognosis, and quality of life[1–5]. Despite its prevalence in 
cancer patients (20% in the United States[6]), depression often remains un-
derdiagnosed. This leads to delayed intervention, poorer treatment adherence, 
and potential exacerbation of the patient’s overall health status[1–3,7–9]. Early 
identification of depression symptoms may facilitate timely mental health sup-
port.

A majority of tools for depression screening in cancer patients utilize structured 
surveys. Many of these tools perform well in the identification of cancer patients 
with depression. However, most clinicians do not use structured depression 
scales during routine clinical care, as they perceive them as too long[10]. To ad-
dress this, machine learning (ML) approaches using clinical data have also been 
explored[11]. For example, Cho et al. trained an ML model to predict depression 
using nationwide clinical check-up data, attaining an AUC of 0.84[12]. While 
some ML tools demonstrate promising performance, they primarily rely on cli-
nician-generated data, which may not fully capture the patient’s perspective or 
experiences. This limitation highlights the need for alternative data sources that 
can provide a more comprehensive view of the patient’s mental health status.

Patient-generated health data, such as messages sent through secure patient 
portals, present a unique yet underutilized source of information for identify-
ing signs of depression. These messages, often exchanged between patients 
and healthcare providers, can provide insights into the patient’s mental health 
status, potentially enabling early detection and treatment of depression symp-

5
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toms. However, the increasingly high number of patient messages also leads 
to challenges for healthcare professionals. Previous studies suggest that the 
high volume of clinical communications can lead to professional exhaustion and 
burnout[13–15]. Applying natural language processing (NLP) to patient-gen-
erated health data might offer a solution by monitoring all incoming messages 
for potential signs of depression.

Most previous work on applying NLP to identify mental health issues in pa-
tient-generated health data is focused on social media data[16–25]. Social media 
is a valuable source, as it provides extensive documentation of people’s personal 
thoughts, experiences, and ideas. Especially Reddit is an interesting medium as 
it is fully anonymous, enabling honest conversations between users[26,27]. 
However, the downside of detecting mental health issues through these kinds 
of media is that it is difficult to provide support to the individual users. A recent 
study described the development of an NLP model to predict suicide-related 
events from patient portal messages, showing promising results comparable to 
commonly used assessment tools[28]. Therefore, it might be possible to assist 
healthcare professionals in identifying cancer patients that potentially suffer 
from depression.

Objective

This study aims to develop a proof-of-concept model using NLP to analyze in-
coming patient messages and identify those messages indicative of depression 
concerns. We compare classical machine learning approaches with neural net-
works-based Bidirectional Encoder Representations from Transformers (BERT) 
models[29] and investigate whether domain-adaptive pretraining on Reddit data 
improves the performance of the model.

5.3 Methods

Data

The dataset consisted of patient-initiated messages that were sent through a 
secure patient portal by patients from a comprehensive cancer cohort, contain-
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ing all patients who visited the Stanford Cancer Center from 2009 until 2022. The 
secure patient portal allows patients to send messages to their care team. We 
only included English, patient-initiated messaging threads and excluded all stan-
dard communication, e.g. reminders for appointments and invitations for patient 
satisfaction questionnaires. We did not exclude patients with a prior depression 
diagnosis, as this has previously been found to be the most predictive factor 
for developing depression[30,31]. We aimed for a final sample size of at least 
5000 manually annotated messages, based on similar studies leveraging BERT 
for binary text classification on manually annotated data[32–34]. For the final 
annotation sample, we randomly sampled 50% of messages from the dataset. 
To decrease the imbalance in the sample towards non-concerning messages, we 
selected the other 50% of the annotation sample to contain potentially alarming 
or concerning content. To this end, an experienced social worker and data scien-
tist created two lists of words that signaled concern or alarm respectively (see 
Appendix A). The selected sample included all the messages containing alarming 
words, supplemented with randomly sampled messages containing concerning 
words. This distribution was chosen to maximize the number of potentially con-
cerning messages within the annotation sample. Additionally, special attention 
was given to discerning depression from anxiety. Our word lists included terms 
related to both depression and anxiety to ensure these messages were manually 
annotated, enhancing the model’s capability to distinguish messages expressing 
anxiety from potential depression.

Ethical Considerations

This study was approved by the Stanford institutional review board (#47644). 
Informed consent was waived for this retrospective study for access to per-
sonally identifiable health information as it would not be reasonable, feasible, 
or practical. The data are housed in the Stanford Nero Computing Platform, 
which is a highly secure, fully integrated internal research data platform meeting 
all security standards for high risk and protected health information data. The 
security is managed and monitored, and the platform is updated and adapted 
to meet regulatory changes.

5
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Annotation process

The definition of when a message was ‘concerning for depression’ was created 
through multi-stakeholder input (see Appendix B). We organized brainstorm 
sessions with oncologists, data scientists, medical students, and a social worker, 
during which we iteratively worked towards a definition and annotation guide-
line that everyone agreed on (see Appendix B). When consensus was reached, 
the annotation was performed by seven healthcare professionals. We created a 
diverse group of annotators, in terms of clinical experience, age, gender, race, 
and ethnicity. The final set of 6,600 annotated messages was used as the refer-
ence standard. Of 6,600 messages, a set of 100 messages was annotated by all 
annotators. We computed the inter annotator agreement on this sample using 
Krippendorf’s Alpha. We used majority vote to define the reference standard 
for these 100 messages. See Figure 1 for an overview of the annotation process.

Figure 1: overview of the sampling and annotation pipeline.

Models

For this study, we aimed to compare the performance of two baseline machine 
learning models (logistic regression [LR] and support vector machines [SVM]) 
to two bidirectional encoder representations from transformers (BERT) 
models: a naïve BERT base model and a BERT base model that has undergone 
continued domain-adaptive pretraining on Reddit data. The method of con-
tinued domain-adaptive pretraining is computationally less expensive than a 
full pretraining task, while it has shown to improve the performance on spe-
cific tasks[35–40]. We chose the BERT base in combination with continued 
pretraining on Reddit data, as opposed to ClinicalBERT[41] or BioBERT[36], 
because Reddit data includes a wide range of discussions, including those relat-
ed to personal experiences and mental health, which are closer to the type of 
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conversational and informal language found in patient portal messages. Patient 
portal messages often reflect patients’ everyday language and concerns, which 
may not be captured in more formal medical records or biomedical literature. 
This similarity in language and context can help the model better understand 
and interpret patient messages. We specifically used the Depression subreddit 
to include the type of language that people use to talk about depression.

For the LR and SVM models, we first preprocessed the data by changing all let-
ters to lowercase, removing stop words, and stemming the words. We used the 
term frequency – inverse document frequency (TF-IDF) to extract features from 
the data. The final dataset was split into 70-15-15 train-validation-test sets. To 
find the best hyperparameters for the TF-IDF vectorizer, the LR and the SVM, we 
performed a grid search using the train and validation set. We then fit the LR and 
the SVM model with the best hyperparameters and performed a bootstrap with 
1000 samples using the test set to determine the performance of the models.

For our domain-adaptive pretraining task, we chose a specific Reddit commu-
nity (‘subreddit’) called ‘r/Depression’. This is a large subreddit with more than 
900,000 members that has been in use since 2009 and, therefore, provides ex-
tensive data on a large time span. It is the biggest subreddit focused on depres-
sion, with millions of posts. From this subreddit, we scraped 1,000,000 posts. 
We then continued pretraining the BERT base model for 20 epochs [35]. The 
pretraining was performed using four GPUs on the Google Cloud Platform. The 
final model is referred to as RedditBERT. Both BERT base and RedditBERT were 
finetuned on the binary classification task of identifying concerning messages, 
using the annotated sample of patient messages.

Associations between model predictions and patient characteristics

We conducted a comparative analysis of patient characteristics and clinical out-
comes between patients who sent messages deemed concerning by RedditBERT, 
and those who did not. Included outcomes were a depression diagnosis, pre-
scriptions for depression medication, and mental health referrals (Appendix C). 
Differences in categorical variables were assessed using a chi-square test. For 
continuous variables, an independent samples T-Test was performed. In cases 

5
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where continuous variables encompassed more than two groups, a one-way 
Analysis of Variance (ANOVA) was performed.

Explainability

We used Local Interpretable Model-Agnostic Explanations (LIME) to compare 
BERT and RedditBERT explanations on a patient message level[42]. LIME provides 
the local importance of each word to the model’s classification of a specific pa-
tient message. Our sample included 32 texts categorized into four distinct buck-
ets based on the outputs of the two BERT models (BERT and RedditBERT) and 
their alignment with the reference standard (human annotation) (see Figure 2). 
Subsequently, our seven annotators were asked to compare the predictions 
generated by the two models and the corresponding LIME explanations. Through 
a structured survey, annotators were asked to indicate which prediction they 
agreed with and which explanation they preferred (Appendix D). Additionally, 
the survey provided an opportunity for the annotators to explain their decisions.

Bucket BERT & RedditBERT BERT & reference 
standard

RedditBERT & reference 
standard

1

2

3

4

Figure 2: description of the four buckets used for evaluation of the explainability. An 

empty cell indicates agreement, a diagonal line indicates disagreement.

5.4 Results

Patient characteristics

The total data set included 6,600 messages from 3,312 unique patients. The 
cohort consisted of more females (60%), an average age of 61 years old and a 
majority of White and Asian, privately insured patients (see Table 1 for more 
characteristics). Our final test set consisted of 907 messages (14% of the total 
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labeled set) from 760 unique patients. 90 messages (10%) were annotated as 
concerning for depression.

Table 1. Patient characteristics cohort.

N=3,312
Demographics

Female sex, N(%) 2,002 (60)

Age, mean (std) 61.3 (13.7)

English speaking, N(%) 3,080 (93)

Race

 Asian (%) 725 (22)

 Black (%) 65 (2)

 White (%) 2,133 (64)

 Other (%) 364 (11)

Ethnicity

 Hispanic/Latino (%) 204 (6)

 Non-hispanic/non-latino (%) 3,060 (92)

 Other (%) 47 (1)

Depression diagnosis, N(%) 1,116 (34)

Insurance (%)

 Private 1,980 (60)

 Medicare 550 (17)

 Medicaid 260 (8)

 Other 522 (16)

Inter-annotator agreement

The inter annotator agreement (IAA) calculated over all seven annotators was 
0.38 according to Krippendorf’s Alpha, which can be considered moderate. We 
observed a large variation in IAA between different sets of annotators, ranging 
from 0.32 to 0.52, depending on which annotator was removed from the set.

5
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Model performance

The TF-IDF parameters and hyperparameters of the logistic regression (LR) and 
support vector machine (SVM) can be found in Appendix E. The LR model had 
a mean area under the ROC curve (AUROC) of 0.79 (95% confidence interval 
(CI): 0.74-0.83) while the SVM attained an AUROC of 0.83 (95% CI: 0.78-0.87).

Both BERT and RedditBERT were trained and validated for 5 epochs on 5,693 
labeled messages. See Appendix E for hyperparameters. Both models outper-
formed the LR and SVM and RedditBERT slightly outperformed BERT, with a 
mean AUROC of 0.88 (95% CI: 0.85-0.91) versus 0.86 (95% CI: 0.82-0.90), re-
spectively. A threshold of 0.5 led to the highest F1 score for the BERT models and 
the SVM. For the LR, a threshold of 0.2 led to the highest F1 score (Table 2). In 
total, RedditBERT labeled 200 messages as concerning (22%). When comparing 
the predictive performance per subgroup, BERT showed bigger differences in 
performance across sex, race, and ethnicity than RedditBERT. For both models 
there was a decreased performance for Black patients (Table 3).

Associations between model predictions and patient characteristics

There was a significant difference in race in the classification of patients’ mes-
sages. Messages of White patients were more often classified as concerning, 
while messages of Asian patients were less often classified as concerning (see 
Appendix F). Furthermore, patients on Medicaid or Medicare also sent more 
messages classified as concerning. Patients who sent messages classified as con-
cerning by RedditBERT had a higher chance of receiving a depression diagnosis, 
a prescription for antidepressants, or a mental health referral within the next 3, 
6, and 12 months after sending the concerning message. Patients sending a con-
cerning message were also more likely to already have a depression diagnosis, a 
prescription for antidepressants, or a mental health referral (see Appendix F).

Explainability

The explanation of which words contributed to the prediction per message dif-
fered for BERT and RedditBERT, with RedditBERT highlighting more words than 
BERT (see Appendix G). Annotators preferred BERT’s explanation to Reddit-
BERT’s explanations for 14 out of 26 texts (54%). Annotators often opted for Red-
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ditBERT’s explanation when it highlighted words or sentences that BERT missed. 
On the other hand, annotators sometimes preferred BERT’s explanation because 
they found RedditBERT highlighted words that did not make sense in the eyes of 
the annotators. Furthermore, several annotators mentioned that the words high-
lighted as ‘not concerning’ did not always seem to make sense to them (Table 4).

Table 4. Annotators’ reasons for choosing BERT or RedditBERT’s explanation.

Reasons for choosing RedditBERT Reasons for choosing BERT

“Difficult. I like the explanations of 
[RedditBERT] a bit more, because it seems 
to pick out more complete sentences like ‘ am 
extremely tired’ and ‘have not ... able to sleep 
more’.”

“I prefer [BERT] because the blue [non-
concerning] words in [RedditBERT], do not 
make sense to me. Why should testosterone 
be marked as non-concerning.”

“This is the best use case of this model. A 
clear cry for help. I like the explanations 
of [RedditBERT] better because it picks 
out more complete sentences ‘I’m pretty 
depressed’ and has a stronger reaction on the 
‘psychologist’.”

“[RedditBERT] highlights a lot of text that I do 
not think relevant in either direction.”

“I think in general it is good [RedditBERT] 
picks up on prescription names.”

“Again, there is a lot of text highlighted in both 
that does not really make sense to me. [BERT] 
highlights less text.”

“I like how [RedditBERT] picks up on the ‘love 
to talk to somebody’.
“

“I do not agree with the extra highlighted 
words really in [RedditBERT], as the only 
indication of concern is the ‘depressed’.”

5.5 Discussion

In this study, we demonstrate a proof-of-concept for leveraging patient-gener-
ated health data for the early identification of depression concerns in cancer 
patients. By employing natural language processing (NLP) techniques, specif-
ically Bidirectional Encoder Representations from Transformers (BERT) and 
domain-adaptive pretraining using Reddit data (RedditBERT), we highlight the 
potential of artificial intelligence in enhancing mental health surveillance. How-
ever, the performance disparities observed across patient subgroups, notably 
concerning race and ethnicity, necessitate a careful consideration of the ethical 
implications and potential biases introduced by these models.

5
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The good discriminatory ability across all models showed the potential of patient 
messages as a valuable source for depression risk stratification. Our results are 
comparable to one other study that used patient portal messages to identify a 
mental health event, namely suicide [28]. For this study, the authors reported 
an AUROC of 0.71. Both findings underline the potential of using patient messag-
es as a unique data source, which provides a current snapshot of how a patient 
is feeling and directly represents the patient’s voice. This untapped data source 
has the opportunity to improve personalized, proactive identification of mental 
health issues. However, more research on this topic is needed, as these are the 
only studies describing the application of NLP on this data source.

There was no significant difference between the naïve base BERT and the do-
main-adaptive pretrained RedditBERT model. This finding contradicts previous 
studies in which domain-specific models like BioBERT (pre-trained on biomed-
ical texts) and ClinicalBERT (pretrained on clinical texts), and continuously 
pretrained BERT models outperformed base BERT [35,36,41,43]. However, 
within the mental health domain, a recent study also found that depression 
classification did not improve significantly with continued pretraining[44]. More 
research is needed to assess the value of social media data for continued pre-
training in the mental health domain.

We found a notable difference in how words were weighed in the explanations 
provided for BERT and RedditBERT, but there was no difference on average in 
the quality of the explanations. Explanations may help generate trust in deep 
neural network models, like BERT, which are inherently uninterpretable[45]. 
Yet, post-hoc explainability methods like LIME are difficult to validate, and their 
effect on clinical decision making is still unknown. More research is needed on 
the added value of explainability methods in increasing trust versus the potential 
to harm trust[46]. Alternatively, neural networks with a more inherent inter-
pretability mechanism could lead to better explanations[47].

The subgroup analysis showed slight differences in performance between sex, 
race, and ethnicity. Compared to BERT, RedditBERT performed more consis-
tently between subgroups and had a slightly better recall for male patients 
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and White patients, which could be due to Reddit being predominantly used 
by males[48]. Furthermore, both models performed worse on Black patients, 
which can be explained by the low number of Black patients within our sample. 
This finding highlights the importance of addressing potential biases and ethical 
considerations associated with deploying AI models in healthcare, emphasizing 
the need for equitable and unbiased implementations. The National Institute of 
Health’s All of Us Research Program is a great example of an initiative aiming to 
collect data from a diverse group of participants across the US[49]. For future 
research, we recommend training models on such a diverse dataset to decrease 
differences in subgroup performance.

A depression diagnosis or prescription of depression medication occurred more 
often after a concerning message was sent compared to after a non-concerning 
message was sent. This suggests that our models were able to identify messages 
that were truly indicative of depression concerns. These may be patients that 
could benefit from additional mental healthcare outreach. Important to note, 
however, is that some of these patients already received a depression diagnosis 
or treatment. This highlights the classification capabilities of the model, although 
the model might not perform well for prediction. This assumption is underlined 
by a recent study, where we show that using the output of our model does not 
improve the performance of a prediction model for depression[31].

Limitations

One limitation is the moderate inter-annotator agreement. This can be attribut-
ed to the diversity among the annotators and the inherent subjective inter-
pretation of what qualifies as a ‘concerning’ message in patient emails. This is 
highlighted by the large variation in IAA, depending on which annotators are 
included. Although we believe the IAA could be improved by excluding some 
annotators, it also mirrors the real-world where different healthcare profes-
sionals may interpret patient communications differently. Relevant literature 
describing similar use cases, such as annotating Twitter data for mental health 
symptoms, report similar moderate inter-annotator agreements[50,51]. Despite 
the moderate agreement, the study’s rigorous approach in involving multiple 
annotators and the alignment with existing literature provide valuable insights 

5
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into the complexities of labeling subjective content. Taking this into account, 
we conclude that the use of patient messages combined with labels from our 
diverse, clinical group of annotators greatly improved the method’s potential 
to be applicable in healthcare practice.

Furthermore, our current approach to upsampling concerning messages may 
lead to a bias in the training data towards messages that are more easily identi-
fiable as concerning. As the current study is a proof-of-concept, we chose this 
method to keep the manual annotation feasible while still ensuring that there 
were enough concerning messages to train the model effectively. However, 
future work should explore more sophisticated sampling techniques to better 
represent the full spectrum of patient messages and minimize potential biases.

Another limitation of this study is the focus on a single institution, which may 
limit the generalizability of our results to other settings. Especially the high 
number of privately insured patients is not representative for the general pop-
ulation. Nevertheless, this cohort included a diverse population in terms of race 
and ethnicity, with a substantial percentage of Hispanic and Asian patients. This 
study can thus be seen as a proof-of-concept and sets the stage for future in-
vestigations into the ways different ethnic and cultural groups express mental 
health concerns in their communications. By recognizing and addressing these 
differences, subsequent studies can delve deeper into tailoring interventions 
that resonate effectively across diverse patient populations.

Lastly, the study’s framework might not capture patients who do not use emails 
for communication or are hesitant to reach out, thereby potentially missing a 
subset of the population in need.

Future implications

Given our exploration in the use of advanced NLP models for the identification 
of depression concerns in cancer patients, the broader implications for health-
care are significant. The advantage of BERT and RedditBERT over traditional 
methods underscores the potential of integrating more sophisticated language 
models into clinical practice. With the ongoing advancements in NLP, especially 
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in the field of large language models (LLM’s), there is the potential to further 
refine these models, making them even more relevant and effective in a clinical 
context. Future work should focus on comparing several newer language models 
to determine if they could provide improved performance in identifying depres-
sion. Recent studies have shown that it is also possible to use LLMs to create 
chatbots for counseling, offering another promising avenue for providing mental 
health support[52]. However, while the promise of these advanced NLP models 
in healthcare is evident, it’s crucial to approach their integration with caution. 
Before such models can be responsibly incorporated into clinical settings, ad-
ditional research is required to address potential biases as were demonstrated 
in the current study and evaluate the real-world impact on physician-patient 
interaction and clinical outcomes[53–55].

Furthermore, our study significantly contributes to the literature by emphasizing 
the underutilized potential of patient-generated health data, specifically messag-
es sent through a secure patient portal. This novel approach taps into valuable 
information exchanged between patients and healthcare providers, offering 
insights into the mental health state of a patient and enabling early detection of 
depression concerns. This data is systematically collected, as opposed to, for 
example, patient reported outcomes (PROs). The collection of PROs is often 
burdensome to patients and healthcare providers, may not capture all patients’ 
concerns, and rely on patients’ memory to report symptoms that have occurred 
prior to the patient’s visit.18 Thus, patient messages should be seen as a valuable 
additional data source for clinical research and surveillance.

Following our proof-of-concept study, we propose several next steps. First of 
all, to ensure broader applicability of such a tool, the training dataset should 
be extended with data representative of the general population. Secondly, it is 
important to conduct a temporal validation to assess the model’s performance 
over time. Lastly, other types of explainability methods should be tested to de-
termine if some provide a better understanding of the model’s behavior than 
the current method. These steps will help refine the model further and enhance 
its applicability and trustworthiness in a clinical setting.

5
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Conclusion

In conclusion, this work represents a significant methodological advancement in 
the early identification of depression concerns among cancer patients, address-
ing a critical gap in patient care. Our work contributes to a route to reduce clin-
ical burden while enhancing overall patient care, leveraging BERT-based models. 
Further research is needed to address biases, evaluate real-world impacts, and 
ensure responsible integration into clinical settings. As the study highlights, the 
interpretability of these models is paramount for clinician trust and responsi-
ble implementation in healthcare settings, particularly for vulnerable patient 
populations.
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6.1 Abstract

Importance Despite compelling evidence that statins are safe, are generally 
well tolerated, and reduce cardiovascular events, statins are underused even in 
patients with the highest risk. Social media may provide contemporary insights 
into public perceptions about statins.

Objective To characterize and classify public perceptions about statins that 
were gleaned from more than a decade of statin-related discussions on Reddit, 
a widely used social media platform.

Design, Setting, and Participants This qualitative study analyzed all statin-re-
lated discussions on the social media platform that were dated between January 
1, 2009, and July 12, 2022. Statin- and cholesterol-focused communities, were 
identified to create a list of statin-related discussions. An artificial intelligence 
(AI) pipeline was developed to cluster these discussions into specific topics and 
overarching thematic groups. The pipeline consisted of a semisupervised natu-
ral language processing model (BERT [Bidirectional Encoder Representations 
from Transformers]), a dimensionality reduction technique, and a clustering 
algorithm. The sentiment for each discussion was labeled as positive, neutral, 
or negative using a pretrained BERT model.

Exposures Statin-related posts and comments containing the terms statin and 
cholesterol.

Main Outcomes and Measures Statin-related topics and thematic groups.

Results A total of 10 233 unique statin-related discussions (961 posts and 9272 
comments) from 5188 unique authors were identified. The number of statin-re-
lated discussions increased by a mean (SD) of 32.9% (41.1%) per year. A total 
of 100 discussion topics were identified and were classified into 6 overarch-
ing thematic groups: (1) ketogenic diets, diabetes, supplements, and statins; 
(2) statin adverse effects; (3) statin hesitancy; (4) clinical trial appraisals; (5) 
pharmaceutical industry bias and statins; and (6) red yeast rice and statins. 
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The sentiment analysis revealed that most discussions had a neutral (66.6%) 
or negative (30.8%) sentiment.

Conclusions and Relevance Results of this study demonstrated the poten-
tial of an AI approach to analyze large, contemporary, publicly available social 
media data and generate insights into public perceptions about statins. This 
information may help guide strategies for addressing barriers to statin use and 
adherence.

6
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6.2 Introduction

Statins conclusively reduce morbidity and mortality from atherosclerotic car-
diovascular disease (ASCVD), the number one cause of death worldwide[1,2]. 
Thus, statins are a cornerstone of the treatment and prevention of ASCVD 
across contemporary clinical practice guidelines[3]. Statins are one of the 
most commonly prescribed medications in the US, making up nearly 17% of 
all prescription pharmaceuticals in the past decade, in part because of their 
widespread availability, low cost, high degree of effectiveness, and breadth of 
clinical indications[4,5]. However, despite their well-established benefits and 
safety, statin use remains suboptimal in high-risk individuals with guideline-rec-
ommended clinical indications[6].

Understanding the reasons for statin underuse, including patient-level per-
spectives, is crucial to guiding public health and implementation efforts toward 
ASCVD prevention and treatment. While barriers to statin use have been ex-
plored using targeted surveys and focus groups, these may not be widely gen-
eralizable[7-9]. Social media platforms have become a promising avenue to 
understand and glean public views on health outside of the health care set-
ting[10,11]. Such platforms are used for sharing personal stories, soliciting 
informal opinions, or sparking discussions about any topics. These platforms 
can rapidly disseminate information or misinformation through noncurated, 
transparent peer discussions[12]. For example, a study analyzed more than 
11 000 social media posts and manually annotated them to understand belief 
patterns regarding statins, many of which reflected established concerns about 
their use, even in statin nonusers[13].

A social media platform that has steadily gained popularity for health-related 
purposes over the past years is Reddit, a discussion-based platform whose users 
can post questions, comments, and topics on a wide range of areas, including 
statins. The platform is free, has 52 million daily active users and approximately 
430 million monthly users, and gets more than 30 billion views every month[14]. 
Given its widespread use, this platform may provide large-scale data on patient 

Marieke van Buchem BNWv2.indd   124Marieke van Buchem BNWv2.indd   124 22-10-2024   12:5022-10-2024   12:50



125

Artificial Intelligence–Enabled Analysis of Statin-Related Topics and Sentiments on Social Media

views on statins that could be analyzed for novel insights and for misinformation 
that may affect statin adherence[15].

Manual analysis of social media data has limited feasibility given the speed and 
volume with which these data evolve over time. Artificial intelligence (AI) meth-
ods may facilitate the analysis and interpretation of these valuable patient-gen-
erated data that may influence health behaviors. Natural language processing 
(NLP) is a form of AI that ingests and interprets large volumes of textual data 
to glean insights and that can make actionable predictions on new data[16,17]. 
This study aimed to characterize and classify public perceptions about statins 
gleaned from more than a decade of statin-related discussions on Reddit.

6.3 Methods

The Stanford University Institutional Review Board deemed this qualitative study 
exempt from ethical review and the requirement for informed consent since it 
did not involve human participants. We followed the Standards for Reporting 
Qualitative Research (SRQR) reporting guideline[18].

Data Set and Search

Reddit was used as the data source for this study[19]. Data were collected be-
tween January 1, 2009, and July 12, 2022. The social media platform is composed 
of different communities, which use the r/ prefix and are focused on specific 
topics (e.g., r/gaming, r/worldnews, r/keto, and r/statins). Users may interact 
with the platform by creating a post to initiate a new discussion thread or by 
commenting on other users’ posts as part of discussions. Most communities, 
including all posts and comments, are openly or publicly accessible and visible 
and thus require no account registration with the social media platform.

To create a list of statin-related discussions on this social media platform, we 
identified relevant communities by entering the words statin and cholesterol in 
the platform search engine and keeping those communities that were recom-
mended by the search engine for both words. Across these communities, we 

6
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used an application programming interface called Pushshift to search all of the 
posts and comments for case-insensitive matching on the word statin and the 
generic or brand names for specific statins: atorvastatin, lipitor, rosuvastatin, 
crestor, pitavastatin, livalo, zypitamag, simvastatin, zocor, pravastatin, pravachol, 
lovastatin, altoprev, fluvastatin, and lescol (eFigure 1 in Supplement 1)[20].

Topic Modeling

Raw text that was collected from the social media platform was preprocessed 
to prepare it for automatic analysis. We used BERTopic, a state-of-the-art NLP 
technique that leverages the strength of BERT (Bidirectional Encoder Represen-
tations from Transformers) models to perform topic modeling to identify topics 
of discussion about statins. Briefly, BERTopic first embeds documents using a 
sentence-level BERT model, called Sentence-BERT, and applies an unsupervised 
machine learning technique called UMAP (Uniform Manifold Approximation and 
Projection) to simplify this representation[21]. The all-MiniLM-L6-v2 pretrained 
model was specifically chosen for the data set given its applicability for the social 
media platform and scientific content since it was already trained on more than 
600 million posts and S2ORC, a data set containing more than 12.8 million papers 
in the field of medicine, among many other language data sets[22].

Topics were identified by spectral clustering, an algorithm for grouping similar 
discussions together into topics. Clustering performance was measured using 2 
metrics: Silhouette coefficient and Davies-Bouldin index[23,24]. The Silhouette 
coefficient measures the similarity of a discussion to its own topic (cohesion) 
compared with its similarity to other topics (separation). A Silhouette coef-
ficient (range, −1 to 1) that is closer to 1 indicates better performance. The 
Davies-Bouldin index takes a more global approach and compares the average 
similarity of each topic to its most similar topic. A Davies-Bouldin index score 
(range, 0-1) that is closer to 0 indicates more dispersed and less similar topics.

Since these topics can be granular and may overlap substantially, we performed a 
subsequent clustering analysis on a mathematical representation of these topics 
to find overarching themes of discussion (groups). Sensitivity analyses that 
maximized the Silhouette coefficient and Davies-Bouldin index were performed 
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to identify the optimal number of groups. Full details on preprocessing, model 
selection, dimensionality reduction (UMAP), topic and group clustering, and 
sensitivity analyses are provided in the eMethods in Supplement 1.

Sentiment Analysis

Sentiment analysis is a technique for identifying and extracting subjective infor-
mation from text documents. A common form of sentiment analysis is to classify 
the tone of text documents into distinct categories, such as positive (e.g., “I love 
statins!”) or negative (e.g., “I hate statins!”)[25-27].

To assess the sentiments for each post, we used a pretrained BERT model, called 
RoBERTa, that was trained on social media posts[21]. RoBERTa offers multiclass 
labels (i.e., positive, neutral, or negative classification of text) and has been 
used in recent studies investigating health care problems using data from social 
media[28-31]. To quantify how sentiments varied across topics and groups, we 
transformed sentiment labels to scores: from negative to −1, neutral to 0, and 
positive to 1[32]. Full details on algorithm and model choice, input data han-
dling, and output transformation are provided in the eMethods in Supplement 1.

Statistical Analysis

We described discussion characteristics using mean and SD. Data analysis was 
performed from July to August 2022. Analysis was performed using the Python 
programming language, version 3.7.3 (Python Software Foundation) and multi-
ple key libraries: scikit-learn, version 1.1.1; BERTopic, version 0.11.0; transform-
ers, version 4.20.1; and matplotlib, version 3.5.2. Code that was developed for 
topic modeling and analysis is available on https://www.github.com/sssomani/
statins_reddit.

6.4 Results

A total of 19 communities that contained both search terms statin and choles-
terol were identified from a candidate list of 75 communities. From these 19 
communities, a total of 10 233 unique statin-related posts and comments were 

6
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curated, which included 961 unique statin-related posts and 9272 unique sta-
tin-related comments from 5188 unique authors (Table 1). Posts were longer 
in mean (SD) number of characters than comments (1792.9 [2693.5] vs 839.9 
[1122.1]). Most comments and posts were retrieved from matching the word 
statin (74.0%). Lipitor (12.7%) and atorvastatin (4.2%) were the second 
and third most common search terms, followed by Crestor (3.8%), simvasta-
tin (1.8%), and rosuvastatin (1.7%). The communities that most frequently 
contained these posts and comments were r/keto (23.1%) and r/Cholesterol 
(21.3%), followed by r/diabetes (8.6%) and r/science (6.9%).

A total of 779 unique users (81.1%) authored all posts, and 4700 unique users 
(50.7%) authored all comments (Table 1). Most authors had between 1 and 
5 posts (94.6%) (eFigure 2 in Supplement 1). The number of statin-related 
discussions increased by a mean (SD) of 32.9% (41.1%) per year (Figure 1A). 
However, the number of statin-related discussions on certain communities in-
creased yearly (eg, r/Supplements, r/conspiracy, and r/diabetes) but decreased 
in others (such as r/Paleo and r/skeptic) (Figure 1B).

Table 1: Post and Comment Summary Statistics.

Characteristic Category All
Discussions
N (%)

Comments
N (%)

Posts
N (%)

Number of Discussions Scraped,
N

10233 9272 961

Number of Characters,
Mean (SD)

929.4 (1377.9) 839.9 (1122.1) 1792.9 (2693.5)

Unique authors 5188 (50.7) 4700 (50.7) 779 (81.1)
Search Word statin 7571 (74.0) 6891 (74.3) 680 (70.8)

lipitor 1295 (12.7) 1218 (13.1) 77 (8.0)

atorvastatin 434 (4.2) 367 (4.0) 67 (7.0)

crestor 389 (3.8) 357 (3.9) 32 (3.3)

simvastatin 181 (1.8) 138 (1.5) 43 (4.5)

rosuvastatin 177 (1.7) 141 (1.5) 36 (3.7)

lovastatin 73 (0.7) 65 (0.7) 8 (0.8)

pravastatin 71 (0.7) 56 (0.6) 15 (1.6)

zocor 21 (0.2) 19 (0.2) 2 (0.2)
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Table 1: (Continued)

Characteristic Category All
Discussions
N (%)

Comments
N (%)

Posts
N (%)

pitavastatin 10 (0.1) 10 (0.1) 0 (0)

fluvastatin 5 (0.0) 5 (0.1) 0 (0)

livalo 4 (0.0) 3 (0.0) 1 (0.1)

pravachol 2 (0.0) 2 (0.0) 0 (0)
Subreddit keto 2364 (23.1) 2051 (22.1) 313 (32.6)

Cholesterol 2182 (21.3) 1875 (20.2) 307 (31.9)

diabetes 879 (8.6) 748 (8.1) 131 (13.6)

science 706 (6.9) 704 (7.6) 2 (0.2)

ketoscience 560 (5.5) 504 (5.4) 56 (5.8)

nutrition 503 (4.9) 486 (5.2) 17 (1.8)

ScientificNutrition 446 (4.4) 426 (4.6) 20 (2.1)

news 443 (4.3) 443 (4.8) 0 (0)

todayilearned 381 (3.7) 380 (4.1) 1 (0.1)

conspiracy 375 (3.7) 355 (3.8) 20 (2.1)

Supplements 367 (3.6) 326 (3.5) 41 (4.3)

Health 238 (2.3) 230 (2.5) 8 (0.8)

PlantBasedDiet 230 (2.2) 208 (2.2) 22 (2.3)

askscience 165 (1.6) 154 (1.7) 11 (1.1)

COVID19 136 (1.3) 135 (1.5) 1 (0.1)

Paleo 112 (1.1) 105 (1.1) 7 (0.7)

longevity 75 (0.7) 73 (0.8) 2 (0.2)

skeptic 68 (0.7) 68 (0.7) 0 (0)

stopusingstatins 3 (0.0) 1 (0.0) 2 (0.2)

6
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Figure 1: Statin-Related Posts and Comments Over Time. When mapped over time, the 

number of statin-related posts in the data set increased in absolute number per year 

(A) and cumulatively over time (C). The frequency of posts and comments varied by 

community over time (B).

A total of 100 topics of statin-related discussions were identified from the data 
set (eTable 1 in Supplement 1), with a performance Silhouette coefficient of 
0.013 and a Davies-Bouldin index of 4.27. The 3 most common topics were el-
evated low-density lipoprotein cholesterol (LDL-C) when on a ketogenic diet 
(topic 1), advice and statin experience solicitation with changes in lipid panels 
(topic 2), and anecdotal perspectives on statin efficacy and adverse effects 
(topic 3). Other topics included adverse effects from statins (eg, topics 33, 39, 
43, and 44); statin trial data and possible industry bias in their outcomes (eg, 
topics 22, 34, and 68); lifestyle alternatives, such as supplements (eg, topic 84); 
red yeast rice (eg, topic 69); dietary changes (eg, topics 5 and 65); improving 
outcomes with COVID-19 (eg, topics 63, 78, and 95); the interplay between 
coronary artery calcium scores and role of statins (eg, topic 67); and attitudes 
about statin development that used fetal stem cells (eg, topic 80). Hierarchical 
representation of these topics is shown in Figure 2A. Changes over time in the 
number of discussions per topic are presented in eFigure 3 in Supplement 1.
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Figure 2: Topic modeling. Hierarchical (A) and spatial (B) representations of the 100 

extracted topics (columns in A; circles in B) and 6 overarching groups are shown. In 

panel A, the y-axis represents the depth of the hierarchical tree corresponding to each 

node in the tree. The size of each topic represents the relative number of discussions 

grouped in that topic. Changes in the number of discussions for each of the 6 groups 

over time are shown in panel C. The x- and y-axes in panel B represent the 2 Uniform 

Manifold Approximation and Projection axes that were dimensionally reduced to allow 

for topic visualization. ADHD indicates attention deficit/hyperactivity disorder; ASCVD, 

atherosclerotic cardiovascular disease; CAC, coronary artery calcium; coQ10, coenzyme 

Q10; CYP3A4, cytochrome P450 3A4; DHA, docosahexaenoic acid; doc, doctor; EPA, 

eicosapentaenoic acid; HDL, high-density lipoprotein; IM, I am; hes, he is; LDL, low-density 

lipoprotein; LDL-C, low-density lipoprotein cholesterol; M8, mate; NPS, nurse practitioner; 

RyR, ryanodine receptor; trigs, triglycerides.
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Six overarching groups (Figure 2B) from these 100 topics were identified after 
sensitivity analysis, maximizing the Silhouette coefficient and Davies-Bouldin 
index (eFigure 4 in Supplement 1). These groups were (1) ketogenic diets, dia-
betes, supplements, and statins; (2) statin adverse effects; (3) statin hesitancy; 
(4) clinical trial appraisals; (5) pharmaceutical industry bias and statins; and 
(6) red yeast rice and statins (Table 2). Temporal patterns in these thematic 
groups are shown in Figure 2C.
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Figure 3: Sentiment analysis. Mean sentiment (color) across topics (circles) is shown. 

The size of each topic represents the relative number of discussions grouped in that topic. 

Mean sentiment scores that were close to −1 reflected a predominantly negative sentiment 

(red), close to 0 reflected an overall neutral sentiment (yellow), and close to 1 reflected 

an overall positive sentiment. Because no topics had a positive sentiment, the color map 

was truncated at 0.2 to allow for differentiation between negative and neutral sentiments. 

The x- and y-axes represent the 2 Uniform Manifold Approximation and Projection axes 

that were dimensionally reduced to allow for topic visualization.

Of the 10 233 discussions, 3151 had a negative (30.8%), 6815 had a neutral 
(66.6%), and 267 had a positive (2.6%) sentiment. Examples of discussions with 
a highly negative sentiment included the following: “So take a statin to decrease 
CVD risk ... but increase Alzheimer’s risk? What a mess!,” “And then statin kills 
you instead of covid,” and “Statins are poison. It’s a myth made up by the pharma 
industry obviously to make more $$$....” Examples of discussions with a highly 
positive sentiment included, “I love taking my simvastatin … it also cured my pso-
riasis,” “I sure do love me a statin,” and “‘I love Crestor, the taste is better.” The 
mean (SD) sentiment score across all discussions was considered to be neutral 
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to negative (score, −0.28 [0.50]). Among topics, 2 had sentiment scores that 
were considered to be neutral (topics 62 and 100); all other topics had negative 
sentiments (Figure 3). None of the 6 groups represented a positive sentiment. 
Mean (SD) sentiment score by communities ranged from −0.52 (0.51) for r/
conspiracy, which reflected a more negative sentiment, to −0.12 (0.35) for r/
COVID19, which reflected a more neutral sentiment (eTable 2 in Supplement 1).

6.5 Discussion

This qualitative study leveraged more than a decade of patient-generated data 
from a social media platform to uncover public beliefs and perceptions about 
statins. Artificial intelligence methods were used to analyze 10 233 unique dis-
cussions from 5188 unique authors, which increased over time. This approach 
identified 100 topics from the discussion that represented 6 thematic groups: 
(1) ketogenic diets, diabetes, supplements, and statins; (2) statin adverse ef-
fects; (3) statin hesitancy; (4) clinical trial appraisals; (5) pharmaceutical in-
dustry bias and statins; and (6) red yeast rice and statins. Sentiment analysis 
demonstrated that these discussions had a predominantly neutral to negative 
sentiment. These findings highlighted community perceptions and potentially 
modifiable barriers to statin use.

This study demonstrated the potential of AI to automate the extraction and 
analysis of social media data to understand public perceptions on statins. It 
complements and extends prior work that evaluated statin attitudes and beliefs 
using manual qualitative analyses of Twitter posts[13]. Since topic prespecifi-
cation can miss unexpected emerging ideas, the study’s AI-enabled algorithm 
semiautomatically organized discussions into topics and broader groups while 
categorizing the sentiments on these discussions. By efficiently extracting and 
interpreting large volumes of valuable social media data, AI offers the prospect 
of monitoring public sentiment continuously at scale.

The primary groups of discussion in this study align with findings in prior studies 
that assessed patient beliefs about statins. For example, the USAGE (Under-
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standing Statin Use in America and Gaps in Patient Education) study and PALM 
(Patient and Provider Assessment of Lipid Management) Registry have identified 
patient perceptions and barriers to statin adherence[6,7,33,34]. The present 
study corroborated some of these previous findings, uncovering similar reasons 
for statin hesitancy, including adverse effect profiles (e.g., myalgias, increased 
risk of diabetes, and cognitive dysfunction; group 2), disbelief in the LDL-C 
hypothesis, preference for lifestyle alternatives (e.g., dietary or supplementary 
modifications; groups 1, 3, and 6), and general disenfranchisement with health 
care (group 5). Furthermore, novel points of discourse were uncovered, such 
as the role of statins in improving COVID-19 outcomes, controversy regarding 
lifestyle improvement on a ketogenic diet but developing asymptomatic dyslip-
idemia, the use of the coronary artery calcium score as a convincing data point 
for initiating a statin, and hesitancy toward statins because of concerns that 
statins were made with fetal stem cells. Leveraging anonymous, noncurated, 
informal peer-to-peer discussions from public social media platforms, such as 
Reddit, may reveal topics and sentiments that may not be identified in formal 
targeted surveys or focus groups, clinical encounters, or clinical trial settings.

Sentiment analysis of social media posts and discussions about statins revealed 
a predominantly neutral to negative sentiment. Prior work has highlighted that 
bad publicity surrounding statins can affect patients’ medication adherence. For 
example, a Danish study found that unfavorable media coverage about statins 
was associated with a decrease in new statin users and an increase in statin 
discontinuation among current statin users within 1 year of the press cover-
age[35]. More active public health efforts are needed to monitor health-related 
misinformation on readily accessible social media platforms.

Several examples of statin-related misinformation were identified, including 
distrust of the hypothesis that LDL-C has a causal association with heart disease 
(e.g., “I think LDL is pretty much irrelevant. Your HDL and Triglycerides are far 
more important” [r/keto, topic 7]) and of the association between COVID-19 
and statins (e.g., “results imply the potential benefits of statin therapy in hos-
pitalized subjects with COVID-19” [r/COVID19, topic 78]). While support for 
natural supplemental alternatives (e.g., “Red yeast rice is a statin basically, by 
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the way” [r/Cholesterol, topic 69]; “statins are basically mycotoxins and deplete 
you if [sic] fat soluble nutrients, like coQ10, vit D, K, A and E, and in all likelihood 
through these depletions worsen cardiovascular health” [r/Supplements, topic 
90]) was powerful in this study across multiple thematic groups (1, 2, and 4), 
the recent SPORT (Supplements, Placebo, or Rosuvastatin) trial demonstrated a 
substantial decrease in LDL-C with low-dose rosuvastatin but not with common 
supplements compared with placebo[36]. Such misperceptions posted on social 
media platforms can serve as seeds for the spread of misinformation. For ex-
ample, discussions on the social media platform used in this study are easily 
accessible since the platform does not require users to have an account to see 
content and are highly presented on search engines, with some individuals even 
using this platform as their default search engine[37]. These factors may allow 
the spread of misinformation to susceptible cohorts, as reported in a study of 
misinformation spread during the COVID-19 pandemic[38]. Prioritizing the 
understanding of and designing solutions for such health misinformation in the 
age of an infodemic was recently highlighted as a major priority for the Office 
of the Surgeon General[39], underscoring the importance of the current study.

Limitations

This study should be interpreted in the context of its limitations. First, spelling 
errors can lead to the mislabeling of discussions as having a false-positive sen-
timent for being associated with statins (e.g., creator misspelled as crestor, or 
colloquialization of the phrase stating facts as statin facts) or a false-negative 
sentiment (e.g., atorvastatin misspelled as atovrastatin). Second, user anonym-
ity on the social media platform used in this study limits our knowledge of the 
demographic characteristics of the post and comment authors in this study, 
although social media users have been generally characterized as young in age 
(between 18 and 29 years)[40], which may inform the content of discussions.
Third, statin-related content in social media discussions is visible for free to any 
patient looking for statin information on the internet. The data set used in this 
study was created from prespecified communities that were most associated 
with statin-related posts; thus, it may not include other statin-related posts and 
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comments on the social media platform. While growth of statin-related content 
was more than 30% year on year, growth statistics on the relevant communities 
before 2019 were not available; thus, we could not contextualize this growth with 
that of the data set. Fourth, the clustering techniques used in this study may 
have lumped together categories that were not intuitively similar or that were 
not easily clinically interpretable. This limitation points to how AI approaches 
can assist researchers in augmenting, but not replacing, the interpretation of 
big streams of data.

Conclusion

In this qualitative study, an AI method was developed to classify statin-related 
content on a social media platform into topics of discussion. These 100 topics 
were then organized into 6 thematic groups: ketogenic diets, diabetes, supple-
ments, and statins; statin adverse effects; statin hesitancy; clinical trial apprais-
als; pharmaceutical industry bias and statins; and red yeast rice and statins. Such 
an AI approach can be used to analyze large, contemporary social media data 
and generate insights into public perceptions about statins. This information 
may help guide strategies for addressing barriers to statin use and adherence.
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7.1 Abstract

Objectives

Patient-reported experience measures (PREMs) can be used for the improve-
ment of quality of care. In this study, the outcome of an open-ended question 
PREM combined with computer-assisted analysis is compared to the outcome 
of a closed-ended PREM questionnaire.

Methods

This survey study assessed the outcome of the open-ended questionnaire PREM 
and a close-ended question PREM of patients with unilateral vestibular schwan-
noma in a tertiary vestibular schwannoma expert centre.

Results

The open-ended questions PREM, consisting of five questions, was completed by 
507 participants and resulted in 1508 positive and 171 negative comments, cat-
egorised into 27 clusters. The close-ended questions PREM results were mainly 
positive (overall experience graded as 8/10), but did not identify specific action 
points. Patients who gave high overall scores (>8) on the close-ended question 
provided points for improvement in the open-ended question PREM, which 
would have been missed using the close-ended questions only.

Conclusions

Compared to the close-ended question PREM, the open-ended question PREM 
provides more detailed and specific information about the patient experience 
in the vestibular schwannoma care pathway.

Innovation

Automated analysis of feedback with the open-ended question PREM revealed 
relevant insights and identified topics for targeted quality improvement, whereas 
the close-ended PREM did not.
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7.2  Introduction

Patient experiences are important indicators of the quality of care. According 
to the national health service (NHS) policies, patient experiences reflect the 
compassion, dignity and respect for patients during health care delivery[1,2]. 
Moreover, these experiences may hold important insights for quality improve-
ment[3]. Adequate tools to survey and analyse patient experiences are there-
fore essential. Patient experiences can be measured using patient-reported ex-
perience measures (PREMs), usually in the form of questionnaires[4].

PREMs may be considered subjective, but a positive association between 
PREM results and other quality domains has been reported[5]. PREM scores 
are positively but weakly associated with patient safety and clinical effective-
ness, which suggests that improving patient experiences may enhance the 
overall quality of care[6,7]. Today, there are many different PREMs in use; 
most of them are disease or treatment specific and consist predominantly of 
closed-ended questions[8,9,10,11,12]. Some generic PREMs have been devel-
oped and are used to benchmark hospitals at a regional, national or international 
level[13,14,15,16,17].

The increased use of PREMs is incentivised by regulatory bodies in the United 
Kingdom and United States of America. Frequently, PREMs are collected and 
analysed but translating the results into changes in clinical practice remains chal-
lenging due to organizational, professional and data-related barriers[18,19,20]. 
The lack of a quality improvement infrastructure is one of these barriers[20]. 
Furthermore, patient experiences are not always adopted by clinicians, because 
the PREM results do not provide insights relevant to their daily workflow, or 
because the feedback is not specific enough to allow translation into concrete 
action points[3,19]. When PREM results are not translated into clear and ac-
tionable points of improvement for care providers, PREMs risk to be viewed as 
measurement for the sake of measurement rather than as valuable instruments 
for improving the underlying care[21].

7
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In contrast to closed-ended questions that steer a patient’s feedback to a specific 
topic, open-ended questions enable patients to provide feedback on all aspects 
of care that matter to them[22]. This feature makes open-ended questions 
more patient-centred and yields more specific information, facilitating concrete 
quality improvement measures[23]. However, the analysis of free-text answers 
is time-consuming and too laborious to use in clinical practice[23,24].

Artificial intelligence (AI) techniques are able to automatically detect the topics 
and sentiment of patients’ free text comments and help identify actionable in-
sights out of PREMs[25,26].

Currently used PREMs are not ideally suited for the full exploitation of the poten-
tial of AI-techniques. First, current questionnaires often contain questions with 
a sentiment comprised in the question itself. (e.g., ‘what went remarkably well 
during your stay?’ or ‘what could we improve?’). In addition, questions such as 
these invite short, monosyllabic answers, which are difficult to categorize[25]. 
To tackle these problems several modifications to commonly used PREMs are 
needed. A new AI-PREM tool has been developed and validated by Van Buchem 
et al.[27], with open-ended generic questions (i.e., not targeted at a specific 
disease, care pathway, department or healthcare centre) and suited for com-
puter analysis by removing the sentiment from the question. The questions 
were focused on the Picker dimensions of patient-centred care to reduce the 
number of topics in an answer (e.g., What did you think about the information 
provision?)[27].

The primary aim of this study was to determine the added value of the AI-PREM 
tool compared to a conventional PREM with respect to identification of action-
able points for quality improvement. The secondary aim was to assess the influ-
ence of socio-demographic determinants on AI-PREM completion and results. 
To do so, we have deployed the AI-PREM in a vestibular schwannoma integrated 
practice unit (IPU) in a vestibular schwannoma expert centre in the Netherlands.
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7.3 Methods

Context

Vestibular schwannomas are rare benign intracranial tumours, which typically 
cause hearing loss, tinnitus and balance disorders. A majority (52–78%) of the 
tumours is non-progressive. In these cases active surveillance with prolonged 
follow-up is usually the management strategy of choice[28]. In case of very large 
or progressive tumours, surgery or radiotherapy is indicated to prevent future 
complications such as brain stem compression. After active therapy, prolonged 
follow-up is warranted to detect residual or recurrent disease. Because of the 
long follow-up required (with or without active treatment) and near to normal 
life expectancy with adequate management of the tumour, patients with a ves-
tibular schwannoma often accumulate extensive experience with healthcare 
professionals and centres.

Design

This descriptive case study evaluated the outcomes of an open-ended question 
PREM and a close-ended question PREM employed in a vestibular schwannoma 
IPU. A non-responder analysis was performed, the outcomes of both PREM were 
analysed, and the ceiling effect was evaluated in a direct comparison. In addition, 
the interpretation and the selection of actionable points of improvement by the 
IPU team based on these outcomes was observed. The process to come from 
PREM results to actionable points of improvement is reported.

The study was performed at the Leiden University Medical Centre, a tertia-
ry university hospital, and expert centre for vestibular schwannomas in The 
Netherlands. At our centre, patient care is organized in an IPU, including oto-
rhinolaryngologists, neurosurgeons, radiation oncologists and radiologists. The 
combination of chronic care and the multidisciplinary organization in an IPU are 
ideal to investigate the added value of AI-PREM for quality improvement.

Participants

This study was part of larger study on long term quality of life in vestibular 
schwannoma patients. For longitudinal follow-up patients who participated in 

7
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2014 in a cross-sectional survey on quality of life in vestibular schwannoma 
patients were re-invited for participation[29]. Using this patient group allowed 
the analysis of non-responders based on the data collected in 2014. In 2014, all 
consecutive patients who were diagnosed or treated for a unilateral vestibular 
schwannoma since 2003 at the IPU were eligible for inclusion. Patients under 18 
years, patients with insufficient proficiency in the Dutch language to complete 
the questionnaires or patients with other skull base pathologies were excluded. 
Data collection took place between June and September 2020. The local medi-
cal research and ethics committee has waived the necessity for medical ethical 
approval under Dutch law and approved the study regarding data handling and 
privacy regulations (N19.112).

Data collection

After providing informed consent, patients were asked to complete two vali-
dated PREM questionnaires either electronically or on paper. First, participants 
completed the AI-PREM, consisting of five open-ended questions about their 
experiences with the care delivery[27]. The five questions (Box 1) addressed 
the following themes: information provision, personal approach, collaboration, 
organization and other experiences, and were based on the Picker dimensions 
of patient-centred care[13,30]. The free-text answers were analysed using nat-
ural language processing techniques, which divided the free-text answers into 
clusters of positive and negative comments. These techniques are described in 
more detail by Van Buchem et al.[27] The output of the AI-PREM are clusters 
of positive and negative comments for each of the five questions. The output 
was accessible in a easily intelligible dashboard. This dashboard was able to 
show the thematically clustered patient feedback, differentiate negative from 
positive clusters, and quantify the number of comments per thematic cluster. 
In addition, the IPU team could access the full individual patient comments the 
clusters were based on (as raw text).
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Box 1

Questions AI-PREM [30]
Q1: How was the provided information?
Q2: How was the personal approach?
Q3: How was the collaboration between healthcare professionals?
Q4: How was the organization of care?
Q5: What else would you like to share about your experience?

Second, participants completed the Patient Experience Monitor (PEM) con-
sisting of fifteen closed-ended questions about the patient’s experience[14]; 
The PEM outcomes are proportions of patients which answered with a certain 
multiple choice option. For example, the proportion of the total number of 
respondents that trusted their physician fully.

Third, patients were asked to complete a disease-specific quality of life ques-
tionnaire of 26 items, the Penn Acoustic Neuroma Quality Of Life (PANQOL)
[31,32]. Furthermore, demographic information (sex, age and education level) 
was acquired. Statistics Netherlands’ (CBS) definition for low, middle and high 
education level was used, which follows the international standard classification 
of education[33].

Treatment modality, tumour size at baseline, and time since diagnosis were ac-
quired from the electronic patient records. Treatment was coded as either active 
surveillance, surgery or radiotherapy. Tumour size was classified according to 
Kanzaki et al. as intrameatal, small, moderately large, large or giant tumour[34].

Statistical analysis

Statistical analyses were performed in R version 4.0.5 using Rstudio 1.3.959 
(Rstudio, PBC, Boston).

For the demographics and non-responder analysis, means and standard devi-
ation (sd) were calculated for normally distributed numerical variables, and 
medians and interquartile ranges (IQR) when not normally distributed. For cat-

7
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egorical variables, percentages and frequencies were calculated. Demographics 
of non-responders, responders and one-word responders were compared using 
the unpaired t-test for continuous and chi-squared test for categorical vari-
ables. One word responders were defined as patients who provided a one-word 
answer for all open-ended questions (e.g., “well”, “fine”, or “bad”). Bonferroni 
correction for multiple testing was used to prevent type-I errors. Incomplete 
questionnaires were omitted in the analysis.

The ceiling effect, a well-known feature of PREMS, was analysed using the over-
all experience question of the PEM. In a separate analysis, the outcome of the 
AI-PREM was evaluated for patients who scored >8 out of 10 on the PEM ques-
tionnaire (i.e. provided overall very positive feedback). This analysis was used 
to assess the capability of the AI-PREM to identify feedback that could be used 
for quality improvement from patients that were overall positive about their 
experience with the IPU.

Intervention

The results of the AI-PREM and PEM were used to identify actionable point for 
quality improvement. The process to analyse, interpret and translate the results 
are described stepwise. First, results were analysed and placed in the local con-
text by the IPU team. This team, consisting of a deputy of each medical special-
ism, a researcher, a case manager and supportive staff, used their knowledge of 
the IPU combined with the PREM results to select feasible and effective projects.

7.4 Results

In total, 536 patients provided informed consent resulting in a 62% response 
rate, as is shown in Fig. 1. Non-responders more often had a lower level of edu-
cation (32% vs 44%) but a comparable mean age and male/female ratio to the 
responders, as shown in Table 1.
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 Figure 1: Flowchart study participants.

Compared to the population of vestibular schwannoma patients, the study pop-
ulation had a somewhat higher mean age (67.4 vs. 61.1 years) as a result of the 
long term follow-up. Also, the ratio of patients that received active intervention 
(radiotherapy or surgery) was higher (42% vs 51%), also as a result of the fact 
that they have been under observation for longer.

AI-PREM outcomes

The AI-PREM was completed by 507 patients, of whom 79 (16%) were one-
word responders. As shown in Table 1, one-word responders were more often 
male, two years older and had a lower education level, but these differences 
were not statistically significant after correcting for multiple testing. A group 
of 27 patients did provide informed consent but did not complete the AI-PREM 
and two patients were excluded because of a pathology different to vestibular 
schwannoma.
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Table 1: Baseline demographics.

Non-responders Not completed Completed One-word answers
N= 331 N=28 N=507 N=79

Sex (male) 49% 50% 53% 65%
Age (sd) 68.0(12.3) 69.9 (10.5) 67.4 (11.0) 69.7 (9.6)
Education level
 Low 44% 44% 32% 41%
 Middle 25% 33% 30% 27%
 High 31% 22% 38% 33%
Treatment
 Observation 61%* 50% 46% 49%
 Surgery 26%* 29% 38% 34%
 Radiotherapy 13%* 14% 13% 16%
Quality of Life (sd) 69.8 (19.8)* 66.8 (15.5) 69.2 (18.1) 70.4 (17.3)

Demographics are shown for non-responders and responders. Both incomplete and completed 
questionnaires are shown. One-word responders are a subcategory of completed questionnaires, 
in which patients completed only one-word answers, such a “good” or “bad”, on each open-ended 
question. Quality of life shows a disease-specific quality of life questionnaire ranging from 0-100. 
Higher scores indicate better quality of life. sd= standard deviation. *= data acquired in 2014

Table 2 shows the different feedback clusters of the five PREM questions includ-
ing the number of comments per cluster and an example of a raw data comment. 
The majority of comments was classified as positive. All positive clusters con-
tained many short or monosyllabic responses containing “well” or “fine”, which 
did not provide additional information or context other than the subject of the 
question. Negative answers were in general more detailed and contained more 
words. Due to the diverse nature of the negative feedback, there were more 
thematic clusters, each containing less individual comments. For example, three 
negative clusters stated that personal approach was lacking (N = 3), limited (N 
= 3), or insufficient (N = 6). Another interesting finding was that different pa-
tients may experience certain aspects of care in a contradicting way. Therefore, 
the number of patients with a positive or a negative experience with the specific 
aspect of care was quantified, in order to put the feedback into perspective and 
help decide whether and which action should be taken to improve the IPU. For 
example, the number of patients who provided positive feedback on schedul-
ing appointments on the same day (N = 8) outnumbered those who provided 
negative feedback on this topic (N = 2).
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PEM outcomes

The PEM was completed by 490 patients. In general, the patients completed the 
PEM very positively and the overall experience was graded with an 8 (±1.2 sd) 
on a 1 to 10 point scale. For example, 95% of the patients trusted their physi-
cian, and 93% indicated they had enough time to discuss their problem with the 
physician. Furthermore, 93% of patients said they discussed what to do after 
the consultation, and 89% said they were informed about their treatment’s pros 
and cons. The majority (87%) found the physician’s explanation understandable. 
Only 1% indicated they could not ask questions to their consulting physician.

The question with the most negative responses concerned the waiting time in 
the outpatient clinic. 21% of patients indicated they had to wait >15 min. Of 
this group, 10% would have preferred to receive more information about the 
estimated waiting time.

Comparison between PREMs

Table 3 shows the AI-PREM results of patients who scored an overall experience 
>8 out of 10 points on the PEM questionnaire. These patients had also rather 
positive experiences on the AI-PREM and only a limited number of negative com-
ments. Still, these comments provided useful and detailed information about 
the IPU. For example, one patient stated: “I would have liked to hear about the 
treatment of vertigo with exercises sooner”. Other patients mentioned: “There 
was some misunderstanding about by whom and when I was called about an 
appointment.”, “The collaboration between hospitals was poor.”, and “I was 
discharged from the hospital too soon and without instructions.”

Table 3: AI-PREM results of patients with an overall PEM scores of >8/10.

Negative Neutral Positive

count % count % count %

Information provision 3 2% 37 23% 122 75%

Personal approach 2 1% 35 22% 125 77%

Collaboration 6 4% 35 22% 121 75%

Organisation 6 4% 35 22% 121 75%

Other experiences 7 4% 90 56% 65 40%

Marieke van Buchem BNWv2.indd   162Marieke van Buchem BNWv2.indd   162 22-10-2024   12:5022-10-2024   12:50



163

The added value of the artificial intelligence patient-reported experience measure (AI-PREM tool) in clinical practise

Observation of the interpretations of results

The results of the close-ended PEM questionnaire were predominantly positive, 
which was considered motivating information for the IPU team. However, for 
quality improvement these positive reactions could not be translated to action 
points for improvement. Conversely, the AI-PREM results provided more detailed 
information about the positive and negative experiences, even from patients that 
provided overall positive feedback. This information could be used to identify 
action points.

The process to identify action points for improvement is shown in Fig. 2. First, 
the IPU team analysed the results of the AI-PREM and explored the negative 
clusters of patients’ experiences for potential quality improvements. The au-
tomated sentiment analysis and clustering of comments was used to identify 
topics of interest. These topics of interest were subsequently further explored 
by the IPU team through targeted evaluation of clustered patient comments 
(raw text). These raw texts were valued in the context of the IPU organization. 
When potential action points emerged they were discussed in the meeting and 
weighed against possible positive feedback regarding the same topic.

 

 
Figure 2: Process from AI-PREM results to quality improvement.

The process steps from using the AI-PREM results to identify action points for 
quality improvement are shown in grey. The second row shows the process steps 
of the identified action point reachability by phone.

7
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In all, the IPU team selected three action points for quality improvement based 
on actionability, feasibility and number of patients sharing the particular (neg-
ative) experience. The chosen action points were improving the reachability by 
phone, reducing the time between the MRI and the consultation to discuss the 
result and improving the communication with referring hospitals.

7.5 Discussion and conclusion

To our knowledge, this is the first study in which a PREM with open-ended 
questions is directly compared to a traditional PREM with close-ended ques-
tions. Both questionnaires allowed evaluation of patient experiences with the 
care provided by the vestibular schwannoma care pathway. Both questionnaires 
reported overall positive patients’ experiences.

The PEM enabled an easy and quick quantitative analysis of the overall experi-
ence. Most results showed ceiling effects and the predefined answer categories 
were less suited for identification of points of improvement, especially in the 
context of predominantly positive experiences. The AI-PREM seemed to have a 
greater potential to identify actionable points for quality improvement because 
of the broader focus and the more detailed descriptions, especially of negative 
experiences. With the AI-PREM, feedback with improvement points could be 
obtained even from patients with very positive experiences (as judged on the 
PEM scores).

An essential feature determining feasibility for clinical use was the automat-
ed analysis of the open text PREMs to reduce the workload. Still, the human 
component in the analysis is essential to interpret the algorithm’s results and 
combine this with the clinical context of the IPU to translate the feedback into 
actionable points of improvement. Furthermore, the AI-PREM combined output 
of quantitative and more qualitative data. This combination of sentiment scores, 
the number of comments per cluster and a traceback to the individual reported 
experience facilitated decision making for quality improvement. In contrast, 
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the use of the structured PEM for identification of points of improvement was 
limited due to a small number of reported negative experiences.

The AI-PREM results showed that most comments were positive, but negative 
comments provided more detailed descriptions, including more context. Posi-
tive comments were more often one-word answers and generic. These findings 
were also described by Cunningham et al. while analysing almost 7000 open-
text comments[22]. Positive comments are essential to put the negative ones 
into context and prioritize action points for improvement. For example, when 
many comments are positive about scheduling appointments, some negative 
comments on this cluster might be outliers, making this a less urgent target for 
quality improvement. In addition, positive comments can be used as motivators 
for the IPU team and can contribute to increasing patient safety following the 
Safety-II paradigm, which focuses on the things that go right rather than focusing 
on things that go wrong[16,35].

Other studies, focussing on patients narratives, have reported that the patients’ 
comments on their experience with disease and care delivery generally provide 
mainly positive outcomes[16,17,36]. For example, the study of De Rosis et al. 
reported mainly positive comments which could be used for to identify positive 
aspects, which could be used for quality improvement by a ‘learning by excel-
lence’ strategy. While this is valuable, learning by excellence in itself has a limited 
ability to to identify actionable points for improvement. The AI-PREM presented 
here has the ability to show and quantify positive comments but at the same 
time identify points of improvement, even in the feedback of patients that are 
overall positive about their experience in the IPU. In doing so, a more nuanced 
feedback of patients on the care delivery is made possible. While we find, like 
previous reports, that a large majority of patients provide positive comments, we 
were also able to extract actionable points of improvement even from patients 
with generally positive feedback.

Also in research settings, generic PREMs are used to evaluate the quality im-
provement targeted at improving the overall patient experience[36]. Improving 
organizational factors for a better patient experience will not only benefit pa-

7
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tients but has also been shown to enhance physician satisfaction[37].However, 
achieving improvements in the patient experience can be challenging[38]. A 
large proportion of patients report high PREM scores. This ceiling effect might 
be caused by appreciation or social desirability bias[39,40]. In this study, the 
PEM results also show this ceiling effect, which is challenging from a quality 
improvement perspective since these already high scores can be hard to im-
prove on. When trying to improve patient care, focussing on overall patient 
satisfaction or PREM scores may therefore be less effective than evaluating the 
negative comments in detail. Moreover, this study shows that even patients with 
a positive overall experience (as reported in the PEM) may still have feedback 
indicating points of improvement (identified with the AI-PREM). The AI-PREM 
design allows for an in-depth analysis of the comments by grouping them to-
gether in clusters based on sentiment and similar word content. Consequently, 
the actual remarks concerning a certain topic made by individual patients can 
be accessed, providing all necessary detail, without manually going through all 
questionnaires to extract information about the topic at hand. This approach, 
which yields both quantitative and qualitative data from free-text answers, saves 
time yet allows patients to comment freely on their experience with all aspects 
of care, detailed analysis of their feedback and identification of specific points 
of improvement.

A potential problem of using PREMs for quality improvements is a selection 
bias of the patients who complete the PREMs. When the responders are not a 
random sample of the total patient population the risk for inadequately aimed 
quality optimisations exists. Younger patients and black, indigenous and people 
of colour tend to report less positive patient experiences[41,42]. So it is import-
ant to include answers of these groups in the analysis for quality improvement. 
The non-responder analysis showed a larger proportion of lower education level 
in this group. There were no age differences, but one-word responders were on 
average slightly elder. These aspects should be considered when interpreting 
the PREM results to prevent nonresponse errors[43].

In addition, open-ended PREMs might reflect the a priori expectations and per-
ceptions of care. When the provided care meets the expectations, patients might 
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not provide feedback but they probably will when the experience is worse or 
much better than their expectations. This phenomenon is especially important 
since different populations have different expectations of care delivery[44,45]. 
The evolution from patient satisfaction (e.g., how would you rate the infor-
mation you received about your treatment?) towards experience (e.g., did 
you receive information about your treatment?) has mitigated the risk of such 
bias[45]. However, open-ended questions in structured PREMs are often fo-
cussed on patient satisfaction (e.g., “What went remarkably well during your 
stay?”). The AI-PREM questions focus more on the experience and reduce but 
not neutralize the risk of expectation bias.

In this study, a patient population was selected that had already participated in 
previous research. These dedicated participants might introduce some selection 
bias. When collecting the PREMs prospectively, the response rate might, there-
fore, be lower. Another limitation was the prolonged recall period since the last 
visit to the hospital in this research. The period exceeded the 4–6 weeks used 
in the PEM validation study[14]. This prolonged period might have limited the 
output of the PREMs[2]. However, the comparison between the two PREMS 
was not affected since both questionnaires were completed simultaneously.

Experiences of deployment in a vestibular schwannoma IPU

The IPU team used the PREM results to identify actionable points for quality 
improvement. This entailed a process of interpretation of the PREM results 
and analysing them in order to use them to improve clincal practice. Important 
parameters during the IPU team discussions were the quantitative results and 
the positive feedback clusters. The quantitative information (how many patients 
shared the same view) was useful in determining the extent of the problem. 
However, the positive feedback was essential too, for putting certain negative 
comments into perspective and prioritizing and focusing actions on improving 
the care delivery. Taking action based on the negative comments only could 
mistakenly alter aspects of care that provided a positive experience for most 
patients.

7
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In addition, the potential of the IPU to improve or change the underlying causes 
of the negative experience was discussed. For example, a negative patient ex-
perience about a lack of parking space is beyond the control of the IPU, but the 
communication about the appointments is within the sphere of influence of 
the IPU. When potential action points were within the sphere of influence, the 
available resources needed to perform an improvement cycle were identified to 
see whether an improvement cycle was feasible. Finally, the IPU team decided 
to start a plan, do, check, act cycle.

Innovation

With the growing interest in patient-centeredness of care comes a growing 
need to adequately assess the patient experience with care delivery. The AI-
PREM may be a tool that allows patients to freely comment on their experience 
yet is economic with the time and effort invested by healthcare professionals 
to analyse the feedback, although the time and effort invested by patients to 
complete the AI-PREM should also be considered. To make the efforts of patients 
worthwhile, PREMs should be used to improve care delivery, rather than as an 
administrative requirement. Future research should evaluate the applicability of 
the AI-PREM in different clinical settings. Because of the generic nature of the 
AI-PREM questionnaire, it seems likely to be of value in a multitude of different 
diseases, care pathways, or healthcare centres. In addition, the ability of the AI-
PREM to detect longitudinal changes in the quality of care and/or the effect of 
measures to improve the quality of care may be the subject of future research.

Conclusion

Patient experiences are an essential aspect of quality of care. This study showed 
the added value of open-ended PREM questions in assessing patient experiences. 
The AI-PREM provided insights into both positive and negative experiences and 
allowed the detection of actionable targets for quality improvement in an IPU. 
Because of its automated analysis and readily accessible results, the evaluation 
of the patient experience with the vestibular schwannoma care pathway could 
be performed by IPU clinicians and translated into action points relevant to 
context of the clinical IPU.

Marieke van Buchem BNWv2.indd   168Marieke van Buchem BNWv2.indd   168 22-10-2024   12:5022-10-2024   12:50



169

The added value of the artificial intelligence patient-reported experience measure (AI-PREM tool) in clinical practise

Authorship contribution

O.M. Neve: Conceptualization, Methodology, Investigation, Formal analysis, Writ-
ing – original draft. M.M. van Buchem: Data curation, Investigation, Software, 
Writing – review & editing. M. Kunneman: Writing – review & editing. P.P.G. van 
Benthem: Writing – review & editing. H. Boosman: Conceptualization, Method-
ology, Writing – review & editing. E.F. Hensen: Conceptualization, Supervision, 
Writing – original draft.

7

Marieke van Buchem BNWv2.indd   169Marieke van Buchem BNWv2.indd   169 22-10-2024   12:5022-10-2024   12:50



170

Chapter 7

References

1. Department of Health . In: High quality care for all: NHS next stage review final report. D.o. 
Health (Ed.), editor. The Stationery Office; London: 2008.

2. Manary M.P., Boulding W., Staelin R., Glickman S.W. The patient experience and health out-
comes. N Engl J Med. 2013;368(3):201–203.

3. Gleeson H., Calderon A., Swami V., Deighton J., Wolpert M., Edbrooke-Childs J. Systematic 
review of approaches to using patient experience data for quality improvement in healthcare 
settings. BMJ Open. 2016;6(8).

4. Bull C., Byrnes J., Hettiarachchi R., Downes M. A systematic review of the validity and reli-
ability of patient-reported experience measures. Health Serv Res. 2019;54(5):1023–1035.

5. Greaves F., Jha A.K. Quality and the curate’s egg. BMJ Qual Saf. 2014;23(7):525–527.

6. Black N., Varaganum M., Hutchings A. Relationship between patient reported experience 
(PREMs) and patient reported outcomes (PROMs) in elective surgery. BMJ Qual Saf. 
2014;23(7):534–542.

7. Doyle C., Lennox L., Bell D. A systematic review of evidence on the links between patient 
experience and clinical safety and effectiveness. BMJ Open. 2013;3(1).

8. Rivara M.B., Edwards T., Patrick D., Anderson L., Himmelfarb J., Mehrotra R. Development 
and content validity of a patient-reported experience measure for home dialysis. Clin J Am 
Soc Nephrol. 2021;16(4):588–598.

9. Zinckernagel L., Schneekloth N., Zwisler A.-D.O., Ersbøll A.K., Rod M.H., Jensen P.D., et al. 
How to measure experiences of healthcare quality in Denmark among patients with heart 
disease? The development and psychometric evaluation of a patient-reported instrument. 
BMJ Open. 2017;7(10).

10. Taylor R.M., Fern L.A., Solanki A., Hooker L., Carluccio A., Pye J., et al. Development and 
validation of the BRIGHTLIGHT Survey, a patient-reported experience measure for young 
people with cancer. Health Qual Life Outcomes. 2015;13(1).

11. Bosworth A., Cox M., O’Brien A., Jones P., Sargeant I., Elliott A., et al. Development and 
validation of a patient reported experience measure (PREM) for patients with rheumatoid 
arthritis (RA) and other rheumatic conditions. Curr Rheumatol Rev. 2015;11(1):1–7.

12. Bobrovitz N., Santana M., Kline T., Kortbeek J., Stelfox H.T. Prospective cohort study pro-
tocol to evaluate the validity and reliability of the Quality of Trauma Care Patient-Reported 
Experience Measure (QTAC-PREM) BMC Health Serv Res. 2013;13(1):98.

13. Jenkinson C. The Picker Patient Experience Questionnaire: development and validation 
using data from in-patient surveys in five countries. International J Qual Health Care. 
2002;14(5):353–358.

14. Bastemeijer C.M., Boosman H., Zandbelt L., Timman R., De Boer D., Hazelzet J.A. Patient 
experience monitor (PEM): the development of new short-form picker experience ques-
tionnaires for hospital patients with a wide range of literacy levels. Patient Related Outcome 
Measures. 2020;11:221–230.

15. Giordano L.A., Elliott M.N., Goldstein E., Lehrman W.G., Spencer P.A. Development, imple-
mentation, and public reporting of the HCAHPS survey. Med Care Res Rev. 2010;67(1):27–37.

Marieke van Buchem BNWv2.indd   170Marieke van Buchem BNWv2.indd   170 22-10-2024   12:5022-10-2024   12:50



171

The added value of the artificial intelligence patient-reported experience measure (AI-PREM tool) in clinical practise

16. De Rosis S., Cerasuolo D., Nuti S. Using patient-reported measures to drive change in health-
care: the experience of the digital, continuous and systematic PREMs observatory in Italy. 
BMC Health Serv Res. 2020;20(1).

17. Corazza I., Gilmore K.J., Menegazzo F., Abols V. Benchmarking experience to improve paedi-
atric healthcare: listening to the voices of families from two European Children’s University 
Hospitals. BMC Health Serv Res. 2021;21(1).

18. Decourcy A., West E., Barron D. The National Adult Inpatient Survey conducted in the English 
National Health Service from 2002 to 2009: how have the data been used and what do we 
know as a result? BMC Health Serv Res. 2012;12(1):71.

19. Coulter A., Locock L., Ziebland S., Calabrese J. Collecting data on patient experience is not 
enough: they must be used to improve care. BMJ. 2014;348(mar26 1):g2225.

20. Davies E. Hearing the patient’s voice? Factors affecting the use of patient survey data in 
quality improvement. Qual Saf Health Care. 2005;14(6):428–432.

21. Kunneman M., Montori V.M., Shah N.D. Measurement with a wink. BMJ Qual Saf. 
2017;26(10):849–851.

22. Cunningham M., Wells M. Qualitative analysis of 6961 free-text comments from the first 
National Cancer Patient Experience Survey in Scotland. BMJ Open. 2017;7(6).

23. Riiskjaer E., Ammentorp J., Kofoed P.E. The value of open-ended questions in surveys on 
patient experience: number of comments and perceived usefulness from a hospital perspec-
tive. International J Qual Health Care. 2012;24(5):509–516.

24. Garcia J., Evans J., Reshaw M. “is there anything else you would like to tell us” – methodologi-
cal issues in the use of free-text comments from postal surveys. Qual Quant. 2004;38(2):113–
125.

25. Cammel S.A., De Vos M.S., Van Soest D., Hettne K.M., Boer F., Steyerberg E.W., et al. How to 
automatically turn patient experience free-text responses into actionable insights: a natural 
language programming (NLP) approach. BMC Med Inform Decis Mak. 2020;20(1).

26. Arditi C., Walther D., Gilles I., Lesage S., Griesser A.-C., Bienvenu C., et al. Computer-assisted 
textual analysis of free-text comments in the Swiss Cancer Patient Experiences (SCAPE) 
survey. BMC Health Serv Res. 2020;20(1).

27. Van Buchem M.M., Neve O.M., Kant I.M.J., Steyerberg E.W., Boosman H., Hensen E.F. Ana-
lyzing patient experiences using natural language processing: development and validation of 
the artificial intelligence patient reported experience measure (AI-PREM) BMC Med Inform 
Decis Mak. 2022;22(1).

28. Carlson M.L., Link M.J. Vestibular Schwannomas. N Engl J Med. 2021;384(14):1335–1348.

29. Soulier G., Van Leeuwen B.M., Putter H., Jansen J.C., Malessy M.J.A., Van Benthem P.P.G., 
et al. Quality of life in 807 patients with vestibular schwannoma: comparing treatment mo-
dalities. Otolaryngology–Head and Neck Surgery. 2017;157(1):92–98.

30. Gerteis M., Edgman-Levitan S., Daley J., Delbanco T.L. Jossey-Bass; San Francisco: 1993. 
Through the Patient’s eyes: Understanding and promoting patient-centered care.

31. van Leeuwen B.M., Herruer J.M., Putter H., Jansen J.C., van der Mey A.G., Kaptein A.A. 
Validating the Penn Acoustic Neuroma Quality Of Life Scale in a sample of Dutch patients 
recently diagnosed with vestibular schwannoma. Otol Neurotol. 2013;34(5):952–957.

7

Marieke van Buchem BNWv2.indd   171Marieke van Buchem BNWv2.indd   171 22-10-2024   12:5022-10-2024   12:50



172

Chapter 7

32. Shaffer B.T., Cohen M.S., Bigelow D.C., Ruckenstein M.J. Validation of a disease-specific qual-
ity-of-life instrument for acoustic neuroma. Laryngoscope. 2010;120(8):1646–1654.

33. Statistics Netherlands. 2017. Standaard Onderwijsindeling 2016, Den Haag.

34. Kanzaki J., Tos M., Sanna M., Moffat D.A., Monsell E.M., Berliner K.I. New and modified re-
porting systems from the consensus meeting on systems for reporting results in vestibular 
schwannoma. Otol Neurotol. 2003;24(4):642–648.discussion 648–9.

35. Braithwaite J., Wears R.L., Hollnagel E. Resilient health care: turning patient safety on its 
head. International J Qual Health Care. 2015;27(5):418–420.

36. Bastemeijer C.M., Boosman H., Van Ewijk H., De Jong-Verweij L.M., Voogt L., Hazelzet J. 
Patient experiences: a systematic review of quality improvement interventions in a hospital 
setting. Patient Related Outcome Measures. 2019;10:157–169.

37. Golda N., Beeson S., Kohli N., Merrill B. Analysis of the patient experience measure. J Am 
Acad Dermatol. 2018;78(4):645–651.

38. Wong E., Mavondo F., Horvat L., McKinlay L., Fisher J. Victorian healthcare experience survey 
2016–2018; evaluation of interventions to improve the patient experience. BMC Health Serv 
Res. 2021;21(1).

39. Kleiss I.I., Kortlever J.T., Karyampudi P., Ring D., Brown L.E., Reichel L.M., et al. A comparison 
of 4 single-question measures of patient satisfaction. J Clin Outcomes Manag. 2020;27.

40. Salman A.A., Kopp B.J., Thomas J.E., Ring D., Fatehi A. What are the priming and ceiling 
effects of one experience measure on another? J Patient Exp. 2020;7(6):1755–1759.

41. Campbell J.L. Age, gender, socioeconomic, and ethnic differences in patients’ assessments 
of primary health care. Qual Health Care. 2001;10(2):90–95.

42. Lyratzopoulos G., Elliott M., Barbiere J.M., Henderson A., Staetsky L., Paddison C., et al. 
Understanding ethnic and other socio-demographic differences in patient experience of 
primary care: evidence from the English General Practice Patient Survey. BMJ Qual Saf. 
2012;21(1):21–29.

43. Johnson T.P. Response rates and nonresponse errors in surveys. JAMA. 2012;307(17):1805.

44. Poole K.G. Patient-experience data and Bias — what ratings Don’t tell us. N Engl J Med. 
2019;380(9):801–803.

45. Ahmed F., Burt J., Roland M. Measuring patient experience: concepts and methods. The 
Patient - Patient-Centered Outcomes Research. 2014;7(3):235–241.

Marieke van Buchem BNWv2.indd   172Marieke van Buchem BNWv2.indd   172 22-10-2024   12:5022-10-2024   12:50



Marieke van Buchem BNWv2.indd   173Marieke van Buchem BNWv2.indd   173 22-10-2024   12:5022-10-2024   12:50



Marieke van Buchem BNWv2.indd   174Marieke van Buchem BNWv2.indd   174 22-10-2024   12:5022-10-2024   12:50



Chapter 8
Impact of a Digital Scribe System on 
Clinical Documentation Time and 
Quality: Usability Study

Marieke M. van Buchem, Ilse M. J. Kant, Liza King, 
Jacqueline Kazmaier, Ewout W. Steyerberg,  
Martijn P. Bauer

JMIR AI, 23 September 2024

Marieke van Buchem BNWv2.indd   175Marieke van Buchem BNWv2.indd   175 22-10-2024   12:5022-10-2024   12:50



176

Chapter 8

8.1 Abstract

Background

Physicians spend approximately half of their time on administrative tasks, which 
is one of the leading causes of physician burnout and decreased work satis-
faction. The implementation of Natural Language Processing-assisted clinical 
documentation tools may provide a solution. 

Objective

This study investigates the impact of a commercially available Dutch digital 
scribe system, on clinical documentation efficiency and quality. 

Methods

Medical students with experience in clinical practice and documentation (n=22) 
created a total of 430 summaries of mock consultations and recorded the time 
they spent on this task. The consultations were summarized using 3 methods: 
manual summaries, fully automated summaries, and automated summaries with 
manual editing. We then randomly reassigned the summaries and evaluated 
their quality using a modified version of the Physician Documentation Quality 
Instrument (PDQI-9). We compared the differences between the 3 methods in 
descriptive statistics, quantitative text metrics (word count and lexical diversi-
ty), the PDQI-9, Recall-Oriented Understudy for Gisting Evaluation scores, and 
BERTScore.  

Results

The median time for manual summarization was 202 seconds against 186 sec-
onds for editing an automatic summary. Without editing, the automatic summa-
ries attained a poorer PDQI-9 score than manual summaries (median PDQI-9 
score 25 vs 31, P<.001, ANOVA test). Automatic summaries were found to have 
higher word counts but lower lexical diversity than manual summaries (P<.001, 
independent t test). The study revealed variable impacts on PDQI-9 scores and 
summarization time across individuals. Generally, students viewed the digital 
scribe system as a potentially useful tool, noting its ease of use and time-saving 
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potential, though some criticized the summaries for their greater length and 
rigid structure. 

Conclusion

This study highlights the potential of digital scribes in improving clinical doc-
umentation processes by offering a first summary draft for physicians to edit, 
thereby reducing documentation time without compromising the quality of 
patient records. Furthermore, digital scribes may be more beneficial to some 
physicians than to others and could play a role in improving the reusability of 
clinical documentation. Future studies should focus on the impact and quality 
of such a system when used by physicians in clinical practice.

8.2 Introduction

In recent years, the issue of burnout among physicians has been increasingly 
recognized within the health care sector. A survey conducted in 2017 involving 
5000 physicians in the United States found that 44% exhibited at least 1 sign 
of burnout[1]. In response to this issue, the National Academy of Medicine 
established a committee dedicated to enhancing patient care through the pro-
motion of physician well-being. The committee produced a detailed report titled 
Taking Action Against Clinician Burnout, which outlines the causes of burnout 
among physicians. A significant cause identified is the growing administrative 
workload[2]. The introduction of the electronic health record (EHR) has led to 
physicians spending up to half of their working hours on administrative duties[3-
5]. Such tasks have been shown to lower job satisfaction for physicians[6] and 
negatively impact the physician-patient relationship[7]. Additionally, research 
linking the use of EHR to burnout indicates that physicians spending more time 
on EHR, particularly outside of regular hours, face a greater risk of experiencing 
burnout[8,9].

Recent advances in natural language processing (NLP) have created the possi-
bility of automating some of these administrative tasks. One of these promises 
is the creation of the so-called “digital scribe.” Such a system, first described in 

8
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2018, automatically records, transcribes, and summarizes the clinical encoun-
ter[10,11]. A scoping review from 2022 presented an overview of the capa-
bilities of digital scribes at that point in time, and showed that none of these 
systems had the full capability of a digital scribe[12]. The introduction of large 
language models has disrupted this field, with many papers describing their 
potential value in clinical note generation and multiple companies now offering 
digital scribe systems[13-15]. However, an evaluation on the potential impact of 
such a system on documentation time, including the assessment of quality and 
user experiences is not available to date. A thorough, prospective investigation of 
digital scribe performance and impact on routine practice is necessary to ensure 
the safety and effectiveness of the system. The aim of the current study is to 
assess the potential impact on the time spent and quality of medical summaries 
using a Dutch, commercially available digital scribe system.

8.3 Methods

Data

Our data set consisted of 27 recordings of mock consultations between phy-
sicians and nonmedical individuals. The consultations were structured around 
26 vignettes, created by an internist. These vignettes delineated a set of symp-
toms, with a focus on various presentations of chest pain. Nonmedical individ-
uals, assuming the role of patients, were provided with these vignettes. They 
were encouraged to develop and present a narrative surrounding the described 
symptoms. The participating physicians, all specialists in internal medicine from 
the Leiden University Medical Center, engaged with these simulated patients, 
applying their expertise to the scenarios presented. The average duration of the 
consultations was 293 (IQR 189-398) seconds.

Participants

In total, 21 medical students with experience in clinical practice and clinical 
documentation from Leiden University Medical Center consented to participate 
in our study. All students had a bachelor’s degree in medicine and completed 
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a course in clinical documentation. The students received a compensation of 
€100 (US $111) for their participation 

Autoscriber

Autoscriber is a web-based software application that transcribes and summarizes 
medical conversations (currently with support for Dutch, English, and German). 
The pipeline uses a transformer-based speech-to-text model, fine-tuned on pro-
prietary clinical data for transcription and a mixture of large language models 
such as GPT-3.5 and GPT-4, combined with a tailored prompt structure and 
additional rules for summarization. The tool also has self-learning functionality, 
which was not evaluated in this study for practical reasons. 

Summarization

All students summarized 4 consultations manually, then 8 consultations using 
Autoscriber, and finally 4 consultations manually to minimize a learning effect 
(see Figure 1). In total, students summarized 16 unique consultations. 

Figure 1: Flowchart showing the three different summarization methods and consecutive 

evaluation.

8
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Manual summarization

Students were asked to listen to the full recording, making some notes using 
pen and paper. At the end of the recording, they started timing and summarized 
the consultation on the computer. When finished, they recorded the total time 
spent summarizing. 

Automatic summarization

For the 8 consultations summarized using Autoscriber, the setup was similar. 
However, students first opened the Autoscriber application and, while listening 
to the recording, also recorded the consultation with Autoscriber. Once Auto-
scriber had created an automatic summary, students started timing and edited 
the automatic summary. Finally, they uploaded both the automatic summary and 
the edited summary, including the total time they spent editing. 

Evaluation

Once all summaries were created, the manual, automatic, and edited summaries 
were randomly reassigned to other students, who were blinded for the method 
used to create the summary. Students first listened to the full recording, and 
then evaluated the related summaries using a modified version of the Physician 
Documentation Quality Instrument (PDQI-9)[16]. The PDQI-9 is a validated 
evaluation instrument for assessing the quality of clinical documentation, con-
sisting of 9 questions. We removed question 1 (up-to-date: the note contains 
the most recent test results and recommendations) and 8 (synthesized: the 
note reflects the author’s understanding of the patient’s status and ability to 
develop a plan of care) for our study, as these could not be answered in the 
current setup. We translated the questions into Dutch, which were reviewed by 
one clinician (MB). Per recording, we selected the manual summary with the 
highest PDQI-9 score as the reference standard summary.

At the end of the study, we asked students about their experience with Auto-
scriber, what was positive, what should be improved, and if they would want 
to use Autoscriber in their work. For a more in-depth view of the differences 
between the automatic and edited summaries, we prompted ChatGPT (paid 
version, GPT-4) to assess the differences. The prompt was created iteratively 
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using PromptPerfect until the format of the answer was satisfactory. We then 
ran the prompt several times to check for internal consistency. Two researchers 
(MB and MvB) manually checked the answers provided by ChatGPT.

Data analysis

Preprocessing
For every summary, we calculated the total word count and the lexical diversity. 
Furthermore, to compare the automatic summaries to their edited counter-
parts we calculated the number of insertions, deletions, the Recall-Oriented 
Understudy for Gisting Evaluation (ROUGE)–1 and ROUGE-L score[17], and 
the BERTScore metric[18]. The ROUGE-1 score calculates the overlap in words 
between 2 texts. The ROUGE-L score calculates the overlap based on the longest 
common subsequence. The BERTScore metric uses contextual embeddings to 
compare words between 2 texts.

Power analysis
To ensure the study was adequately powered to detect a large effect size (Cohen 
f=0.4) between 3 groups with an alpha level of 0.05 and a power of 95%, a 
power analysis was conducted using the FTestAnovaPower function from the 
statsmodels library in Python. This analysis assumed equal group sizes and did 
not account for potential correlations among repeated measures.

Statistical analysis
The differences between the automatic and associated edited summaries were 
tested using a paired t test. To compare the differences in summaries per re-
cording, we selected the manual summary with the highest PDQI-9 score as the 
reference standard. We then calculated the ROUGE-1 and ROUGE-L scores for 
all the other manual, automatic, and edited summaries. The differences in word 
count, lexical diversity, PDQI-9 score, and ROUGE scores between the 3 methods 
was tested using one-way ANOVA and, if the P-value was below .05, followed by 
Tukey Honestly Significant Difference test. To assess the possibility of a learning 
effect, we compared the first and second batch of manual summaries on time 

8
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spent creating the summary and PDQI-9 score using a paired sample t test. We 
used Python for the analysis, using the “statsmodels” and the “scipy” package.

Ethical considerations
This study was conducted in accordance with the Declaration of Helsinki. For 
the purposes of this study, ethics approval was not applicable as the research 
did not include actual patients or any personal or sensitive information. All stu-
dents involved in the study were informed about the purpose of the research, 
the use of the data, and gave their informed consent to participate in the study 
under these conditions. 

8.4 Results

The power analysis indicated that a sample size of approximately 100 partici-
pants per group would be necessary to achieve the desired power of 95% for 
detecting a large effect size among the 3 groups under the specified conditions. 
In total, we collected 156 manual summaries, 137 automatic summaries, and 
137 edited summaries from 21 students. A difference in the total number of 
manual, automatic, and edited summaries occurred because 3 students dropped 
out of the study due to time restraints. Table 1 shows an example of a manual, 
automatic, and edited summary of the same recording. 18 students completed 
the evaluation phase of the study. The median time students spent creating 
or editing the summaries was 186 seconds (IQR 109-267). Summaries had a 
median length of 129 (IQR 91-172) words. On average, summaries had a median 
PDQI-9 score of 28.5 (IQR 25-32) out of a maximum of 35 (Table 2). Multimedia 
Appendix 1 shows an extended version of Table 2, including the results of the 
Tukey Honestly Significant Difference test. There was a difference in time spent 
on manually summarizing the first batch and the second batch, with a median of 
246 (IQR 137-311) and 188 (IQR 118-226), respectively, (P=.004). However, 
there was no difference in PDQI-9 score between these 2 batches.
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Table 1: An example of a manual, automatic, and edited summary of the same recording.

Manual summary (translated) Automatic summary Edited summary

For a few days now, tearing pain 
in the chest with radiation to 
behind the shoulder blades. Was 
sitting on the couch watching TV, 
pain started acutely, felt like a tear 
and is continuously present. No 
complaints of tingling, numbness, 
or cold hands. No loss of function 
in arm or leg. No palpitations. Not 
nauseous. Has not had similar 
complaints before.

The patient is on the “edge” of 
hypercholesterolemia, does not 
use medication. Measures blood 
pressure regularly for donation, 
pressure regular, last 120/75. The 
patient has never smoked. Drinks 
alcohol on the weekend.

Family: Father had congenital 
vascular problems, began having 
heart problems at the beginning 
of his 50s, also had heart valve 
problems, died of heart failure. 
Brother had a heart attack at age 
46, was stented.

Both brothers have 
hypercholesterolemia. No 
connective tissue disorders in the 
family.

The patient is worried due to 
familial CVD (Cardiovascular 
Disease).

Reason for referral:

Main complaint:

Persistent chest pain, feels as if 
something is tearing and radiates 
to behind the shoulder blades.

History:

Chest pain started a few days ago 
while calmly watching TV.

The pain remains constantly 
present since the beginning.

The pain feels as if something is 
tearing and radiates to the back of 
the shoulder blades.

There are heart problems in 
the family (patient’s father and 
brother).

The patient’s father had a poor 
vascular system and a leaking 
heart valve, and died of a heart 
failure.

The patient’s brother had a heart 
attack at the age of 46 and was 
stented.

Social history:

The patient does not smoke and 
drinks moderately alcohol on the 
weekend.

Current medication:

The patient does not use any 
medication.

Physical examination:

Additional investigation:

Blood pressure is regularly 
measured and is about 75 over 
120.

The patient gives blood every six 
months.

Diagnosis:

Treatment plan:

Requested examinations:

Informed consent:

For several days now, tearing pain 
in the chest, radiating to between 
the shoulder blades.

Chest pain started a few days ago 
while calmly watching TV and has 
been stable since then.

No palpitations, not nauseous, no 
tingling or numb feeling.

Blood pressure is regularly 
measured and is about 75 over 
120. Cholesterol is good.

Patient is worried because of 
family history.

Fam: father had heart problems, 
brother had a heart attack at a 
young age, hypercholesterolemia, 
no connective tissue diseases.

Intox: no smoking, alcohol on 
weekends in moderation

Med: none

8
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Comparison between automatic and corresponding edited summaries

Students inserted a median of 45 (IQR 27-82) words and deleted 46 (IQR 27-80) 
words. The edits led to a median increase in PDQI-9 score of 4.0 (IQR 1-8). 
The median ROUGE-1 F1 score between the automatic and their corresponding 
edited summaries was 73.3 (IQR 61.0-84.4), the ROUGE-L F1 score was 67.4 
(IQR 50.0-80.5), and the BERTScore F1 was 84.1 (IQR 79.0-89.4).
ChatGPT assessed the differences between automatic summaries and their 
edited counterparts on the following aspects: language use and precision, clarity 
and detail, coherence and flow, structural differences, stylistic variations, and 
the most common deletions and insertions. The final prompt can be seen in Mul-
timedia Appendix 2. See Table 3 for the observations per aspect. The assessment 
by ChatGPT aligned with the sample analysis performed by the researchers. 
Furthermore, similar aspects were mentioned by the students. 

8
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Table 3: Differences between automatic and edited summaries, as assessed by ChatGPT.

Aspect Automatic 
summaries

Edited summaries Observations

Language use and 
precision

Generally simplistic 
and formulaic 
language. For 
example, “Chest pain 
started a few days ago 
while quietly watching 
TV”.

More sophisticated 
and precise language. 
Example: “Since a few 
days tearing chest 
pain radiating to 
between the shoulder 
blades”.

Human editors 
refine the language 
to be more precise 
and contextually 
appropriate.

Clarity and detail Often vague, lacking 
specific details. For 
instance, “Patient has 
had persistent watery 
diarrhea since one 
week”.

Provide clearer, more 
detailed descriptions. 
Example: “Patient has 
had persistent watery 
diarrhea for a week 
with a frequency of 
ten times a day”.

Human editing 
enhances clarity by 
adding relevant details 
that were omitted 
in the automatic 
summaries.

Coherence and flow Sometimes disjointed 
or lacking in logical 
flow. Example: “The 
chest pain started 
suddenly and has been 
continuously present 
since it started”.

Better structured, 
with a smoother flow 
of ideas. Example: 
“The patient 
complains of sudden 
and persistent chest 
pain that started 
several days ago”.

Human editors 
improve the 
coherence, making 
the summaries easier 
to follow.

Structural differences Tend to follow a 
predictable structure, 
possibly template-
based.

More varied 
structures, adapted to 
the content’s needs.

Human editing allows 
for more flexible 
structuring, tailored 
to the specific 
summary.

Stylistic variations Limited stylistic 
variations, often 
repetitive.

Display a wider range 
of styles, adapting to 
the tone and context.

Human editors 
introduce stylistic 
diversity, making 
each summary more 
unique.

Most common 
deletions

Redundant phrases, 
overly general 
statements.

Most common 
insertions

Specific details, 
clarifying phrases, 
and contextual 
information.
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Differences per student

Using Autoscriber had a different effect per student. For 8 out of 18 students, 
using Autoscriber was associated with a decrease in PDQI-9 score, while for 
the other students the difference in PDQI-9 score between manual and auto-
matic summaries had a P value above .05. For 5 students, editing the automatic 
summary took more time than manually creating a summary, although these 
differences were not significant. For 3 students, editing the automatic summary 
led to a decrease in time spent on summarizing, with a P value lower than .05. 
See Multimedia Appendix 3 for the full overview. 

Experiences with using Autoscriber

Students were generally very positive about using Autoscriber, mentioning that 
it was nice or interesting to use (n=9), easy and simple in use (n=6), and that 
they believed in the potential of such a tool (n=4). Four students mentioned the 
automatic summary exceeded their expectations, while 4 other students said 
the quality of the summary was insufficient due to errors and the amount of 
time needed to make edits. A specific error that was mentioned multiple times 
was that the summary did not include negative symptoms (eg, the absence of 
shortness of breath). Three students mentioned the tool did not always work: 
it would sometimes load for a very long time or get stuck while generating the 
summary. This was due to limitations in graphics processing unit capacity at that 
time. See Table 4 for the positive aspects and points of improvement mentioned 
by the students. A majority of students (12/18, 67%) would want to use the 
application during their work. The other students (6/18, 33%) said they would 
want to use the application if improvements were made. 

8
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Table 4: Themes most often described by students about the positive aspects 
and points of improvement.

Mentioned aspects Count

Positive Easy to use 5

Good accuracy. E.g. amount of details, good use of language, low 
amount of errors, inclusion of important symptoms

5

Summary fairly complete 4

Saves time 4

Well-structured view 4

Nice to have something to start with, without typing 3

Negative Structure does not align with preferences. E.g. headings unclear, 
illogical structure, does not align with style

6

Wordy/lengthy 5

Relevant information missing. E.g. details, absence of symptoms 5

Comments on language use. E.g. use of non-standard words, vague 
descriptions, too literal, absence of common abbreviations

5

Duration of summarization time 3

Presence irrelevant information 2

8.5 Discussion

In this impact study, we extensively evaluated the efficacy of Autoscriber, a Dutch 
digital scribe system, in enhancing the clinical documentation process in a pilot 
setting. A group of trained medical students summarized clinical conversations 
with and without the tool. We found differences between automatic and manual 
summaries in time spent on the summary, the word count, lexical diversity, and 
qualitative aspects such as accurateness and usefulness. These differences de-
creased after students edited the automatic summaries. During editing, medical 
students most often added context and details, while removing overly general 
statements and irrelevant text. Most were positive about using the tool, although 
some mentioned the summaries were lengthy and the structure did not always 
align with their preferences.

As the first impact study of a fully functioning digital scribe system, we provide 
some interesting insights into the possible future of digital scribes in health care. 
First of all, we show that a collaboration between the system and the students 
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leads to the best results at this point in time, with a decrease in time spent on 
summarizing in combination with a similar quality when compared to manual 
summarization. We believe the current setting might even provide an overesti-
mation of the quality of the manual summaries: the students did not have a time 
cap for creating the summaries, while in clinical practice, physicians often have 
to create a summary during or in between consultations. Furthermore, multiple 
studies show a negative association between seniority of a physician and the 
completeness of a medical record[19-21]. Taking this into account, we see the 
potential in using a digital scribe system that provides a first draft, which the 
physician then edits. In the current setup, this collaboration led to a decrease 
in time spent summarizing, while keeping the quality of the summary on par.

When looking at the differences between the 3 methods, the higher word count 
and lower lexical diversity in the automatic summaries compared to the manual 
summaries stood out. Two previous studies compared human and ChatGPT-writ-
ten medical texts and reported similar results[22,23]. Furthermore, one of these 
studies reported human texts contained more specific content, which we found 
as well. These aspects are essential to improve in future versions, as they directly 
link to the quality of a summary in terms of succinctness and thoroughness. 
An increased summary length could lead to an increase in time spent reading 
or analyzing summaries downstream in the clinical process. However, a small 
decrease in lexical diversity in combination with a more structured summary 
could also be seen as a step toward standardization of medical summaries. This 
aspect is becoming more important since clinical documentation is increasingly 
reused for other purposes, such as research and quality measurements. Further-
more, previous studies show that structured documentation leads to increased 
note quality[24], which in turn has been shown to positively affect the quality 
of care[25-27]. These potential effects have to be studied in future research.

We found large differences in the effect of using Autoscriber on PDQI-9 score 
and time spent summarizing between students. While using Autoscriber de-
creased the time spent on finalizing the summary for most students, there were 
a few students who spent more time on editing the automatic summary then 
on manually creating a summary. Furthermore, the difference in PDQI-9 score 
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between manual and automatic summaries differed greatly between students. 
This result is highly relevant, as it shows that the added value of using a digital 
scribe differs per user. Future studies should investigate which users could gain 
most benefit in using a digital scribe, taking into account age, specialty, the 
ability to type blindly, and other factors that might impact the added value on 
a personal level.

Strengths and limitations

This impact study on a digital scribe system for clinical conversations presents 
a novel exploration into the practical application of such technology. Since the 
introduction of ChatGPT, many papers have described the potential of using 
ChatGPT and other large language models in health care. While their potential 
is clear, these models have still to prove their actual clinical value. This study 
takes a first step in gaining a better view of the potential effects such a digital 
scribe system could have on the documentation process, especially in interac-
tion with the user. Apart from quantitative analyses, we also included several 
different qualitative analyses, providing a more in-depth view of the differences 
between the summaries and the experiences of the students. These results are 
highly relevant for researchers and companies developing digital scribes as well 
as health care organizations considering using a digital scribe in the near future.

One limitation is the setup of our study, which is not fully representative of 
clinical practice. Specifically, our reliance on medical students listening to pre-
recorded mock consultations does not fully capture the dynamic and often un-
predictable nature of real-time clinical interactions. The controlled environment 
of our study does not account for the varied technological, environmental, and 
personal factors that can influence the use and effectiveness of digital scribe 
systems in live clinical environments. However, this approach allowed us to iso-
late and evaluate the impact on summarization time and differences in summary 
between the 3 methods. Future research should aim to incorporate real clinical 
interactions to validate and extend our findings.

Another limitation is the lack of a reference summary per consultation. To cal-
culate the ROUGE scores, we designated the highest scoring manual summary 
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as the reference standard per consultation. This method suffices for the cur-
rent pilot study; however, it brings up the bigger issue of summary evaluation 
metrics. The ROUGE score remains the most used metric, while this metric only 
measures exact overlap in words and is, thus, very sensitive to the choice of 
reference summaries[28]. Because of this limitation, we added the BERTScore 
metric, which has been shown to correlate better with human evaluations[18]. 
However, the overall lack of a standard for clinical documentation still poses a 
considerable challenge for the objective assessment of summarization efficacy 
of digital scribes. This underscores the necessity for developing more sophisti-
cated evaluation methods, especially with the arrival of large language models 
in health care.

Future implications

Our findings underscore the promising potential of integrating digital scribe 
technologies like Autoscriber within clinical settings to alleviate the administra-
tive burdens faced by health care professionals. Future clinical impact studies 
are imperative to explore the broader effects of digital scribes on the physi-
cian-patient interaction, documentation accuracy, and overall health care deliv-
ery efficiency. These studies should aim to evaluate the real-world applicability 
of digital scribes, including their impact on clinical workflow, quality of care, 
and patient satisfaction. Especially the latter, which has not received sufficient 
attention up to now, should be the focus of future research to ensure the physi-
cian-patient relationship is not harmed. Additionally, exploring the customization 
of digital scribe systems to fit the specific needs and preferences of individual 
physicians or specialties could enhance user adoption and effectiveness. As the 
field of large language models is developing at a fast rate and digital scribes will 
improve quickly, repeated or continuous evaluation of these systems is neces-
sary. A recent study described the development and evaluation of a chat-based 
diagnostic conversational agent[29]. This agent outperformed primary health 
care providers in both diagnosis and the development of a treatment plan. The 
introduction of digital scribes in clinical practice could eventually lead to similar 
support during the clinical encounter, where the digital scribe might suggest 
additional follow-up questions or provide a differential diagnosis. Ultimately, 
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the goal is to seamlessly integrate digital scribes into clinical practice, ensuring 
they enhance patient care and physician well-being.

Conclusion

This study explores the impact of a Dutch digital scribe system on the clinical 
documentation process, offering significant insights into its potential to enhance 
physicians’ experience. By demonstrating the use of the system in reducing 
summarization time while maintaining summary quality through collaborative 
editing, our research highlights the potential of digital scribe systems in address-
ing the challenges of clinical documentation. Despite the limitations related to 
the representativeness of our pilot setup and the evaluation of summary qual-
ity, the positive outcomes suggest a promising avenue for future research and 
development. Further studies, particularly those involving real-world clinical 
settings, are essential to fully understand the implications of digital scribes on 
the physician-patient dynamic and health care delivery. 
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General Discussion

The general aim of this thesis was to explore the application and potential value 
of natural language processing (NLP) in healthcare. More specifically, we stud-
ied the development and validation of NLP models in different settings, showing 
promising results but also highlighting challenges that need to be overcome for 
responsible implementation in clinical practice. Furthermore, we assessed the 
value of two NLP models in a pilot study. In this chapter, the main findings will 
be discussed and recommendations for further research will be provided.

�9.1 Promising applications

NLP provides many opportunities for application in healthcare. We examine 
which NLP tasks hold most promise for healthcare settings. We then shift our 
focus to the different data sources within the healthcare environment, analyzing 
how NLP can be applied to these datasets to improve care delivery. An overview 
of promising applications is presented in Table 9.1.

9.1.1 Opportunities of various NLP tasks

Classification
Classification is the most common task in clinical natural language process-
ing[1], which is also reflected in the studies presented in this thesis. The models 
we developed vary in performance, which may be due to several causes, of which 
the amount of training data is an important one. To be able to generalize to new 
data, a model needs to have seen a representative number of examples per 
class during training. The classification model for distinguishing negative from 
non-negative patient experiences (Chapter 4) had a lower performance than 
the model for distinguishing neutral from positive, which might be explained 
by the low number of examples for the negative experiences. Thus, we should 
be critical about the feasibility of training a classification model from scratch in 
settings with a low number of examples per label. However, clear guidelines on 
how much data is needed is lacking. Recent advances in NLP, such as the intro-
duction of pretrained language models, have made it possible to train models 
with less training data[2–4]. The latest transformer models, such as GPT3 and 
later versions and Llama2, even allow for zero-shot and few-shot learning, where 
the model is provided zero training data or just a few examples[5,6].

9
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Topic modeling
In Chapters 4 and 6 we had large, unlabeled datasets of patient experiences and 
social media data, that were subject to change over time. Topic modeling proved 
useful in both these settings: in the patient experiences setting (Chapter 4 and 
7), it led to the identification of three new action points by the care team; in the 
statin setting (Chapter 6), the primary topics aligned with previous findings, 
such as low adherence due to adverse effects or preference for lifestyle alter-
natives. However, some topics uncovered novel points of discourse, such as the 
role of statins in improving COVID-19 outcomes, which could be interesting for 
future research. Within healthcare, multiple studies have used topic modeling to 
uncover patient perspectives from social media data with similar findings[7–11].

Other settings where topic modeling has proven useful are, for example, auto-
matic phenotyping of patients using EHR data[12,13]. However, topic modeling 
is mostly useful for data exploration and as part of an analysis pipeline. Without 
any postprocessing, the topic descriptions are difficult to interpret and thus not 
suitable for settings where a clear label is needed. Often, the resulting topics are 
used as input to a classification model, using topic modeling for dimensionality 
reduction[12,13]. The recent introduction of large language models (LLMs) 
might offer a solution to the lack of interpretability by being able to describe 
the contents of the different topics[14]. This might improve the applicabili-
ty of topic modeling on text data in a healthcare context. Furthermore, large 
language models might be able to take over the full topic modeling pipeline, as 
these models have unprecedented summarization capabilities. To date, only one 
study performed this comparison. This study shows that LLMs can be a robust 
substitute for current topic modeling techniques, although extensive prompt 
engineering is necessary to extract useful topics[15].

Summarization
The task of summarizing texts has seen a huge jump in performance with the 
introduction of LLMs. At the time of writing the scoping review (Chapter 2), 
most studies used extractive summarization, entity extraction, and classifica-
tion to filter and sort the information relevant for a summary, although this did 
not lead to natural, narrative summaries. The introduction of LLMs has made 
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all these previous techniques obsolete for summarization purposes. Our pilot 
study with Autoscriber (Chapter 8) shows the high quality of these summaries: 
medical students are positively surprised by the quality of the summaries and 
a majority wants to use this technique in their work. In the past few months, 
several similar studies have been published, showing promising performance of 
LLMs in creating discharge summaries[16] and clinical information letters for 
patients[17,18], and summarizing radiology reports[19–21], patient-doctor dia-
logues[20,22–24], and the many handovers between shifts or departments hap-
pening within the hospital every day[25]. Many of these opportunities address 
the current administrative burden in healthcare, while potentially improving the 
quality of the collected data because of increased consistency, structure, and 
objectiveness. These opportunities are not without challenges and risks, which 
will be discussed in Section 9.3.1. Furthermore, the major challenge related to 
summarization is the difficulty in creating a reference standard. This topic will 
be discussed in Section 9.2.1.

9.1.2 Opportunities of various data sources
In this thesis, we focused on three data types: clinical data, patient-generated 
data, and social media data. Within the literature, clinical data such as EHR data 
is the most common data source used within the clinical NLP field[26]. As most 
information about the patient is captured within free text EHR data, a large focus 
within the clinical NLP field has been to use this data to develop patient risk 
classification and prediction models[27]. In our acute care utilization setting 
(Chapter 3) we show that models trained on only free-text data perform simi-
larly to models trained only on structured data, without the need for extensive 
preprocessing. This finding is in line with other studies, underlining the value 
of free text data relative to structured data[28,29]. A future research question 
would be if the use of free text EHR data allows for easier transfer of models 
between organizations. There are, however, many challenges related to the use 
of EHR data, which we will discuss in Section 9.2.1. A new type of clinical data 
is the recorded and transcribed clinical conversation. With the introduction 
of large language models, it has become possible to leverage the value of this 
data type. Apart from the previously discussed summarization capabilities of 
these models, the application of LLMs on clinical conversational data leads to a 
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new level of granularity in clinical data. Having complete transcripts of clinical 
conversations might lead to more, in-depth and structured data about disease 
trajectories and patient presentations of various diseases, potentially paving 
the way for improved clinical decision support. No literature is available on this 
topic yet.

Another popular data source due to its accessibility is social media data. We 
investigated different ways in which social media data might improve clin-
ical practice in our statin setting (Chapter 6) and patient messages setting 
(Chapter 5). In the former, social media was used to gain insights into public 
views on statins. The results of this study can be used to inform clinicians which 
topics to discuss when talking to patients about statins. In the latter, we used 
continued pretraining on Reddit data, aiming to improve the performance of 
a pretrained language model on identifying depression concerns from patient 
messages. In this case, this process did not improve the overall performance 
of the model. With respect to direct value for healthcare, social media allows 
for extracting patient perspectives, coping strategies, and even adverse drug 
events[30–33]. Furthermore, social media data is being used to pretrain (large) 
language models such as Llama 2[5].

A relatively underused data type is patient-generated data, such as patient ex-
perience data and patient messages. The potential benefits of this data type are 
underlined in our patient experience and patient messages settings (Chapters 
3, 4, and 7). We see that capturing free-text patient experiences leads to new 
insights, which can be turned into concrete points of improvement, thus having 
the potential to directly improve patients’ experiences. In Chapter 5, we see 
that patient messages show signs of distress that can be used to identify de-
pression concerns. These settings show the value of this data type, along with 
the value of using NLP to take away the burden of analyzing all the incoming 
data from healthcare professionals. Especially patient messages are underused, 
while these could be very valuable in creating triggers for mental health issues 
or other acute care needs. Recent studies mostly highlight the burden, potential 
value, and characteristics of this data type, but examples in clinical practice are 
lacking[34–37]. Recent studies use LLMs to create patient-focused chatbots or 
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create draft replies to patient messages, with mixed results [38,39]. Although 
it might have the potential to make healthcare organizations more accessible 
to patients and free up time from healthcare professionals, this has not been 
shown in large-scale evaluations.

Table 9.1: an overview of the most promising applications of NLP in healthcare.

Data source & task Application

Clinical data & summarization Use NLP models with summarization capabilities 
to automatically generate clinical notes, discharge 
letters, and summaries of patient files.

Clinical data & classification Use BERT and LLMs to train classifiers in settings 
with a small amount of training data.
Train classification models on free-text data 
to simplify the transfer of models between 
organizations.

Patient-generated data & classification Apply classification models to patient messages 
to create triggers for mental health or acute care 
needs.

Patient-generated data & summarization Use NLP models with summarization capabilities to 
provide relevant information to patients.

Social media data & topic modeling Use topic modeling techniques in combination with 
LLMs to extract general perspectives about health-
related topics from social media data.

�9.2 Challenges during development

In the course of developing NLP models for the settings outlined in Chapters 3 
to 6, we faced multiple challenges that hindered their adoption in clinical set-
tings. This section details these challenges, including issues related to data, bias, 
explainability, and deployment. See Figure 1 for an overview.

9.2.1 Data
As with other types of machine learning, NLP models are only as good as the 
data they are trained on. Especially in healthcare, access to large amounts of 
high-quality data is a huge challenge. This challenge encompasses the quality of 
the data itself, its availability and accessibility, and the choice of a trustworthy 
reference standard.

9

Marieke van Buchem BNWv2.indd   207Marieke van Buchem BNWv2.indd   207 22-10-2024   12:5022-10-2024   12:50



208

Chapter 9

Data quality
Most clinical NLP models are trained on EHR data, which is not primarily col-
lected for research or development purposes but to create a complete record 
of clinical information and proceedings[40]. The lack of standardized methods 
to create free-text clinical notes in combination with the wide variety in the 
human use of language leads to large heterogeneity of free-text clinical data 
between clinicians, departments, and organizations[40]. A recent study report-
ed differences in medical coding practices between two organizations due to a 
different billing system, affecting clinicians’ incentive to code[41]. Furthermore, 
diagnostic coding systems such as ICD-10 are primarily used for billing purposes 
and thus may not always correspond to the actual diagnosis[42]. Other studies 
report high rates of missing problems in the problem list, especially if physicians 
are overstretched[43,44]. In our acute care utilization case (Chapter 3), an 
extra preprocessing step was added to reduce the large number of redundant 
notes that were found in patients’ records[45,46]. However, NLP might pro-
vide a solution to this challenge. Many studies use NLP to improve the quality 
and structure of EHR data, such as extracting the presence of symptoms or the 
medication dosage and linking terms to ontologies (e.g. UMLS[47], ICD-10[48], 
or SNOMED-CT[49])[50].

Data availability
An essential aspect of developing NLP tools for healthcare is having data avail-
able for training purposes. Within the healthcare context, data availability can be 
challenging due to the challenges around data sharing. This holds for structured 
data, but even more so for text data as it is not always possible to fully anonymize 
the data. As seen in Chapters 2 through 8, this means most studies include data 
from a single institution. This trend is seen across the whole clinical NLP field, 
with most studies using proprietary data[1,50]. In the past few years, many 
solutions have been proposed to tackle this challenge. Federated learning is a 
technique where the machine learning model is trained on data from multiple 
organizations, but instead of the data leaving the organizations to be collected 
in a central location, the model ‘travels’ from organization to organization[51]. 
Another promising solution is the development of synthetic data, where a model 
is trained to create new data that is very similar to the training data. Using this 
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technique, a hospital can create a new dataset that is shareable with other or-
ganizations, without sharing actual patient data[52,53].

Reference standard
Reference standards are essential for supervised NLP methods requiring labeled 
data, but also for evaluating the output of unsupervised methods. While some 
settings will have very clear reference standards (such as in-hospital mortality), 
finding a trustworthy reference standard is a challenge in many settings. Apart 
from reference standard issues related to data quality and data availability as 
discussed in the previous sections, other challenges arise when a reference stan-
dard is not present. In our patient messages setting (Chapter 5) we manually 
labeled a large dataset of patient messages as concerning or not concerning. 
We defined ‘concerning’ with a group of clinicians and created an extensive an-
notation guideline. Even so, the inter-annotator agreement was 0.38, which is 
considered moderate. Such a score is not uncommon in the healthcare domain. 
A study describing the development of a large corpus of annotated clinical con-
versations reports similar scores, especially for entities such as symptoms and 
conditions[54]. The topic of inter-annotator agreement or inter-rater reliability 
has been described repeatedly in medical literature[55,56]. However, it takes 
on a different meaning when these labels are not just used for quality control, 
but for training AI models that might take over tasks from trained clinicians. 
Although in some cases a single truth can be unveiled, in many cases trained clini-
cians will have irreconcilable disagreements about ground truth labels. A growing 
body of research recognizes the importance of including these differing opinions 
in the development process to improve the generalizability of the model and, 
most importantly, decrease bias[57,58]. Furthermore, a recent paper argues 
that machine learning in healthcare should strive to move past the quality and ac-
curacy of current clinical practice[59]. They recommend using objective ground 
truth metrics such as mortality or patient centered metrics such as perceived 
pain and, where possible, taking ambitious steps to elevate existing standards.

9.2.2 Bias
With the current large-scale development of NLP models in healthcare, we must 
pay attention to who is benefiting from these models and who is potentially 
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harmed. Especially when using patient-generated data, we must be conscious 
of the differences in access to certain communication methods and patients’ 
ability to express themselves. In the evaluation of our patient experience model 
(Chapter 7), we found that patients who filled out the questionnaire had a 
higher level of education. Furthermore, of the patients that completed the 
questionnaire, patients who were male and who had a low level of education 
more often responded with only one word. In our patient messages setting 
(Chapter 5), our cohort consisted of mostly White and Asian, privately insured 
patients. In this last example, we risk perpetuating existing biases in the (lack 
of) recognition of depression in different populations. Both examples show the 
need to critically reflect on who has access to the tools we develop[60–62].

A more recent problem in relation to bias is the data that (large) language 
models are trained on. Our own RedditBERT model (Chapter 5) was trained 
on Reddit data, which is not representative for patients in general. Autoscriber 
(Chapter 8) uses GPT3.5, which has a bias towards dominant values from the 
United States because of the available data for training[63]. A recent paper 
reviewed the current clinical language models and found that almost all of them 
were trained on the MIMIC-III dataset[64]. This dataset contains data from the 
intensive care unit of the Beth Israel Deaconess Medical Center, an academic 
medical center in Boston, which will not be representative for large parts of 
healthcare[59]. There are many ways to mitigate bias, including guidance ethics, 
increasing diversity of AI developers, and increasing diversity within the data. 
Guidance ethics is a method developed in The Netherlands that uses a multis-
takeholder perspective to uncover the potential effects of the model, aiming 
to strengthen the positive effects while mitigating the negative effects[65]. An 
essential part of guidance ethics is including a representative and diverse group 
of people to include different perspectives, which is also important for the AI 
community as a whole. We discuss this topic in our commentary ‘Picture a data 
scientist’, providing several recommendations[66]. Lastly, several initiatives 
are working on creating datasets that include a diverse representation of the 
population. The All of Us research program is a great example, with more than 
80% of its participants belonging to groups that have historically been under-
represented in biomedical research[67].
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9.2.3 Clinically relevant metrics
Many papers presenting NLP models do not publish performance metrics that 
are clinically relevant. Within the machine learning community, it is standard 
practice to report metrics such as the precision and recall based on the perfor-
mance of the model on an unseen test set. Obviously, these statistical perfor-
mance metrics do not consider how the model will be used in clinical practice 
and if the output of the model is clinically useful and which actions can sub-
sequently be taken[42,59,68]. Furthermore, these metrics do not provide a 
comprehensive view of whether an NLP model will deliver value in healthcare 
settings, making it challenging to discern which models are promising for further 
development and which ones may not be useful. For every setting, researchers 
should critically assess which performance metrics are relevant and in line with 
clinical goals and workflows. Good examples of clinically relevant metrics include 
decision curve analysis[69] and the number needed to benefit[70]. A recent 
paper proposed an extensive evaluation framework for healthcare chatbots, 
including an evaluation of the interface and interaction with the user, and high-
lighting the importance of manual evaluations by end users[71]. Ultimately, 
value must be evaluated in a clinical trial, which will be discussed in Section 
9.3.3. However, the metrics suggested here can provide valuable insights during 
development.

Data
Challenges: 

• Dealing with the heterogeneity and incompleteness 
of data 

• Training models on data from multiple organizations 

• Finding or creating a trustworthy reference standard 

Solutions: 

• Use NLP to improve quality 

• Apply federated learning and create synthetic data 

• Use objective ground truth or patient centered labels 

• Take ambitious steps to elevate the current standard

Challenges: 

• Lack of reporting on clinically relevant 
performance metrics 

Solutions: 

• Include metrics that take into account the clinical 
goal and clinical workflow, such as:: 

• Decision Curve Analysis 

• Number needed to benefit 

• Manual evaluations by end users

MetricsBias
Challenges: 

• Differences in access to healthcare and 
representation within the data 

• Lack of diversity within the AI community 

Solutions: 

• Integrate guidance ethics into the development 
process 

• Use or create a dataset with a diverse 
representation 

• Make sure to create a diverse development team, 
representative of different perspectives

Figure 1: an overview of the challenges during development of NLP models for healthcare.

�9.3 Value for clinical practice

Although the promise of applying natural language processing to healthcare 
is undeniable and vast amounts of NLP tools are developed, scientific reports 
on the value of these tools when deployed in clinical practice are lacking. Our 
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scoping review (Chapter 2) highlights this in the realm of digital scribes, and 
similar patterns are observed in other areas[72]. Among the models discussed 
in Chapters 2 through 6, two have been developed into applications, either by 
integration with existing systems or as standalone tools. This section discusses 
the definition of value for clinical practice, how to create value with NLP appli-
cations, and how to evaluate this in clinical practice (see Figure 2).

Figure 2: an overview of defining, creating, and evaluating value.

9.3.1 Defining Value in Healthcare
A first step in investigating the value of NLP for healthcare is defining what 
value for healthcare encompasses. The most widespread approach to value for 
healthcare has been the value-based healthcare (VBHC) approach introduced 
by Porter and Teisberg[73]. They argue that value within healthcare should be 
defined around the patient and can be calculated as follows:

𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 =
𝑂𝑂𝑉𝑉𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑉𝑉
𝐶𝐶𝑂𝑂𝐶𝐶𝑂𝑂𝐶𝐶

 

 

These outcomes go beyond traditional metrics such as medical procedures or 
tests and encompass a broader spectrum of factors such as patient-reported 
outcomes (PROs), functional status, quality of life, and long-term health out-
comes. Thus, VBHC focuses on weighing the impact of healthcare interventions 
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on patients’ health status and overall well-being against their costs. Another 
common approach towards assessing value within healthcare is the Quadruple 
Aim[74,75]. This approach describes value in similar terms as VBHC, including 
patient outcomes, costs, and patient experience, but also adds an extra dimen-
sion: clinician experience (see Figure 3).

Figure 3: the four dimensions of the Quadruple Aim.

In terms of these definitions of value for healthcare, the promise of NLP lies in 
several dimensions. The first and most straightforward dimension is the clinician 
experience. With an increasing rate of clinician burnout and decreased job sat-
isfaction, there is an urgent need for improvement[76–80]. With the promise 
of taking over tasks such as writing discharge letters, generating clinical notes, 
and replying to patient queries, NLP might have a serious impact [81]. Fur-
thermore, several studies have shown the ability of NLP to perform diagnostic 
tasks[82,83]. These developments could lead to a decrease in resources needed 
for diagnostic work-up. It is still speculative at this point in time whether costs 
and patient outcomes improve, since large, high-quality clinical trials are lacking.

9.3.2 Creating Value with NLP Applications
Within this thesis, we did not reach the clinical trial stage with any of the NLP 
models. However, we performed two pilot studies, and together with findings 
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from the literature they highlight essential requirements for creating value with 
NLP applications: a clear need, integration into the clinical workflow, and engi-
neering effort.

A clear need
Both the AI-PREM (Chapter 7) and Autoscriber (Chapter 8) originated from 
clear needs from clinical practice. As pointed out in recent research, it is cru-
cial to distinguish between ‘machine learning on healthcare data’ and ‘machine 
learning for healthcare problems’[59]. While the former advances the field 
theoretically, it is the latter that tends to create actual value in healthcare. De-
velopers and researchers need to step away from primarily developing models 
for settings where large datasets and labels are readily available and engage with 
healthcare professionals to find the right problems[42]. This is a fundamental 
step towards realizing clinical value.

Integration into the clinical workflow
A recent commentary states that the key to achieving meaningful impact with 
AI is focusing on behavioral change and thus on changing routines and care 
processes[84]. For the AI-PREM and Autoscriber, significant effort was invest-
ed in determining how they would fit into the existing clinical workflows. This 
process involved extensive discussions with a multidisciplinary team over many 
iterations. In the past few years, a few useful guidelines have been published, 
describing the process from idea to implementation in healthcare[85,86]. These 
guidelines specifically pay attention to integrating the model into the clinical 
workflow.

Engineering effort
Another essential requirement for workflow integration is the engineering effort 
needed to develop an application or integrate into an existing application. For 
the AI-PREM, we chose to integrate it into an already existing dashboard, while 
Autoscriber is currently a standalone web application that will soon be able to 
integrate with the EHR. These engineering efforts demand considerable effort 
and expertise and are currently often neglected in development projects[59]. 
To achieve widespread clinical value, it is essential to simplify these engineer-
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ing steps. In radiology, for example, several companies have begun offering ‘AI 
platforms’ that provide plug-and-play functionality for various AI applications, 
facilitating large-scale integration into hospital systems[87,88].

9.3.3 Evaluating Value
Since high-quality, large-scale clinical trials with NLP models are lacking, it is 
important to reflect on how to best evaluate the value of these models in clin-
ical practice[81]. As discussed in our scoping review (Chapter 2), many stud-
ies lack error analyses, and clinical validation or utility assessments are almost 
non-existent. These assessments are paramount in gaining clinicians’ trust in 
these models. A few recent perspectives provide guidance on how to evaluate 
AI in clinical practice. First, clinical trials should include outcomes that reflect 
the success of implementation[89]. These include the compatibility with the 
workflow, the adoption rate, and the cost of implementation, which are crucial 
for understanding the success or failure of an AI tool.

Furthermore, with the current shortages in healthcare, an essential aspect of 
AI tools to consider during evaluation is the return-on-investment. A recent 
paper developed a return-on-investment calculator to inform decision making 
for an AI-powered radiology diagnostic imaging platform[90]. The calculator 
compares the current workflow to the updated workflow after deployment of 
the AI tool and provides insights into aspects such as time savings, effects on 
clinical outcomes, healthcare services provided, and the total cost. Of course, 
assumptions need to be made for aspects where data is unavailable. However, 
insights on the return-on-investment of AI tools will become increasingly im-
portant with a growing supply of tools.

Lastly, the introduction of LLMs poses considerable challenges to the evalua-
tion of these tools due to their generative nature. Challenges include the lack 
of clearly defined evaluation metrics, variation in the design of human evalua-
tions, and incorporating the human-LLM interaction into the evaluation[68]. 
In response to this, we recently published guidance, describing three tiers of 
clinical LLM validation (see Box 1)[91]. There are two recent examples of rig-
orous evaluations of LLMs in healthcare. The first study evaluated the value of 
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a tool that automatically generates notes from clinical conversations[23]. The 
tool was implemented in clinical practice and available for 10.000 physicians and 
staff. The authors evaluated the output of the tool automatically and manually, 
investigated the effect of the tool on several EHR logging metrics (e.g. time 
spent in the EHR after working hours), and collected patient and physician 
experiences. The second study evaluated several adapted LLMs on four clinical 
summarization tasks[92]. Apart from performing similar extensive automatic 
and manual evaluations of the summaries, they also investigated the potential 
medical threat that errors could pose. These two studies provide important 
examples on how to rigorously evaluate LLMs in clinical settings.

Box 1. Three tiers of medical Large Language Model validation[91]

1. General validation
General validation assesses general LLM quality independent of the per-
formed task. Important outcomes at this stage may be the LLM’s robustness 
to different formulations of the same prompt and the readability of the 
LLM output.
2. Task specific validation
Task specific validation assesses the LLM performance on task specific out-
comes. For example, for summarization it may be the consistency with 
source material and coverage of important clinical concepts.
3. Clinical validation
Clinical validation assesses the LLM performance on specific healthcare 
outcomes. The validation goals at this tier will depend on the clinical objec-
tives and intended use, such as improved health outcomes, higher patient 
satisfaction or reduction in administration time.

�9.4 Future outlook

9.4.1 Large language models
The field of natural language processing has changed inconceivably over the 
past few years. Recent studies describe the promising performance of LLMs 
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in extracting information, drafting responses to patients, summarizing patient 
records, and even for prediction tasks[68,93]. A notable breakthrough was 
reported in a recent study by Google, where an AI system was capable of con-
ducting a comprehensive diagnostic (chat) dialogue with patients, achieving 
diagnostic accuracy that surpassed that of trained physicians[83]. While LLMs 
have demonstrated significant potential, the translation of these capabilities 
into practical healthcare benefits remains largely unproven. Moreover, LLMs 
introduce several new challenges that need attention. These challenges include 
their generative nature and the hallucinations this may lead to, the energy con-
sumption necessary for training and inference, and concerns about data priva-
cy[64,94]. The latter might be even more pressing than before, because of the 
accessibility of tools such as ChatGPT. Educating healthcare professionals on the 
basics of AI and how they might use these tools is crucial to ensure appropriate 
and safe use.

Given these challenges and the current uncertainties inherent in new technol-
ogies, we should keep a critical stance towards the use of LLMs while also rec-
ognizing the potential opportunities they may offer. There are some interesting 
examples of tools that use LLMs as part of their NLP pipeline, using their lan-
guage generation capabilities in combination with information retrieval models 
or curated datasets to control the possible outputs[95,96]. As stated in Section 
9.3.4, such tools should be rigorously evaluated before use in clinical practice. It 
is clear, however, that the introduction of large language models has completely 
changed the field of NLP and will greatly impact how we practice healthcare in 
the coming years.

9.4.2 Role of companies
As discussed in our scoping review (Chapter 2), the current role of commercial 
companies within the field is ambivalent. On one hand, companies are often not 
transparent about the development and validation of their models. On the other 
hand, they play an essential role in turning promising technologies into software 
applications that can be used in clinical practice. With legislation such as the EU’s 
Medical Device Regulation and the AI-act, this process is lengthy and expensive. 
Furthermore, during this process input from many different experts is needed. 
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To make sure promising NLP models end up as reliable software products, good 
collaboration between researchers and companies is needed. Creating a pipeline 
where healthcare organizations work on proof-of-concepts, which, if successful, 
are further developed into software products by companies could be beneficial 
to all parties involved. Validation and impact assessment by independent re-
searchers should be a mandatory part of this pipeline, recognizing the dynamic 
nature of the field with continuous improvements.

Furthermore, electronic health records (EHR) vendors should play an import-
ant role in these developments. Since the launch of ChatGPT, EHR vendor Epic 
has greatly invested in integrating this technique into their EHR[97]. However, 
the largest Dutch EHR vendor, has yet to facilitate easy integration of AI. Gov-
ernments and healthcare organizations should actively think about what this 
landscape should look like and the accompanying demands this should place 
on EHR vendors.

�9.5 Recommendations

For hospitals For developers

Develop a strategy for AI in general. This 
should include objectives for the use of AI, 
roles and responsibilities for development 
and deployment, and policy on how and when 
to engage with companies.

Invest in robust infrastructure to facilitate the 
deployment of NLP tools.

Include all relevant expertise for every devel-
opment and implementation project. If you 
do not have this expertise internally, make 
sure to involve independent external experts.

Educate your healthcare professionals on the 
basics of LLMs, how to use them responsibly, 
and the associated risks.

Be steered by the needs from healthcare, 
instead of the availability of data.

Include clinical expertise from the start to get 
in-depth knowledge about the meaning of the 
data and the clinical workflow.

Critically reflect on the necessity to use com-
plex NLP models. Sometimes less is more.

Rigorously evaluate your NLP models using 
established reporting standards and evalua-
tion frameworks.
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�9.6 Conclusion

The field of natural language processing has seen inconceivable progress over 
the past five years, and with it the possibilities for application in healthcare. Al-
though we identify many promising applications in this thesis, challenges related 
to data quality and availability, bias, and a lack of insights in clinically relevant 
metrics remain. These challenges hinder the further development or imple-
mentation of many NLP models in healthcare. To turn NLP models into valuable 
additions for clinical practice, we should pay more attention to working on the 
right problems, reporting on clinically relevant metrics, lowering the engineering 
effort needed to integrate a model into the clinical workflow, and performing 
thorough clinical impact evaluations. If these challenges are addressed, NLP may 
significantly improve clinician experience, patient experiences and outcomes, 
reduce costs, and keep healthcare accessible and affordable.
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Summary

This thesis investigates the application of natural language processing (NLP) in 
healthcare. Part 1 describes the development of several NLP models in different 
healthcare settings and discusses its challenges. Part 2 focuses on determining 
the added value of NLP in clinical practice, discussing two pilot studies.

Chapter 2 provides a comprehensive scoping review and research agenda for 
the implementation of digital scribes in clinical practice. Digital scribes, which 
leverage automatic speech recognition (ASR) and NLP techniques, aim to al-
leviate clinician burnout by automating clinical documentation. It highlights 
that current research primarily focuses on technical validity without adequate-
ly addressing clinical validity, usability, or utility. Recommendations for future 
research include improving ASR accuracy, ensuring comprehensive validation, 
and enhancing transparency in reporting to bridge the gap between research 
and practical implementation.

Chapter 3 evaluates the use of NLP to predict acute care utilization (ACU) in 
oncology patients starting chemotherapy, using clinical notes. It compares deep 
learning models to manually engineered language features and structured health 
data (SHD) models. Results indicate that while SHD models slightly outperform 
NLP models, both approaches are viable. The study underscores the potential 
of NLP in clinical applications and highlights risk biases across diverse patient 
groups, suggesting that future research should focus on enhancing model gen-
eralizability and addressing these biases.

Chapter 4 discusses the development and validation of the Artificial Intelligence 
Patient-Reported Experience Measures (AI-PREM), a tool designed to automate 
the analysis of open-ended patient experience data using NLP (see Figure1). The 
AI-PREM encompasses a newly developed open-ended questionnaire, an NLP 
pipeline for analyzing responses through sentiment analysis and topic modeling, 
and a visualization interface for easy interpretation by healthcare professionals. 
The validation process affirmed the tool’s capability to identify relevant patient 
experience themes and sentiments accurately, suggesting its applicability in clin-
ical settings to support quality improvement efforts.
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Chapter 5 presents the development of a model to identify depression concerns 
in cancer patients using NLP on patient messages. The study utilized messages 
from a secure patient portal at a cancer center, applying logistic regression, 
support vector machines, and two variations of BERT models (original and Red-
dit-pretrained) for classification. The best performance was achieved by the 
BERT models, indicating their effectiveness in detecting depression concerns. 
The study also explored model fairness and explainability, revealing performance 
disparities across demographic groups. This research underscores the potential 
of advanced NLP techniques in enhancing early depression detection in clinical 
settings, though it also highlights the need for careful consideration of inherent 
model biases and their impact on different patient groups.

Chapter 6 examines public perceptions of statins on Reddit, using AI to analyze 
10,233 posts and comments. NLP models and clustering algorithms categorized 
the content into 100 topics across six thematic groups. The study suggests that 
AI can provide valuable insights into public opinions, helping healthcare profes-
sionals address misconceptions and improve statin adherence.

Chapter 7 investigates the AI-PREM tool’s value in clinical practice, specifically for 
a vestibular schwannoma care pathway (see Figure 1). By comparing open-end-
ed and closed-ended patient experience questionnaires, the study found that 
the AI-PREM provided more detailed patient feedback, identifying specific im-
provement areas that closed-ended PREMs missed. The findings highlight AI-
PREM’s potential to enhance patient-centered care through actionable feedback.

Chapter 8 examines the impact of automating clinical documentation with large 
language models, focusing on time and quality (see Figure 2). Medical students 
summarized 150 mock conversations either manually or using a Dutch digital 
scribe system, finding that fully automated summaries had lower quality scores 
compared to manual ones, but editing of automated summaries improved in 
quality. Furthermore, manual summarization took longer than editing automated 
summaries. The study suggests digital scribes can reduce documentation time 
while maintaining high-quality records, with further research needed in clinical 
settings.
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Summary

In conclusion, there is significant progress in NLP with many potential applica-
tions in healthcare. Despite these advancements, challenges such as data quality, 
bias, clinically relevant metrics, and the lack of high-quality clinical evaluations 
hinder widespread adoption. Focused efforts are required, such as more clinical 
evaluations, improved reporting, and more streamlined integration of NLP into 
clinical practice. This way, the potential of NLP to improve patient outcomes, 
enhance clinician experience, and reducing costs may be realized.

 

Figure 1: a description of the AI-PREM tool.

 

Figure 2: a description of the Autoscriber tool.
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Samenvatting

Dit proefschrift onderzoekt de toepassing van natuurlijke taalverwerking (NLP) 
in de gezondheidszorg. Deel 1 beschrijft de ontwikkeling van verschillende 
NLP-modellen in diverse zorgsettings en bespreekt de bijbehorende uitdagin-
gen. Deel 2 richt zich op het vaststellen van de toegevoegde waarde van NLP in 
de klinische praktijk en bespreekt twee pilotstudies.

Hoofdstuk 2 biedt een uitgebreide scoping review en een onderzoeksagenda 
voor de implementatie van digital scribes in de klinische praktijk. Digital scribes, 
die gebruik maken van automatische spraakherkenning (ASR) en NLP-technie-
ken, zijn bedoeld om de werkdruk van clinici te verlichten door de klinische docu-
mentatie te automatiseren. Onze review benadrukt dat huidig onderzoek voorna-
melijk gericht is op technische validiteit, zonder voldoende aandacht te besteden 
aan klinische validiteit, bruikbaarheid of nut. Aanbevelingen voor toekomstig on-
derzoek omvatten het verbeteren van de ASR-nauwkeurigheid, het waarborgen 
van uitgebreide validatie en het verbeteren van de transparantie in rapportage 
om de kloof tussen onderzoek en praktische implementatie te overbruggen.

Hoofdstuk 3 evalueert het gebruik van NLP om het gebruik van acute zorg 
bij oncologiepatiënten die starten met chemotherapie te voorspellen, door 
gebruik te maken van klinische notities. Het vergelijkt deep learning-modellen 
met modellen die gebruik maken van handmatig geëxtraheerde taalfeatures en 
gestructureerde gezondheidsgegevens (SHD). De resultaten geven aan dat, 
hoewel SHD-modellen iets beter presteren dan NLP-modellen, beide benade-
ringen rendabel zijn. De studie benadrukt het potentieel van NLP in klinische 
toepassingen en wijst op risico bias over diverse patiëntengroepen, wat sug-
gereert dat toekomstig onderzoek zich moet richten op het verbeteren van de 
generaliseerbaarheid van modellen en het aanpakken van deze bias.

Hoofdstuk 4 bespreekt de ontwikkeling en validatie van de Artificial Intelligence 
Patient-Reported Experience Measures (AI-PREM), een tool die is ontworpen 
om de analyse van vrije tekst patiëntervaringsgegevens te automatiseren met 
behulp van NLP (zie Figuur 1). De AI-PREM omvat een nieuw ontwikkelde vra-
genlijst met open vragen, een NLP-pijplijn voor het analyseren van reacties via 
sentimentanalyse en topic modeling, en een visualisatie-interface voor gemak-

11
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kelijke interpretatie door zorgprofessionals. Het validatieproces bevestigde de 
mogelijkheid van de tool om relevante patiëntervaringsthema’s en -sentimenten 
nauwkeurig te identificeren, wat de toepasbaarheid ervan suggereert ter onder-
steuning van kwaliteitsverbetering in klinische settings.

Hoofdstuk 5 presenteert de ontwikkeling van een model om mogelijke depres-
sie bij kankerpatiënten te identificeren met behulp van NLP op patiëntberichten. 
De studie maakte gebruik van berichten van een beveiligd patiëntenportaal in 
een kankercentrum, waarbij gebruik werd gemaakt van logistische regressie, 
support vector machines en twee varianten van BERT-modellen (origineel en 
voorgetraind op Reddit) voor classificatie. De beste prestaties werden bereikt 
door de BERT-modellen. Dit geeft een behoorlijk goede effectiviteit aan in het 
detecteren van mogelijke depressie. De studie onderzocht ook de rechtvaar-
digheid en verklaarbaarheid van modellen, waarbij prestatieverschillen tussen 
demografische groepen aan het licht kwamen. Dit onderzoek onderstreept het 
potentieel van geavanceerde NLP-technieken voor vroege depressiedetectie in 
klinische settings, hoewel het ook de noodzaak benadrukt om bias en hun impact 
op verschillende patiëntengroepen zorgvuldig te overwegen.

Hoofdstuk 6 onderzoekt de publieke percepties van statines op Reddit, door 
met AI 10.233 posts en commentaren te analyseren. NLP-modellen en clusterin-
galgoritmen categoriseerden de inhoud in 100 onderwerpen over zes themati-
sche groepen. De studie suggereert dat AI waardevolle inzichten kan bieden in 
publieke opinies, waardoor zorgprofessionals misvattingen kunnen aanpakken 
en de naleving van statinegebruik kunnen verbeteren.

Hoofdstuk 7 onderzoekt de waarde van de AI-PREM-tool in de klinische prak-
tijk, specifiek voor het brughoektumorzorgpad (zie Figuur 1). Door open en 
gesloten patiëntervaringsvragenlijsten te vergelijken, vond de studie dat de AI-
PREM meer gedetailleerde patiëntfeedback bood en specifieke verbeterpunten 
identificeerde die gesloten vragenlijsten misten. De bevindingen benadrukken 
het potentieel van AI-PREM om patiëntgerichte zorg te verbeteren door middel 
van actiegerichte feedback.
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Hoofdstuk 8 onderzoekt de impact van het automatiseren van klinische do-
cumentatie met grote taalmodellen, met de nadruk op tijd en kwaliteit (zie 
Figuur 2). Geneeskundestudenten hebben 150 gesimuleerde gesprekken sa-
mengevat, hetzij handmatig, hetzij met een Nederlands digital scribe-systeem. Zij 
ontdekten dat volledig geautomatiseerde samenvattingen lagere kwaliteitssco-
res hadden vergeleken met handmatige samenvattingen, maar dat de kwaliteit 
verbeterde na het bewerken van geautomatiseerde samenvattingen. Bovendien 
kostte handmatig samenvatten meer tijd dan het bewerken van geautomatiseer-
de samenvattingen. De studie suggereert dat digital scribes de documentatietijd 
kunnen verminderen terwijl de kwaliteit van de verslagen hoog blijft, met verder 
onderzoek nodig in klinische omgevingen.

Concluderend: er is aanzienlijke vooruitgang in natural language processing 
(NLP) met vele potentiële toepassingen in de gezondheidszorg. Ondanks deze 
vooruitgang belemmeren uitdagingen zoals datakwaliteit, bias, klinisch relevante 
maten, en gebrek aan goede klinische studies de brede acceptatie. Er zijn gerich-
te inspanningen vereist, zoals meer klinische evaluaties, verbeterde rapportage 
en meer gestroomlijnde integratie van NLP in de klinische context. Dan kan het 
potentieel van NLP worden gerealiseerd voor het verbeteren van patiëntenuit-
komsten, de ervaring van clinici en het verlagen van kosten.

11
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Figuur 1: een beschrijving van de AI-PREM tool.

 

Figuur 2: een beschrijving van de Autoscriber tool.
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Mijn promotie is allesbehalve voorspelbaar geweest, zowel op persoonlijk als 
op professioneel en vakinhoudelijk gebied. Na één maand brak corona uit, na 
anderhalf jaar werd mijn team grotendeels wegbezuinigd en na tweeënhalf jaar 
zorgde de introductie van ChatGPT voor een complete revolutie in mijn onder-
zoeksveld en ver daarbuiten. Dit alles heeft geleid tot een ontzettend dynamisch, 
interessant promotietraject, waarin ik me zowel op persoonlijk als op professi-
oneel vlak enorm heb kunnen ontwikkelen. Er zijn ontzettend veel mensen om 
hiervoor te bedanken. 

Allereerst mijn (co)promotoren: Ewout, ik ging altijd weer met meer kennis 
bij jou weg. Dank voor alle goede discussies en gesprekken, of ze nou over AI, 
CAIRELab of Amerika gingen. Ilse, jij hield me goed op koers en bracht richting 
als ik het overzicht verloor. Dat is heel belangrijk voor me geweest. Martijn, 
van stagebegeleider tot copromotor: met jou werk ik het allerlangst samen. Ik 
waardeer onze samenwerking enorm.

Dan mijn eerste AI-team: Maurice, Simone, Marjolein, Esmee, Charlotte, 
Feline, Laurens, Ilse en Anne. Ik kijk met enorm veel plezier terug op onze vele 
lunchrondjes, teamborrels (online en offline) en heidagen. Ik realiseer me steeds 
meer hoe bijzonder onze pioniersrol is geweest en met wat voor positiviteit en 
energie we die uitdaging zijn aangegaan. 

Dan veel mensen waarmee ik heel fijn heb samengewerkt: Erik, Olaf en Hileen, 
hét voorbeeld van succesvolle (en gezellige) cocreatie. Simone en Martijn, aan 
ambitie geen gebrek. Vóór de introductie van LLM’s al proberen om een digital 
scribe te bouwen bleek een enorme uitdaging. Ik heb altijd veel energie uit dit 
project gehaald; en nog steeds, nu samen met de collega’s van Autoscriber. Tina, 
your energy and collaborative mindset have been an inspiration to me. Thank 
you for hosting and mentoring me during my time at Stanford. Claudio, I still 
miss our tea time sessions, where we talked about everything from personal pet 
peeves to technical deep dives. You really gave color to my time at Boussard Lab. 
Suzan, ik heb ontzettend veel gehad aan ons contact. Dank voor de gastvrijheid 
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waarmee je me uitnodigde voor jouw labmeetings, interessante congressen en 
gezamenlijke artikelen en praatjes.

Floor, Siri, alhoewel jullie op andere plekken in het LUMC promoveerden, waren 
de struggles hetzelfde. Dan moet je jezelf vooral niet te serieus nemen en lekker 
gaan fietsen, rennen of schaatsen om alles weer op een rijtje te krijgen. 

Lieve Anne, mijn PhD-buddy vanaf dag één: zonder jou was het allemaal niks 
geworden! Er waren genoeg uitdagingen tijdens onze PhD, stuk voor stuk zijn we 
deze samen aangegaan. En dan onze grote reis: samen naar de Bay Area verhui-
zen, waar we als twee veel te vrolijke enthousiastelingen Boussard Lab kwamen 
opfleuren. Dank voor je onvoorwaardelijke steun en vriendschap, we made it.

De laatste periode van mijn promotie was ik vooral druk bezig met het opzet-
ten van een nieuw AI-team. Jeroen, jij hebt mij een nieuwe functie aangeboden 
terwijl ik mijn promotie nog moest afronden. Jouw impliciete vertrouwen in 
mijn kunnen heeft me enorm gesterkt, zowel tijdens mijn promotie als daarna. 
Alexander, Marijke, Joris, Leandra en Masoumeh: ontzettend bedankt voor jullie 
steun en aanmoediging om, ondanks mijn constante gebrek aan tijd, mijn pro-
motie af te ronden. 

Dan de mensen die zorgden voor een gezonde work-life balance: al mijn lieve 
vrienden en vriendinnen uit Amsterdam, Leiden, van HealthInnovaitors, en ie-
dereen daaromheen.

Mijn fantastische ooms, tantes, neven, nichten en lieve schoonfamilie: ik haal veel 
inspiratie uit onze hechte, diverse familie. Dank voor alle gezelligheid en steun.

Opappa en Omamma, jullie hebben de trend gezet met academische verblijven 
in Amerika. Bijna 40 jaar nadat jullie naar Stanford verhuisden, trad ik in jullie 
voetsporen. Heel bijzonder om al deze ervaringen met jullie te kunnen delen. 
Opa, ik heb vaak gedacht aan jouw uitspraak: gewoon de ene voet voor de andere 
blijven zetten. Grootpappa en Grootmamma, jullie maken de afronding van mijn 
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promotie niet meer mee, maar jullie onuitputtelijke energie, vertrouwen, inte-
resse, eigenzinnigheid en autonomie waren en blijven als een lichtbaken.

Stijn en Brechtje, mijn squad. Ook zonder echt te weten wat ik de afgelopen 
jaren heb gedaan zijn jullie mijn grote steun en toeverlaat.

Pappa en Mamma, ik ben perongeluk precies uitgekomen op het snijvlak van 
jullie vakgebieden. Hoe kan het ook anders met zulke fantastische ouders. Jullie 
zien altijd meteen hoe het gaat en snappen wat ik nodig heb. Dank voor al jullie 
onvoorwaardelijke steun en vertrouwen. Jullie zijn mijn grote voorbeelden.

Lieve Tom, je zou bijna als medeauteur op de kaft mogen staan. Met je oneindige 
geduld, kopjes koffie, reality checks, avondwandelingetjes, mentale support, 
sportiviteit, structuur, vertrouwen en heel veel lol heb je me bijna letterlijk de 
streep over gekregen. Twee momenten springen eruit: je steun om zónder jou 
naar Stanford te vertrekken en je interventie een paar maanden geleden: Mariek, 
je moet je PhD gewoon áfmaken. Daar had je helemaal gelijk in, maatje.
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