
Information-theoretic partition-based models for interpretable machine learning
Yang, L.

Citation
Yang, L. (2024, September 20). Information-theoretic partition-based models for interpretable machine learning. SIKS Dissertation Series.
Retrieved from https://hdl.handle.net/1887/4092882
 
Version: Publisher's Version
License: Licence agreement concerning inclusion of doctoral thesis in the Institutional Repository of the University of Leiden
Downloaded
from: https://hdl.handle.net/1887/4092882

 
Note: To cite this publication please use the final published version (if applicable).

https://hdl.handle.net/1887/license:5
https://hdl.handle.net/1887/4092882


Inform
ation-theoretic

P
artition-based

M
odels

for
Interpretable

M
achine

Learning
·

Lincen
Y

ang

Information-theoretic
Partition-based Models for

Interpretable Machine Learning

Yang, Lincen
阳 林 岑

The more the data is compressed, the more is learned from it.


