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GLOBAL DIGITAL DATA GOVERNANCE
 

This book provides a nuanced exploration of contemporary digital data governance, 
highlighting the importance of cooperation across sectors and disciplines in order to 
adapt to a rapidly evolving technological landscape. Most of the theory around global 
digital data governance remains scattered and focused on specific actors, norms, 
processes, or disciplinary approaches. This book argues for a polycentric approach, 
allowing readers to consider the issue across multiple disciplines and scales. 

Polycentrism, this book argues, provides a set of lenses that tie together the 
variety of actors, issues, and processes intertwined in digital data governance at 
subnational, national, regional, and global levels. Firstly, this approach 
uncovers the complex array of power centers and connections in digital data 
governance. Secondly, polycentric perspectives bridge disciplinary divides, chal
lenging assumptions and drawing together a growing range of insights about 
the complexities of digital data governance. Bringing together a wide range of 
case studies, this book draws out key insights and policy recommendations for 
how digital data governance occurs and how it might occur differently. 

Written by an international and interdisciplinary team, this book will be of 
interest to students and scholars in the field of development studies, political 
science, international relations, global studies, science and technology studies, 
sociology, and media and communication studies. 
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1 
INTRODUCTION 

Polycentric Perspectives on Digital Data 
Governance 

Carolina Aguerre, Malcolm Campbell-Verduyn and Jan Aart 
Scholte 

Introduction 

Digital data (that is, information that is encoded electronically in strings of 
positive [1] and nonpositive [0] values) are pervasive and pivotal in contemporary 
society. An ongoing “digitization” and “datafication” transpires today with social 
media, artificial intelligence (AI), blockchain technology, cloud computing, Inter
net of Things (IoT), Big Data, robotics, virtual reality, and more. Further, these 
trends unfold on a world scale, involving all countries (to varying degrees) as well 
as countless connections between them. Digitization is a global transformation 
that asks for substantial global cooperation and governance. 

The datafication of contemporary society has far-reaching implications. For 
one thing, as just noted, the growing “datasphere” (Rushkoff 1994) reinforces a 
wider trend of globalization that interconnects people’s lives on a planetary 
scale. In addition, digital data deeply impact the economy, both by creating 
major new sectors of production (i.e., of relevant hardware as well as the 
information itself) and by reshaping overall production processes (i.e., in agri
culture, manufacturing, finance, health, etc.). Digital data also affect ways of 
governing, for example, with e-governance and enhanced surveillance capacities 
(Hansen 2015). Digital data furthermore transform how knowledge is gener
ated, circulated, and applied – now largely virtually. “Datascapes” (Rocha da 
Siqueira and Ramalho, in this volume) moreover affect how (e.g., through 
social media) people construct their individual and collective identities, for 
example, around class, gender, ideology, nationality, race, and sexuality. Digi
tization and datafication likewise change how politics and power unfold at and 
across local, national, regional, and global scales. 

Digital data pose both opportunities and problems. On the one hand, the 
contemporary technological revolution with digital networks, AI, and various 
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hardware devices provides unprecedented quantities and qualities of informa
tion, together with unparalleled capacities to process that information. Digital 
data also offer enormous creative potentials for culture, economics, and politics. 
On the other hand, digitization also enables invasions of privacy and the spread 
of mis- and disinformation as never before. In addition, access to (the power of) 
digital data is highly unequal, and much governance of digital data evades 
adequate democratic accountability. Both the upsides and the downsides of 
digital data often transcend state borders with transnational and global reach. 

Pressing questions therefore arise about digital data governance. What kinds 
of rules and regulatory processes apply in this arena? What sorts of policies and 
politics can maximize the potential benefits and minimize the potential damages 
of digital data? How can society make and implement rules and regulatory 
arrangements that channel the production, circulation, and use of digital data in 
suitably deliberated and democratically controlled ways? 

These vital core questions motivate this book. Since digital data pervade 
contemporary life, how they are governed substantially shapes whether societal 
problems are resolved or exacerbated; whether politics turn democratic or 
authoritarian; whether conflicts are handled peacefully or violently; whether the 
gains and burdens of data are shared justly or unjustly; and whether the ecolo
gical implications of a datafied society move towards sustainability or 
destruction. 

Of course, our volume is not the first to address the (global) governance of 
digital data. Growing scholarship across an expanding range of academic dis
ciplines is exploring rules and regulations that shape the digital processing of 
information (e.g., Obendiek 2022; Hasselbalch 2021; Leonelli and Tempini 2020; 
Vavrushka 2020; Bigo et al. 2019; Flyverbom and Murray 2018; Ruppert et al. 
2017). How digital data governance can and should be done is increasingly dis
cussed in cultural and media studies, development studies, international relations, 
law, political economy, and political sociology (Liu 2021; Steedman et al. 2020; 
Bonina and Eaton 2020; Hintz et al. 2019; Madianou 2019; Ricaurte 2019; Couldry 
and Mejias 2019; Milan and Treré 2019; Taylor 2017; Mosco 2016). 

Yet, theory of (global) digital data governance remains little consolidated. 
How does one credibly describe, explain, and evaluate the rules and regulatory 
processes that order the production, circulation, and use of digital data? Dif
ferent academic fields offer varying accounts, emphasizing different actors, pro
cesses, and normative criteria. Moreover, most existing studies are 
monodisciplinary, for instance, framed for legal or technical practitioners 
(Abraham et al. 2019). Productive conversation and integration among the 
varying approaches are wanted. In addition, most books that address digital 
data governance are limited to a national or local sphere. Little research exam
ines the issue beyond the state, to take in also regional and global scales. 

To meet these limitations, this volume harnesses “polycentric” perspectives to 
develop an interdisciplinary and transscalar approach to understanding digital 
data governance. Polycentrism, we argue, provides a set of lenses that help tie 
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together the enormous variety of actors, issues, and processes that figure in 
digital data governance at intertwined subnational, national, regional, and 
global levels. Two particular insights result. 

First, substantively, polycentrism reveals many power centers and connec
tions in digital data governance. This concept covers both formal and informal 
arrangements, multiple scales (local-to-global), and different sectors (govern
mental, commercial, civil society, technical, academic). A polycentric perspec
tive brings out a mix of chaos and order in this complex regulation of digital 
data (Koinova et al. 2021). On the one hand, polycentrism entails diffusion, 
fluidity, and contradictions in governance constellations. On the other hand, the 
prima facie confusion of digital data governance on closer inspection shows 
patterns and complementarities. Hence, the polycentric condition involves both 
dispersion and structure (Gadinger and Scholte 2023). Polycentrism’s emphasis 
on plurality also encourages creative reflections on how digital data governance 
could and should be constituted, including different ways to construct (more) 
democratic and just arrangements. 

Second, methodologically, polycentric perspectives bridge disciplinary divides 
in the analysis of digital data governance. Discipline-based analyses of AI, cyber 
security, smart cities, health immunity passes, fake news farms, and other 
instantiations of digital data all mobilize varying assumptions (typically impli
cit) of what governance involves. These divergences lead to varying under
standings of digital data governance which often remain siloed inside individual 
scholarly disciplines. In contrast, polycentric perspectives help draw together a 
growing range of insights from different disciplines about the complexities of 
digital data governance: how it occurs, how it might occur differently, and how 
it should occur. 

The rest of this introduction further elaborates on the nature of digital data 
and their governance; what polycentric perspectives on governance entail; and 
how this set of perspectives offers an empirically grounded and nuanced inter
disciplinary understanding of digital data governance. We finish by reviewing 
the other chapters of this book. 

Digital Data and Their Governance 

Data are processed information (Beaulieu and Leonelli 2021). They can take the 
form of numbers, scripts, images, and audio. Digital data more specifically (and 
in contrast to analog data) consist of strings of binary digits (“bits”) each valued 
as 0 or 1. Bits are grouped (usually in sets of eight) as bytes: hence storage values 
of digital data in terms of kilobytes (KB, a thousand bytes), megabytes (MB, a 
thousand kilobytes), gigabytes (GB, a thousand megabytes), and so on. 

Digital data have qualities of precision, reproduction, and compression that 
have made them especially prone to proliferate and pervade all corners of con
temporary society. These qualities give digital data degrees of fluidity and 
interoperability across networks, devices, databases, and software and 



4 Carolina Aguerre et al. 

algorithmic systems that non-digital data do not have. Digital data are translatable 
in and across different electronic devices. They have the possibility to be simulta
neously available in diverse contexts. Digital data also have a degree of non-riv
alry: their use by some person or entity does not generally preclude others from 
using them unless artificial barriers are created for market, security, or other policy 
purposes. Non-fungible tokens (NFTs) that live on distributed ledgers (Chapter 12 
of this volume by Campbell-Verduyn) artificially introduce both scarcity and 
security by ensuring that digital artwork, for instance, cannot be reproduced. 
Finally, digital data can be “synthetically created” by computer programs them
selves, with relative autonomy from the humans and organizations that originally 
set up those programs, for example, in AI (Jacobsen 2023). 

The digitization of data has occurred with lightning historic speed (Hansen 
and Porter 2012, 2017; Flyverbom et al. 2019). In the 1980s, less than 1 percent 
of the world’s stored data was in digital format. This proportion grew to 
more than half by 2002 and 99 percent by 2020 (Hilbert 2020). Some 59 zettabytes 
(i.e., trillion gigabytes) of digital data were produced across the world in 2020, a 
figure that is expected to more than triple to 175ZB by 2025 (Vopson 2021). 
“Big” data, indeed (Cukier and Mayer-Schoenberger 2014)! 

Accelerating digitization has often made it difficult to distinguish between 
digital and non-digital data. We see this confluence with books (like this one) 
that are digitized before they appear in print. Similarly, automobiles and 
household appliances are increasingly linked to the Internet. With such inter
connections, less and less data in the world is fully non-digital. 

The astounding expansion of digital data raises a host of concerns, including 
several that are highlighted in this volume. For example, aggregated digital data 
may serve to identify people and potentially compromise their rights to privacy 
(Chapter 10). Floods of digital data open space for disinformation campaigns 
(Chapters 8 and 9). Cyberattacks use Internet traffic to topple network infra
structure (Chadd 2018; Shackelford 2014). Specifying and respecting intellectual 
property rights in the colossal, fast-moving, and transboundary datasphere can 
likewise pose major challenges (Dulong de Rosnay and Stalder 2020; Frisch
mann et al. 2014). Large Language Models (which train generative AI systems) 
use the vast data available on the open Internet with unforeseen consequences 
and risks (Lim et al. 2023; Greenfield and Bhavnani 2023). 

Particularly crucial issues concern the distribution of ownership and benefits 
related to digital data. The sheer scale of digital data, the speed of their circu
lation, and their deep penetration across the whole of economy and society 
place digitization at the heart of contemporary capitalism. Digital data not only 
facilitate surplus accumulation in other sectors of production (manufacturing, 
finance, etc.), but they have also become a major commodity (and source of 
capital) in their own right. In today’s digital capitalism (Pace 2018), those who 
own and control digital data also hold much of the wealth and power in 
society. Consequently, the (mal)distribution of gains and harms from digital 
data has far-reaching implications for contemporary social justice. 
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Currently a handful of transnational platform companies largely control the 
production, circulation, and distribution of digital data across the planet 
(Lehdonvirta 2022; Zuboff 2019; Khan 2018). For example, Google held 85 
percent market share of the global search engine market at the end of 2022. 
Amazon Web Services, Microsoft Azure, and Google Cloud together had 65 
percent of the global market for cloud infrastructure services at the beginning of 
2023. Facebook holds data concerning its 2.98 billion active users as of 2023 (Sta
tista 2023). While these digital platforms have global reach, their operations are 
largely centered in the United States. In China, tech giants, such as Baidu, Tencent, 
and Alibaba dominate the market and control social media, e-commerce, and 
digital services. Several China-based companies, too, are expanding globally 
(Nanni 2022; Liu 2021). 

All of these matters – corporate power, distribution of benefits, intellectual 
property, human rights, cybersecurity, disinformation, consequences of AI, and 
more – raise questions of governance. By governance we here mean the rules and 
regulatory processes that operate to bring (greater) order, predictability, and 
guided change to a field of social action (in this case the datasphere). Such rules 
can take the form of laws, standards, benchmarks, recommendations, general 
principles, and norms. The regulatory processes can be formal and/or informal, 
state and/or nonstate, public and/or private, national and/or international. 

Governance thereby has a broader scope than government (Van Eeten and 
Mueller 2013; Hofmann et al. 2017). To be sure, societal rules in respect of 
digital data can take the form of statutes and regulations of the nation-state. 
However, governance can also include directives of the European Union, reso
lutions of the United Nations, decisions of multistakeholder bodies, bench
marks established by standard-setting agencies, agreements between companies, 
and more. As chapters in this volume specify, governments (in the sense of 
territorial states) often figure importantly in digital data governance, but they 
are far from alone in today’s regulatory field (Haggart et al. 2021; Weber 2010; 
Goldsmith and Wu 2006; Froomkin 2002). 

The Internet Governance Forum (IGF) is therefore appropriately named. This 
United Nations initiative goes beyond governments to attract academics, the 
business sector, civil society, political parties, technical experts, and more 
(Tjahja et al. 2022). Not surprisingly, the IGF agenda has in recent years given 
issues around digital data ever greater attention. Multiple IGF sessions now 
address issues such as AI, anti-trust, content moderation, digital literacy, disin
formation, privacy, and rights, as well as the interplay of digitization with the 
environment, finance, health care, labor conditions, and other fields. Indeed, 
several chapters of this book were presented at the IGF 2022. 

In sum, then, the cultural, ecological, economic, and political stakes around 
digital data are very high, making questions of governance ever more pressing. 
How do rules and regulatory processes for the digital sphere operate, and with 
what consequences? What forces make governance of digital data work as it 
currently does? What alternative rules and regulatory arrangements for digital 
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data could be possible and desirable? To pursue such questions, one needs a 
general conception of the dynamics of governance, which we develop in this 
book around the notion of polycentrism. 

What Is Polycentrism? 

In general, polycentric governance is taken to involve complex actor constella
tions operating with multiple institutional arrangements, rationalities, and 
normative orientations (Gadinger and Scholte 2023). However, as with any key 
concept, polycentrism has attracted a variety of interpretations, as particular 
scholars have developed a broad insight in a range of different ways. Here we 
distinguish three main conceptions that have marked the literature. 

Polycentrism as a General Concept 

The notion of polycentrism first emerged seventy years ago in the work of 
Michael Polanyi (1951). Polanyi introduced the term in order to understand the 
paralysis of cooperation when a single center of power seeks to impose a single 
direction of action, as in the socialist arrangements of a command-and-control 
economy that marked his day. For Polanyi, a convinced liberal, the polycentric 
alternative embedded human freedom, spontaneity, and self-organization into 
economic, political, and social systems. He observed polycentric dynamics in 
the practices of science as well as certain species. Yet Polanyi kept the concept 
at a quite general level and in particular did not specify how power and order 
operate under conditions of polycentrism. 

Polycentrism as Dispersed Governance 

From the 1960s onwards, Vincent and Elinor Ostrom brought greater focus to 
the dynamics of polycentrism by linking the concept directly to governance pro
cesses (Ostrom et al. 1961; Ostrom 2005). For the Bloomington School of poli
tical economy that developed around the Ostroms’ work, polycentrism arises 
where a governance arrangement has multiple decision-making centers with de 
jure or de facto autonomy from each other (Aligica and Tarko 2012; Stephan et 
al. 2019; Thiel 2016). Bloomington School scholars have also explored polycentric 
governance in relation to other features, including the number of centers 
involved, dimensions of authority, gatekeeping functions, types of laws and 
norms, and adjustment mechanisms. Yet, for the Ostroms and subsequent gen
erations of scholarship in this genre, multiple and autonomous decision centers 
remain the baseline feature of polycentricity as a property of governance. 

The Ostrom/Bloomington perspective on polycentrism has been applied to 
many substantive policy fields, particularly issues that are framed in terms of 
the commons and collective or public goods (Carlisle and Gruby 2019). Exam
ples include forests (Ostrom and Nagendra 2012), the environment (Berkes 
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2010), water (Da Silveira and Richards 2013), and information (Chapter 2, 
Raymond and Shackelford, this volume). The Ostroms’ early work mainly 
examined local government, but in later years they extended ideas of poly-
centrism also to global (especially environmental) governance (Ostrom 2010). 

While the Ostrom/Bloomington conception helpfully developed polycentrism 
as a way to understand governance, this perspective has remained mostly actor-
centric. In other words, it conceives of polycentric regulatory processes as a 
matter of interactions among self-determining individuals, groups, and organi
zations, without systematic attention to larger social forces that bring pattern 
and order to those interactions. For Ostrom/Bloomington accounts, polycentr
ism is driven by the features, goals, and initiatives of the actors involved, with 
no autonomous power for social structures. 

Polycentrism as “Ordered Chaos” 

A third type of perspective on polycentrism foregrounds a social ordering 
dimension of governance dynamics. This more expansive notion retains the 
Ostrom/Bloomington stress on a plurality of actors promulgating rules and 
regulations for a given policy problem, but in addition this approach attends to 
the influence of social structures. These ordering forces can take the form of 
norms (such as human rights), embedded practices (such as institutionalized 
decision-taking procedures or shared narratives), and/or overarching macro 
structures (such as capitalism or patriarchy) (Azmanova 2018). In this way, 
polycentrism involves both the “chaos” of multitudinous actors and the “order” 
of social structures (Koinova et al. 2021; Gadinger and Scholte 2023). This third 
way of thinking about polycentrism especially informs this book and empha
sizes four important properties (both of governance in general and of digital 
data governance in particular). 

First, polycentric governance of a given policy area (such as digital data) is 
dispersed across multiple scales (local, national, regional, global) and multiple 
sectors (public, private, and hybrid public-private). Hence, the rules and reg
ulatory processes are “transscalar” and “transsectoral”, as governance bodies 
situated on the different levels and in the different spheres interact with one 
another in respect of the policy issue at hand. Governance of digital data 
thereby occurs through a dense network that interlinks a plethora of regulatory 
actors across the world. 

Second, polycentric governance (of digital data) encompasses both formal 
measures and informal practices. Formal governance occurs with constitutions, 
statutes, treaties, resolutions, and other explicitly articulated rules. For exam
ple, the formal realm includes government legislation on disinformation and 
board decisions at the Internet Corporation for Assigned Names and Numbers 
(ICANN). Informal governance occurs with memoranda, habits, routines, dis
courses, creeds, and other practices that are not officially encoded and 
enforced – yet still can have governing effects. Targets set by the Group of 
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Twenty (G20) and pervasive security narratives provide illustrations of informal 
regulation. Both formal and informal governance transpire within and across 
the different scales and sectors of a polycentric network. 

Third, polycentric governance can involve more systemic ordering of a policy 
field (e.g., of digital data) through macro structures. Examples of such “deeper” 
or “overarching” regulatory forces could include (depending upon one’s theo
retical proclivities) capitalism, a hegemonic state, militarism, patriarchy, and 
more (Scholte 2018). The power of these larger patterns has the effect of 
directing governance that seems chaotic (at the level of actor interactions) into 
relatively predictable channels. Owing to structural power, we can anticipate 
that, for instance, most rules and regulatory processes for digital data will 
conform to, and help to enable, capitalist relations of surplus accumulation. 

Fourth, complex interrelations among the many regulatory actors and multiple 
ruling structures can generate considerable dynamism and change in polycentric 
digital data governance, certainly at the level of actors and their actions. The 
result is “continual creation and reconstruction” in “quite fluid” governance 
processes (Koinova et al. 2021, p. 1991). Hence, change comes not only from 
external shocks, but is also an inherent internal feature of polycentric systems. 

In sum, all three above readings of polycentrism share a focus on multiple 
and autonomous decision centers. The second and third relate this core idea 
more specifically to governance processes, and the third looks beyond actors to 
social structures as regulatory forces. We argue in this book that this third, 
“ordered chaos” perspective is more conducive to productive nuanced inter
disciplinary discussions of global digital data governance. 

Why Polycentrism? 

Having set out several different conceptions of polycentrism that have circulated 
in contemporary social and political research, why would one want to make 
this concept pivotal to an analysis of digital data governance? Here we under
line two main reasons: an empirical reason related to the complex structured 
networks that mark digital data governance; and a methodological reason rela
ted to the facilitation of interdisciplinary research. 

Empirical Evidence 

Regarding the empirical reason, the notion of polycentrism fits well with con
crete evidence from actually unfolding digital data governance. We observe that 
rules and regulatory processes for this policy area do indeed come from public, 
private, and hybrid actors operating across local-to-global scales. We see dif
ferent types of formal and informal authority across the digital arena. On the 
one hand, the many players often pursue different (and competing) visions, 
priorities, and practices vis-à-vis the digital economy and society. On the other 
hand, complex regulatory networks for the digital field also display unifying 
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patterns, as the plethora of actors speak a similar professional language, follow 
common dress codes, reproduce social hierarchies, and so on. In short, the 
concept of polycentrism “works”, empirically. 

Of course, we could have adopted another vocabulary to convey the complex 
character of the governance of digital data. For example, other theorists have 
discussed this phenomenon in terms of “field” (Bourdieu 1993), “new mediev
alism” (Friedrichs 2000), “multi-level governance” (Hooghe and Marks 2001), 
“global governmentality” (Larner and Walters 2004), “actor-network” (Latour 
2005), “assemblage” (Sassen 2006), “regime complex” (Alter and Meunier 2009), 
“fragmentation” (Biermann et al. 2009), “intersectionality” (Collins and Bilge 
2016), “patchwork” (Pouliot and Thérien 2023), and more. Additional newly 
invented labels appear pretty much by the year. 

Yet, while other vocabularies have their merits, there are good reasons for 
preferring “polycentrism” (Gadinger and Scholte 2023, pp. 8–10). For one thing, 
this term is especially effective at evoking a mix of diffusion, diversity, and 
chaos (“poly”) along with pattern, framework, and order (“centers”). In addi
tion, as elaborated below, polycentrism is especially conducive to inter
disciplinary dialogue, drawing together legal, institutional, relational, and 
structural conceptions of governance. The term polycentrism is moreover com
pact and easily remembered. With such benefits, the idea of polycentrism has 
attracted increased interest in recent governance research (Scholte 2004, 2017; 
Black 2008; Ostrom 2010; Mittelman 2013; Jordan et al. 2018; Carlisle and 
Gruby 2019; Thiel et al. 2019; Faude 2020; Kim 2020; Orsini et al. 2020; Wurzel 
et al. 2020; Koinova et al. 2021; Gadinger and Scholte 2023). 

In invoking the concept of polycentrism we do not necessarily ascribe posi
tive connotations to the idea. To say that polycentrism brings analytical sense 
to observed governance of digital data is not to say that we normatively endorse 
this condition. On the contrary, as many chapters in this book show, poly-
centrism can provide a lens to criticize prevailing governance arrangements and 
to imagine alternative futures. 

Interdisciplinary Methodology 

The concept of polycentrism has the further advantage of facilitating inter
disciplinary conversations about governance, including rules and regulatory 
processes around digital data. As noted earlier, Polanyi coined and applied the 
term in an interdisciplinary sense. More recently, the notion has circulated in 
interdisciplinary contexts, such as environmental studies, global studies, media 
and communications studies, and science and technology studies. Other con
tributors to the present volume herald from anthropology, computer science, 
international relations, law, political economy, and political science. Polycentr
ism proves able to circulate in all of these academic quarters and more. Not 
every scholar is equally comfortable with the notion, but all approaches can 
and do engage with the idea. 
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In particular, polycentrism can bring into fruitful conversation different 
ontologies about governance (Gadinger and Scholte 2023). Some of the con
tributions to the present volume develop a more organizational perspective on 
polycentrism: that is, they understand governance to lie with organizations and 
their interactions with each other (e.g., Chapters 2 and 10). Other chapters in 
the book take a more juridical approach and see governance as resting with the 
law and legal processes (e.g., Chapter 7). Further authors pursue a more rela
tional ontology, viewing governance as a set of practices: that is, “ways of 
doing things”, be they behavioral, discursive, institutional, and/or material (e.g., 
Chapters 6 and 12). Still other conceptions in this volume are more macro
structural, locating governance power more in encompassing social orders, such 
as embedded inequalities (e.g., Chapters 4 and 5). Hence, framing governance as 
polycentrism encourages inter-paradigm conversations that are otherwise rare 
in respect of digital data governance. 

Project Execution and Chapter Overview 

This project was developed at the Centre for Global Cooperation Research 
(CGCR) at the University of Duisburg-Essen. CGCR is one of a range of Käte 
Hamburger Kollegs supported by the German Federal Ministry of Education 
and Research to promote collaborative international interdisciplinary scholar
ship on frontline issues of the social sciences and humanities. During its second 
phase (2018–2024), CGCR has highlighted both the conceptual theme of poly
centric governing and the empirical field of Internet governance. Cohorts of 
research fellows from around the world have worked together in Duisburg with 
the Centre’s core staff, producing several collective publications on these sub
jects (Haggart et al. 2021; Koinova et al. 2021; Gadinger and Scholte 2023). 

The present volume originates from collaboration among Internet governance 
scholars at CGCR during 2020–2021. Carolina Aguerre and Malcolm Camp
bell-Verduyn were then Senior Research Fellows at the Centre and devised the 
project with CGCR Co-Director Jan Aart Scholte and further support from 
other researchers and administrative staff in Duisburg. As lead organizers of the 
project, Aguerre and Campbell-Verduyn assembled prospective chapter authors 
in two workshops, held online in July 2021 and November 2021 amidst 
restrictions of the COVID-19 pandemic. Heralding from various world regions 
and academic disciplines, the contributors addressed a wide range of issues 
around digital data governance. Out of these deliberations has emerged a cen
tral contribution of this book: namely, an interdisciplinary conversation around 
the theme of polycentrism that bridges hitherto largely siloed analyses of digital 
data governance. 

The body of this book is organized into three parts with respective themes of 
theoretical frameworks, controversies, and technologies. The first part contains 
five chapters that mainly develop insights around concepts and approaches in 
the study of digital data governance, including the notion of polycentrism in 
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particular. The second part, with four chapters, highlights controversies in 
digital data governance around content moderation, disinformation, and priv
acy. The three chapters of the third part examine digital data governance with 
greater attention to questions around technology, including protocols, block-
chain, and AI. 

Part I of this book exemplifies how polycentrism brings into conversation 
different perspectives on digital data governance. Chapter 2 by Anjanette Ray
mond and Scott Shackelford nudges the “Ostroms’ Vision of the Commons and 
Polycentric Governance into the Digital Environment”. The chapter tackles 
pressing issues identified in the seminal piece by Charlotte Hess and Elinor 
Ostrom, Ideas, Artifacts and Facilities: Information as a Common-Pool 
Resource (2003). Raymond and Shackelford in particular reflect on con
temporary practices of data localization and notions of cyber sovereignty. 

While Chapter 2 develops the Ostrom/Bloomington conception of polycentr
ism, Chapter 3 by Carolina Aguerre works more in the “ordered chaos” vein 
distinguished earlier, with a particular focus on the implications of digital data 
flows across the Internet for global interoperability. The chapter examines the 
governance of digital data flows in relation to the seven attributes of transsca
larity, transsectorality, diffusion, fluidity, overlapping mandates, ambiguous 
hierarchies, and no final arbiter. These disparate arrangements at the level of 
governance actors are in addition connected to systemic organizing forces, such 
as underlying norms, practices, and structures. Data that flow across different 
networks on the Internet are one of the strongest indicators of interoperability 
at the infrastructure level. 

Chapter 4 by Isabel Rocha de Siqueira and Laís Ramalho addresses structural 
inequalities that shape the use of digital data in efforts to enact the 2030 Sus
tainable Development Agenda. De Siqueira and Ramalho draw attention to 
important but overlooked voids in the contemporary “datascape”, especially in 
relation to marginalized communities and the Global South. This chapter 
underscores how polycentricity offers routes for advancing normative proposals 
that challenge existing attempts to enact the 2030 Agenda. 

In Chapter 5 Daivi Rodima-Taylor addresses polycentric governance in rela
tion to data activism in Africa. The chapter argues that datafication is both 
problematic (as it is dominated by large tech corporations) and auspicious (by 
creating new opportunities for collective action around data access and data 
rights). Grassroots data activism, Rodima-Taylor argues, reveals possibilities 
for more democratic and sustainable circulation of digital data for the benefit of  
marginalized people. 

Rounding off Part I is Chapter 6 by Stefaan Verhulst, which examines ques
tions as a governance device in relation to digital data. Verhulst underscores 
that the questions asked (and not asked) substantially determine what kind of 
governance is (and is not) developed for digital data. The chapter argues that a 
polycentric approach to the setting of questions can help to advance a more 
careful and inclusive governance of the digital arena. 
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Part II of the book then foregrounds controversies in digital data governance. 
Chapter 7 by Wenlong Li and Dan Yang zooms in on the European Data Pro
tection Board (EDPB) with a view to improving enforcement of the General 
Data Protection Regulation (GDPR) and cooperation between national data 
protection authorities (DPAs). The chapter examines the transnational firm 
Clearview AI to illustrate current challenges around implementation of the 
GDPR. Li and Yang show that, while the GDPR regime includes polycentric 
enforcement and cooperation mechanisms, they are inadequate for effective 
regulation of cross-border enterprises, such as Clearview AI. 
Chapter 8 by Susan Aaronson addresses the problem of disinformation at 

intertwined domestic and international levels. Aaronson frames disinformation 
as a wicked problem that cannot be “solved” so much as mitigated by coordi
nated action between multiple centers of power. The chapter proposes that 
multilateral trade agreements can handle cross-border disinformation, but not 
domestically created disinformation. Effective governance of disinformation 
therefore needs a polycentric approach that interlinks national and international 
measures. 

Chapter 9 by Clara Iglesias Keller and Bruna Martins dos Santos further 
addresses controversies surrounding efforts at regulating disinformation. They 
show how debates over how best to counter disinformation frame data in a 
plurality of manners: both as a problem and a solution; as an instrument; and 
as a target of regulation. This chapter highlights overlaps between what are 
often presented as binaries and separate discussions of data governance and 
disinformation, focusing on statutory regulation in Brazil and India. 

Chapter 10 by Rotem Medzini and Dmitry Epstein examines how polycentric 
governance perspectives can identify the different institutional dynamics that 
shape privacy practices in different national settings. Various regulatory inter
mediaries, who are pivotal for interpreting, monitoring, and implementing data 
policy in organizations, constitute multiple centers of power. While the Eur
opean GDPR provides the normative grounding for these institutions, the cases 
expose a diversity of institutional choices and practices. 

Part III of the book foregrounds issues of technology that are crucial to 
digital data governance. Chapter 11 by Nathalia Sautchuk Patrício examines 
key technical protocols that have underpinned the historical evolution of Inter
net architecture. Sautchuk Patrício traces how these protocols have affected 
data flows, as well as polycentric efforts to govern these protocols. 

Chapter 12 by Malcolm Campbell-Verduyn examines emerging digital tech
nologies around blockchain and cryptocurrency. He provides a topology of 
efforts to date to govern this arena. Developing an “ordered chaos” perspective 
on polycentrism, Campbell-Verduyn outlines key norms, practices, and under
lying orders that govern distributed governance. The chapter argues that, 
despite claims of efficacy, polycentric governance of blockchain reproduces the 
instabilities and concentration of power that are associated with centralized 
modalities of governance. 
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Looking at another emerging technology, Chapter 13 by Janet Hui Xue dis
cusses how polycentricity is both a problem and a solution for governing AI. 
The chapter clarifies the problem raised by AI technologies in the use of per
sonal data from a polycentric lens as “ordered chaos”. Xue relates these 
underlying orders to more formal forms of regulatory tools, such as codes, 
laws, and markets in contemplating solutions and ways forward for polycentric 
digital data governance in the 21st century. 

Finally, the concluding chapter by the editors summarizes how, in the light of 
the foregoing chapters, polycentric perspectives offer a nuanced interdisciplinary 
understanding of digital data governance. We consolidate three general con
tributions of the book: namely, concerning the advancement of synthetic 
knowledge, a focus on questions of power, and the furtherance of creative 
diversity in policymaking. The conclusion of the book also identifies four ave
nues for future work, related respectively to multistakeholderism, sociological 
theory, temporality, and normative concerns. 

In sum, this book demonstrates how polycentrism provides a useful heuristic 
to address the complexities around digital data governance. The insights come 
from – and will be relevant for – scholars in a broad range of academic dis
ciplines and interdisciplinary fields. As debates around digital data governance 
develop further in the years to come, notions of polycentrism can clarify how 
policies unfold – and sometimes have unintended consequences. The book also 
lays ground for critical discussions about power asymmetries, (global) democ
racy in the digital realm, and legitimate governance of digital data. 
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NUDGING THE OSTROMS’ VISION OF 
THE COMMONS ON POLYCENTRIC 
GOVERNANCE INTO THE DIGITAL 
ENVIRONMENT 

Anjanette H. Raymond and Scott Shackelford 

Information that used to be “free” is now increasingly being privatized, mon
itored, encrypted, and restricted. The enclosure is caused by the conflicts and 
contradictions between intellectual property laws and the expanded capacities of 
new technologies. It leads to speculation that the records of scholarly commu
nication, the foundations of an informed, democratic society, may be at risk. 

(Hess, et al., 2003) 

This chapter goes on to tackle many of the pressing issues that have been identified 
in the emerging digital environment. Now, almost twenty years later, the time is 
ripe to return to the ideas laid out in 2003 to see how their cautions surrounding 
the growth of data localization and cyber sovereignty have played out in our 
increasingly ubiquitous digital existence. At the forefront of the debate is the gov
ernance of data, information, and even knowledge itself, in 2022, and beyond. 

This brief survey seeks to set out the background of Elinor and Vincent 
Ostroms’ work in this context, while adding to the conversation the contribu
tions of Charlotte Hess and the many others that have tackled the pressing and 
critical issue of governance of the Internet, and information. 

At the forefront of the emerging questions to be considered: when is digital data 
capable of being viewed in a manner similar to the property envisioned by the early 
works of Ostrom and Hess, and when might there need to be additions and alter
nations to governance frameworks? Or maybe more bluntly, when can we use the 
property regime as a major attribute, and when is something different necessary? 

History 

For those relatively new to the topic, the field of polycentric (multi-centered) 
governance may be considered as a multi-level, multi-purpose, multi-functional, 
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and multi-sectoral model, which has been championed by a variety of scholars 
and practitioners since the 1950s, including Nobel laureate Professor Elinor 
Ostrom and Professor Vincent Ostrom. According to Professor Michael McGin
nis, “[t]he basic idea [of polycentric governance] is that any group … facing some 
collective problem should be able to address that problem in whatever way they 
best see fit,” which could include adapting existing governance structures or 
crafting new regimes (McGinnis, 2011, pp.171–72). This conceptual model has 
been known by many names including adaptive governance, collaborative gov
ernance, and even “marble-cake federalism” (Polanyi, 1951). Yet the salient point 
is that it challenged orthodoxy, such as bigger was always better, or the tragedy 
of the commons model itself preferencing pure nationalization or privatization as 
solutions to problems posed by common pool resource regimes by demonstrating 
both the benefits of self-organization, understood here as networking regulations 
“at multiple levels,” and the extent to which national and private control can 
coexist with communal management (Ostrom, 2008, pp.1–2). It also posits that, 
due to the existence of free riders in a multipolar world, “a single governmental 
unit” is often incapable of managing global collective action problems both 
online and offline (Shackelford, 2020). 

The legal field of polycentric governance in the U.S. context was catalyzed 
by the work of Professor Michael Polanyi in his 1951 book, The Logic of 
Liberty (Polanyi, 1951). Quickly, the implications of this concept came to be 
known across multiple disciplines, including law, urban networks, and gov
ernance studies more broadly (Fuller, 1978, p.353). Professors Vincent and 
Elinor Ostrom, though, should be rightly credited as having done much to 
operationalize the concept and give it “empirical substance” (Aligica et al., 
2012, p.240). This process began in the 1970s and 1980s through a series of 
landmark field studies challenging the prevailing notion that the provision of 
public services—like policing and education—was made better and  more  cost-
effective by consolidating the number of departments and districts (Ostrom et 
al., 1978; Hanushek, 1986; Hanushek, 1987; Teske et al., 2013). Instead, they 
showcased the benefits of competition and public choice in municipal govern
ance (Ostrom et al., 2004, p.105). 

Professor Elinor Ostrom went on to dive deeply into whether polycentric 
governance systems could manage collective action problems associated with 
the provision of common pool resources, leading to her landmark 1990 book, 
Governing the Commons (Ostrom, 1990). She challenged the conventional 
theory of collective action, which held that rational actors would not cooperate 
to achieve a socially optimal outcome in a prisoner’s dilemma scenario, which 
is commonly associated with the tragedy of the commons (Olson, 1965). Pro
ponents of this theory thought that only top-down, state-imposed regulations 
could create the proper incentives for optimal collective action. However, field 
studies that Professor Elinor Ostrom and others conducted on the provision of 
water resources in California, (Ostrom, 1965), the design and maintenance of 
irrigation systems in Nepal (Shivakoti & Ostrom, 2002), and the protection of 
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forests in Latin America (Ostrom et al., 2015) showed that many individuals 
will in fact cooperate in the face of collective action problems (Prenkert & 
Shackelford, 2014, pp.455–67). These observations were consistent with 
laboratory experiments that found that externally imposed regulations, which 
were intended to maximize joint returns in the face of collective action pro
blems, actually “crowded out” individuals’ voluntary cooperative behavior 
(Frey & Oberholzer-Gee, 1997). 

What is it that makes polycentric systems so special? Among other factors, it 
is the capacity for spontaneous self-correction (Frey, 1997) self-organization, 
and interaction among diverse stakeholders (McGinnis et al., 2020). In the 
words of Professor Elinor Ostrom: 

[A] political system that has multiple centers of power at differing scales 
provides more opportunity for citizens and their officials to innovate 
and to intervene so as to correct maldistributions of authority and out
comes. Thus, polycentric systems are more likely than monocentric sys
tems to provide incentives leading to self-organized, self-corrective 
institutional change. 

(McGinnis et al., 2020, p.246) 

The Ostroms also posited that “the structure and dynamics of a polycentric 
system is a function of the presence of polycentrism in the governance of the 
other related and adjoined systems[,]” that is, the degree of polycentricity of 
governmental arrangements is impacted by the polycentricity of political pro
cesses and judicial affairs, and vice versa (McGinnis et al., 2020). As such, “[p] 
olycentricity is a complex system of powers, incentives, rules, values, and indi
vidual attitudes combined in a complex system of relationships at different 
levels” (McGinnis et al., 2020, p.246). Or perhaps more provocatively, “[a]ny 
island of polycentric order entails and presses for polycentricism in other areas, 
creating a tension toward change in its direction” (McGinnis et al., 2020, 
p.246). This insight has interesting implications in the study of digital environ
ments that both encompass and extend beyond diverse national jurisdictions. 

Further, as Professor Fikret Berkes has stated, “Polycentric and multilayered 
institutions improve the fit between knowledge and action in a social-ecological 
system in ways that allow societies to respond adaptively to change” (Berkes, 
2015, p.129). Indeed, the many benefits of polycentric systems have included 
promoting resilience to shocks, the effective production and provision of diverse 
public goods, the sustained capacity for self-governance, distributed leadership, 
and widespread public entrepreneurship (McGinnis et al., 2020). 

Yet such networks can also be “inefficient,” and are susceptible to institu
tional fragmentation and gridlock caused by overlapping authority that must 
still “meet standards of coherence, effectiveness, [and] … sustainability” 
(McGinnis et al., 2020; Keohane & Victor, 2011, p.7). As noted by McGinnis, 
Baldwin, and Thiel: 
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The structural foundation may fail to provide sufficiently autonomous 
decision units with the right kinds of overlappability to encourage regular 
means of mutual adjustment, processes and procedures may become too 
complex to be fully understood by the people operating that system, or citi
zens who end up being deeply confused about which authority is responsible 
for fixing unsatisfactory policy outcomes may lose sight of the reasons why 
their predecessors ever built such a complex system in the first place. 

(McGinnis et al., 2020) 

Self-organization and correction, in particular, may be stymied by a variety of 
factors including forum and search costs, discussion and analytic costs of iden
tifying shared goals, and coordination and authority costs of implementing 
collective decisions (McGinnis et al., 2020). Other less appreciated costs identi
fied by Elinor Ostrom to polycentric systems can include local tyrannies, stag
nation, conflict, and corruption. (Ostrom, 2005, p.282). Vincent Ostrom, on the 
other hand, was concerned about stalemates in highly federalized systems, along 
with a variety of other issues including path dependencies that shape viable 
public policy options. (McGinnis et al., 2020, p.16). Thus, the benefits and 
drawbacks of polycentric governance must be critiqued both generally and 
within the cyber context by relying on the institutional analysis literature, and 
then translated to the extent feasible and desirable into policy proposals to 
manage both natural and digital ecosystems (McGinnis et al., 2020, p.18). 

Ostroms’ and Cyber Infrastructure Governance 

Among the many applications of the Ostroms’ work on polycentric governance, 
particularly in the context of common pool resource management, is the extent 
to which it has informed the field of infrastructure governance, seeding frame
works, such as the Governing Knowledge Commons literature, discussed 
below. Particularly in the context of infrastructure, Professor Brett Frischmann 
has made the case in Infrastructure: The Social Value of Shared Resources, 
that a concept like “infrastructure,” which can be understood as the under
lying framework or foundation of a system—or “data” for that matter—does 
not fit neatly within the goods classifications that we typically rely on in 
describing property types (private goods, club goods, public goods, etc.) 
(Frischmann, 2013, pp.4, 25). From healthcare to protecting the grid from 
cyber-attacks, although the policy arenas vary, at their heart, many of these 
debates center on questions of controlling and accessing diverse infrastructure 
resources (Frischmann, 2013, pp.xi–xii). 

There is an underappreciated polycentric component to such debates given 
the extent to which various aspects of our digital infrastructure, including U.S. 
“critical infrastructure,” are in private hands. Consider that more than eighty-
five percent of U.S. critical infrastructure providers are private firms, yet they 
are tasked with core societal tasks, such as keeping the lights on, the water 
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running, and the data flowing (FEMA, 2011). Indeed, over time the definition of 
what constitutes “critical infrastructure” is expanding to encompass sixteen 
sectors that together comprise more than fifty-three percent of U.S. GDP (BEA, 
2022). Protecting cybersecurity, particularly for these diverse businesses, is a key 
concern, yet how should scholars, practitioners, and policymakers be thinking 
about this problem? Is cybersecurity a component of a classic public good, like 
national security, or a club good? Such debates are animated by ongoing dis
putes about whether we are experiencing a market failure when it comes to 
cybersecurity (Dourado, 2012). 

Global polycentric attention has been targeted at the issue of protecting 
civilian critical infrastructure, though interdisciplinary research in this context 
remains in its infancy. For example, polycentric efforts have included the 
public-private Paris Call for Trust and Security in Cyberspace, which now 
boasts eighty-one signatory nations, along with hundreds of academic institu
tions, civil society groups, and companies (Paris Call, 2018). Among the nine 
principles in the Paris Call, is the protection of civilian critical infrastructure, a 
norm that was echoed in the eleven cyber norms that were agreed to by the 
United Nations through two parallel processes known as the Group of Gov
ernmental Experts (GGE) and the Open-Ended Working Group (OEWG) in 
2021 (Esterhuysen et al., 2019). Other polycentric, multi-stakeholder efforts are 
also bearing fruit, such as the Cybersecurity Tech Accord, the Trusted IoT 
Alliance, and the Siemens’ Charter of Trust (Hinck, 2018). As we have argued 
in the past, a Cyber Peace Accord—building from these multi-stakeholder 
efforts—could promote the cause of protecting civilian critical infrastructure 
(Hathaway et al., 2017, p.xx). Further, “outcasting,” such as by isolating non
compliant regimes through sanctions, could be leveraged to promote enforce
ment in such a regime (Hathaway et al., 2017, p.373). This was one reason for 
the success of the Montreal Protocol, as Professor Oona Hathaway has argued, 
since “[t]he benefits of membership, and costs of nonmembership, increased as 
the club got bigger” (Hathaway et al., 2017, p.387). Still, though, protecting 
critical infrastructure is but one component of the larger debate on data gov
ernance, and how polycentricity generally—and the Ostroms’ other work in 
particular—can help us better conceptualize both a research and policy path 
forward. 

Ostrom and Data and Information Governance 

The governance of the underlying data, on which infrastructure depends, that 
serves a business, commercial, or other purpose, may need a different concept 
lens than those discussed above. Many are calling data conceptualized in this 
manner as a digital commons (Frischmann et al., 2014). Information—as a 
good—within a commons first garnered attention in software development. In 
1984, open software and open-source communities, such as Apache, developed 
and were managed as commons (Dulong de Rosnay et al., 2020). As such, the 
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progression of the technology eco-system and their commitment to shared—com
mons-based—governance has a history that the current discussion builds upon. 
Yet, a commitment to “building” an infrastructure, as a community, and the 
management of data that flows, is arguably different, at least in some instances. 

Because of the complexity of the data eco-system, it might be important for 
the data to be considered contextually within the hands of the entity that con
trols the data at any given moment. For example, data, as a packet of infor
mation traveling on the Internet, may be governed at any one time by various 
actors, in various places, with laws and rules about the actor’s behavior— 
polycentric, as described above. However, the bulk of the actors in this scenario 
may not be interested in the data itself. Instead, these actors are (or should be) 
committed to the Internet infrastructure as a public good. It is not about the 
data, per se; it is about ensuring the data flows without obstruction, capture, or 
other limitation. 

There are, however, fundamental questions about the governance of the data 
itself (Ruhaak, 2021). It is this, that we argue, is a digital data commons—that 
is, the data in an environment unto itself. As Hess and Ostrom wrote in 2003 in 
their often-cited work: Ideas, Artifacts, and Facilities: Information as a 
Common Pool Resource: 

In the past five years, law review articles have described an information 
arms race from various perspectives, with multiple sides battling for larger 
shares of the global knowledge pool. 

(Hess & Ostrom, 2003) 

This early work is partially an examination of information, conceptualized 
as a property right through the lens of access, extraction, management, 
exclusion, and alienation (Hess & Ostrom, 2003, p.111). The introduction 
of ubiquitous digital technologies has created an eco-system of distributed 
digitized information that adds more layers of complexity to the flow of 
data and the ability to own and organize the data. As such, the data con
sidered within the conversation of digital data governance must be vastly 
expanded to a nearly infinite series of Action Arenas (to use the IAD ver
nacular), as data is now gathered in ubiquitous amounts and held by an 
ever-growing number of actors. 

There are two questions that are clearly emerging—when is digital data 
capable of being viewed in a manner similar to the property envisioned by the 
early works of Ostrom and Hess, and when might there need to be additions 
and alternations to governance frameworks? Or maybe more bluntly, when can 
we use the property regime as a major attribute, and when is something differ
ent necessary? 

There is of course, a starting point for responding to these fundamental 
questions—it arises in the examination of the types of goods. As Hess and 
Ostrom note: 
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Recognizing the class of goods … enables scholars to identify the core 
theoretical problems facing individuals, whenever more than one individual 
or group utilizes resources for an extended period of time. 

(Hess & Ostrom, 2003) 

Of course, this leads to discussions surrounding goods considering two main 
issues: subtractability and exclusion (Hess & Ostrom, 2003, p.120). Private 
goods, those which are both rivalrous (meaning consumption by one entity pre
vents simultaneous consumption by another entity) and excludable (can easily 
keep you out), are difficult or impossible to imagine within the discussion of 
digital data and information as rivalrous (subtractability), since these character
istics are not in line with the way digital data exists (Hess & Ostrom, 2003, 
p.120). As such, within the Ostrom model, data is a resource to be managed as 
either a club good (non-rivalrous, yet structured as capable of exclusion), a 
common good/common pool resource (rivalrous but non-excludable), or a public 
good (non-rivalrous and non-excludable) (Hess & Ostrom, 2003, p.120). 

As the title suggests, Hess and Ostrom viewed information as a common 
pool resource (Hess & Ostrom, 2003, pp.120–21). Since that original examina
tion, support has grown for this evaluation. As Divya Siddarth and E. Glen 
Weyl point out: 

There is already evidence that a move towards common-pool digital public 
goods could have widely shared benefits. Parts of the digital world—often 
the most useful and admired parts—already function as commons: Internet 
protocols, which are governed by international institutions and open stan
dards, the open-source software that enables these protocols, which are 
often community-stewarded, and much of the crucial information layer of 
the Internet, including Wikipedia, the Digital Library of Commons and the 
range of content under Creative Commons, all of which have their own, 
commons-inspired governance structures. 

(Siddarth & Glen Weyl, 2021) 

In fact: 

Data lends itself especially well to a commons framework: both inputs and 
impacts are fundamentally shared, distributing access to these resources 
provides a foundation for further bottom-up innovation and technological 
progress, siloing or privatizing these erodes the possibility of stewarding 
collective benefit. Together, they form a shared layer necessary for eco
nomic growth and democratic participation. 

(Siddarth & Glen Weyl, 2021) 

But the governance of the data itself might be a question that leads to further 
complexity because the data may be part of a local data environment, or may 
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be thought of as part of a global digital data commons, or a combination of 
both. This may be a major question as it really divides the conversation and 
might lead to using different governance frameworks, or additions to existing 
frameworks. 

Data as the Focus of the Commons 

In terms of governance and the complexity of digital data, it should be recog
nized that there is a discernable difference between data held or managed in a 
local or regional commons—such as a data cooperative or trust—and data that 
is part of a global data complex eco-system. 

At its most basic, a data hub is a place to share data with others, but the 
potential models that can be used to manage the data within the hub are numerous 
and can never be a one-size-fits-all. Existing data hub models are being researched 
by the Data Economy Lab (Data Econ. Lab, Data Stewardship Models, 2022). The 
Lab, an initiative by Aapti Institute is a public research institute that focuses on the 
intersection of tech and society. The Lab is a dynamic space to think through legal, 
policy, governance, and technological issues on Data Stewardship. In their 
research, they have noted several models currently being tested by entities when 
exploring work in the area of data stewardship: (1) trust (Wylie & McDonald, 
2018), (2) marketplace, (3) personal data store, (4) exchange, (5) aggregator, (6) 
enabler, (7) collaborative, (8) repository, or (9) cooperative (Data Econ. Lab, Data 
Stewardship Models, 2022). And, as one can imagine, each model has its own 
mechanism of governance and stewardship. 

Under the Ostrom model, data is a resource to be managed as either a club 
good (non-rivalrous, yet structured as capable of exclusion), a common good/ 
common pool resource (rivalrous but non-excludable), or a public good (non
rivalrous and non-excludable) (Hess & Ostrom, 2003, p.120). 

In general, because digital data is most often considered non-rivalrous, the 
options are limited for the mechanisms of governance and stewardship. This 
limits the governance models to one capable of exclusion, or one not capable of 
exclusion. In many ways, local or regional digital data environments that 
exclude can and should be analyzed within the design principles established in 
Governing the Commons (Ostrom, 1990; McGinnis & Ostrom, 1992; Ostrom, 
2000; Ruhaak, 2021). These well-known design principles are: (1) well-defined 
boundaries, (2) congruence between appropriation and provision rules and local 
conditions, (3) collective-choice arrangements, (4) monitoring, (5) graduated 
sanctions, (6) conflict-resolution mechanisms, (7) minimum recognition of 
rights, and (8) nested enterprises. (Ostrom, 1990). 

Some recent research done in collaboration with Mozilla has started to 
translate Ostrom’s design principles into a digital governance model (Ruhaak, 
2021; Coyle, 2020). Drawing upon prior work completed by the Ada Lovelace 
Foundation, the newer framework, the design principles are: (1) clearly defined 
boundaries; (2) appropriate rules; (3) rule-making processes; (4) monitoring; (5) 
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sanctions; (6) conflict resolution; (7) right to self-governance; and (8) nested
ness/interoperability (Ruhaak, 2021). As readers can see, the Ostrom design 
principles are clearly within the newer framework, with adjustments made for 
the digital nature of the goods in question, as envisioned by the Ada Lovelace 
Foundation’s work. Yet even these principles depend on mechanisms of limita
tions (capable of exclusion). 

However, with non-rivalrous and non-excludable characteristics, it might be 
time to embrace the global digital commons. To examine this area more clo
sely, we can turn to lessons in natural resource governance. Within natural 
resource governance, it is generally agreed that the global commons are areas 
that lie beyond national jurisdiction. For example: the atmosphere, the high 
seas, and outer space. In comparison, Stern 

compares different types of commons, based on geographic scale, the 
number of resource users, salience, the distribution of interests and power, 
the level of cultural and institutional homogeneity, and the feasibility of 
‘learning’ as a management strategy. 

(Berge et al., 2011) 

Yet, the use of natural resource governance leaves some areas of concern as natural 
resources are, in fact, rivalrous. So, how should the global digital data commons be 
managed (Cole et al., 2019)? It is here where departure from the Ostrom model 
may be necessary. As described above, the Internet, as infrastructure, can certainly 
be thought of as a commons. Yet, this focuses on the infrastructure as the neces
sary area of governance. Can it also encapsulate the data itself, as an asset carried 
by the infrastructure? The answer is most likely “no,” as the absence of rivalrous-
ness, with the inability to exclude, is the hallmark of open data. Yet, when focus
ing on the data and not the infrastructure—how might this data within a global 
digital data commons be managed? At least one model would be to use the gov
ernance and stewardship of a knowledge commons. 

The term “knowledge commons” refers to information, data, and content that 
is collectively owned and managed by a community of users, particularly over the 
Internet. Of course, as previously described, what distinguishes a knowledge 
commons is that digital resources are non-subtractable (Hess & Ostrom, 2007, 
pp.12–13). As a shared social-ecological system, a knowledge commons needs to 
remain committed to guarding against enclosure or other activities that place too 
high of a burden on entry. Of course, much of our scientific research and libraries 
are to be thought of as knowledge commons. As such, that does not eliminate 
property rights, per se, but commits property rights to be exercised in a manner 
that respects the commitment to non-enclosure. Moreover, at least some argue 
knowledge commons will be part of the long-term attempt to address some of 
our most pressing social issues—environment, medicine, and education, as 
knowledge commons are currently primarily considered within research and 
other intellectual communities. 
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In a somewhat contrasting position, Susan Aaronson, who leads the Digital 
Trade and Data Governance Hub, calls for policymakers to “explore the new 
means of digital cooperation” on a global level (Data Governance Hub, 2022). 
The Hub’s recent work 

designed a new evidence-based metric to characterize a comprehensive 
approach to data governance at both the national and international levels. 
We divided data governance into six attributes (the dimensions in which 
nations act as they govern data) and subdivided these six into 26 indicators 
specific evidence of action. We then used the metric to assess 51 countries 
plus the European Union. 

(Data Governance Hub, 2022) 

The metric, built after an initial survey of law, is an attempt to “weave strate
gies, ethical frameworks, technological challenges to governance (such as algo
rithmic discrimination), structural change (how government institutions are 
adapting and organizing to these new responsibilities), and participation/feed
back processes into our framework” (Aaronson et al., 2022, p.6). The attri
butes: strategic, regulatory, responsible, structural, participatory, and 
international, are further subdivided into specific measures that are designed to 
allow for a broader assessment of data governance of a given country. Released 
in late 2021, it will undoubtedly lead to further research into the evolution of 
data governance on a global level. 

Conclusion 

The push to leverage insights of polycentric governance to better understand 
and protect critical infrastructure is, in many ways, just beginning. As the 
United States rolls out record-breaking infrastructure investments domestically, 
as the world battles the dueling global collective action challenges of climate 
change and cybersecurity, there is a need from both a theoretical and prac
tical perspective to apply lessons from polycentricity to empower diverse 
multi-stakeholder communities. As we have seen, communication—and 
coordination—are essential elements in polycentric systems to avoid the associated 
pitfalls. These pitfalls are precursors to the trust and confidence-building mechan
isms that are vital as the international community pivots to move from discussing 
cyber norms to operationalizing and verifying compliance with them. 

In the area of data as the focus of a commons governance model, research into 
the mechanism of governance and stewardship necessary and sustainable for digi
tal data needs to be undertaken. There are a growing number of mechanisms that 
appear as promising models. Of course, more work is needed, but certainly, the 
groundwork has been laid. Most promising are the efforts that are occurring to 
nudge the Ostrom models in key ways, never losing the fundamental under
pinnings of the original model. Yet, innovation—as created by human beings 
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working in tandem to produce, use, and share data in a cooperative manner—is an 
important long-term commitment to our global digital resources. 

Yet, we have barely been able to scratch the surface of all the data govern
ance and infrastructure topics and research questions that deserve further 
exploration using the analytical tools laid out by the Ostroms and their many 
collaborators. But we are likewise thankful that this edited volume tackles some 
of these issues and develops case studies to help further this analysis. 
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3 
INTERNET INTEROPERABILITY AND 
POLYCENTRIC ATTRIBUTES IN 
GLOBAL DIGITAL DATA ORDERING 

Carolina Aguerre 

1 Introduction: The Internet and Data Governance 

While most major controversies concerning the governance of the Internet in 
its first years were over protocols and organizations involved in the coordi
nation and management to ensure global interoperability and reach, many of 
the tensions that have surfaced since the early 2010s are predominantly on the 
content (as “digital data”, see Chapter 1) that travels across these different 
networks. Even though the oversight of Internet protocols and their under
lying infrastructure are still key sources of dispute in the governing of the 
digital space, the ability to control ‘Internet data’ and its flows implies 
unprecedented political, economic, and cultural power. As developed by Ray
mond and Shackelford (Chapter 2), a large portion of the actors involved in 
the data packets traveling on the Internet may or may not be interested in the 
data itself. In addition, business models on the Internet have shifted over the 
last decade and Internet traffic has become a relevant source of revenue for 
different players in the Internet value chain, from digital content platforms to 
network infrastructure providers (Van Couvering, 2011). 

Against this political-economic backdrop, the chapter aims to bring in a more 
nuanced formulation of the issue of Internet fragmentation and digital data 
governance. It does so by exploring the relationship between the governance of 
Internet data flows and their effects on interoperability from a polycentric per
spective. The work focuses on the elements that constitute Internet data as a 
phenomenon (Goertz, 2005) that may enable its distinction from other Internet 
governance contentions. This exercise is undertaken to bring some legibility to 
the currently (seemingly) disconnected array of themes, actors, and levels using 
data flows to affect the Internet’s interoperability, consciously or unconsciously. 
Another objective of the work is to critically examine the attributes of 
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polycentric governance as developed by Scholte (2017) and Koinova et al. 
(2021) and how they enable or hinder explanations about the unfolding of 
data governance flows. 

There are many pathways for Internet fragmentation based on data governance 
practices. The layer of content and applications involves the use of data and is 
contingent on a different set of political and commercial incentives (Drake et al., 
2016). It is increasingly regulated by national authorities in the areas of compe
tition, data protection, elections, intellectual property, law enforcement, and 
human rights, to name just a few of the different centres of authority, yet with 
limited power over the scope, scale, and capacity to enforce these measures. 
It is also subject to international and regional bodies, which are concerned 
with the uses of data for development purposes (World Bank, 2021), economic 
opportunity (EU Data Governance Act), but also for cybersecurity reasons 
(Group of Governmental Experts). The Internet’s private sector has also 
engaged with data governance bodies with global implications, such as the 
Facebook Oversight Board for content moderation controversies over the plat
form. While the content layer or data layer have historically challenged the 
norms and practices that have driven global Internet interoperability, its unity, 
and the central normative component of the Internet protocol suite (TCP/IP), 
these two have coexisted and struggled with this network’s characteristics  
(Goldsmith & Wu, 2006; Mueller, 2019). 
This chapter develops the concept of polycentrism as a distinct formulation 

on the issue of digital data governance based on the international polycentric 
lenses developed in the introduction of the volume. The chapter is next orga
nized into four sections: the first addresses the debates between the Internet’s 
architecture and data flows; the second explores the attributes of polycentrism 
as applied to data governance, with a focus on those issues that affect the 
Internet’s global interoperability; the third part addresses the systemic organiz
ing forces of polycentric governance. In the conclusion, a short discussion 
addresses the status of these polycentric arrangements and how they enable 
novel conceptualizations of Internet governance norms and infrastructure. 

2 Architectural Principles of the Internet and Data Policies 

There is a vast repertoire of strategies being pursued by different state and non-
state actors to achieve control over Internet data – based on data sovereignty, 
privacy, commercial interests, or other concerns, and using measures that range 
from the development of cloud infrastructure to forced data localization. IR 
scholarship touched upon the polycentric quality of communications networks 
and the Internet as an arrangement that lacks one central point of control 
(Scholte, 2021; Carr, 2015; Nye, 2014). There is a growing literature related to 
tensions emerging from data-driven platforms and how they shape the Internet, 
and vice versa (Claffy & Clark, 2014; Constantinides et al., 2018). Yet, there are 
still theoretical, as well as empirical gaps concerning how limitations to the 
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flow of data, for economic, political, or other reasons, may impact in different 
ways the Internet’s architectural principles and its broader normativity (ten 
Oever, 2021). 

The Internet can be conceptualized as an infrastructure for innovation (van 
Schewick, 2016), that is, one that fosters different uses and applications. These 
possibilities for having multiple uses and actors are based on its architectural 
design principles or the ‘tradition’ of networking (Carpenter, 1996) of the 
Internet engineering community. While the architectural principles of the 
Internet have been debated and contested for three decades (Clark, 1988; 
Carpenter, 1996; van Schewick, 2016; DeNardis, 2014) and there is not one 
single version or consensus of what those principles were and how they have 
evolved, the Internet is still a relatively interoperable and open set of relations 
between human and non-human actors (Musiani, 2020). 

In the introduction of the volume, the different traditions of polycentric the
orizing were mapped considering their epistemological approach, analytical 
focus, and central levels of analysis. In this chapter, I am following the more 
global approach of polycentrism 3.0 based on Koinova et al. (2021) (and 
expanded in the Introduction of this volume) to address how the practices and 
policies concerning the restriction of data flows may shape and affect Internet 
interoperability, potentially leading to changes in the Internet protocols them
selves. The perspective of interoperability in this work is broader than the 
protocols, to encompass technologies and data 

without the ability to understand and process what is being transmitted, it 
is insufficient for technological systems to have the capacity to pass bits 
from one system to another. The data layer is the ability of interconnected 
systems to understand each other. 

(Gasser, 2015, p. 3) 

At the same time, the perspective that is chosen in this study for the purposes of 
scope and feasibility excludes other dimensions of interoperability, such as the 
human and institutional, which have been considered in other literature and 
policies (Gasser, 2015; European Commission, 2023). The approaches of inter
operability beyond technical systems and protocols that have pervaded in the 
recent literature and technological policies are also addressing the polycentric 
characteristic of this dimension. 

The next part of the chapter addresses a selection of cases and examples and 
is not a comprehensive compendium of all the policies and practices involved in 
data governance flows. Rather a selection of data/traffic policies that have 
effects on the Internet’s interoperability and global reach are discussed. This 
study applies a broad conceptualization of data flows on the Internet and is 
complementary to Sautchuk’s contribution in this volume, in Chapter 11, on 
data at the interconnection layer of the network stack. 
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3 Polycentric Attributes of Digital Data Governance 

This first section unpacks seven attributes of polycentric governance. These are 
relevant to characterize when an issue is polycentric from the revised notion of 
polycentricity as “ordered chaos”. Attributes are intrinsic parts or character
istics of an entity (Oxford English Dictionary). These polycentric attributes 
were originally identified for the governance arrangements concerning Internet 
resources and identifiers (Scholte, 2017). Here they are reconsidered to unpack 
how the bits and bytes of ‘Internet data’ and its governance affect the Internet’s 
interoperability. The attributes that will be examined are transscalar, transsec
toral, diffusion, fluidity, overlapping mandates, ambiguous hierarchies, and  no 
final arbiters. 

Transscalar 

The attribute of transscalarity refers to the quality of transcending geographical 
boundaries. It is thanks to the Internet’s global reach as a network that digital 
data faces much lower technical barriers to travel across different territories, 
provided there is a network infrastructure, including servers and devices, and 
interoperable communications protocols. When compared to non-digital data, 
data over the Internet travels at a greater speed, with all the power connotations 
entailed by enhanced acceleration (Virilio, 1996). Capturing, processing, storing 
and ultimately the transformation of data are part of the governance tensions as 
they rely on interconnected devices and networks controlled by different actors. 

As data needs to “travel” across both space and time for many of its current 
uses (with the existing networked architecture and the economies of scale of 
business models that rely on different providers of digital) it is harder to bind 
than non-digital data. At the same time, cloud-based services which have revo
lutionized the infrastructure of the Internet over the last decade have generated 
greater centralization and less polycentricity from an infrastructure perspective 
(Mosco, 2016). Transscalarity is a key feature for the development of ‘global 
markets’ and ‘global audiences’ for digital services: entertainment and infor
mation based on data. While transscalarity may be achieved at an infrastructure 
level, it is being increasingly tampered by, to mention a few of the tensions, 
differences in copyright across jurisdictions, sovereignty concerns, and data 
protection regimes. 

This transscalar quality of infrastructures for transporting and processing 
data is one of the challenges that have surfaced more commonly for law enfor
cement agencies, for data protection and copyright, security, or sovereign 
interpretations, which have tried to address transscalar data flows of the Inter
net with different measures and varying degrees of success. 

While data flows were taken for granted as a ‘global’ commodity during the 
early years of the expansion of the Internet, the sources of any data point tend 
to originate with a person, an object, an organization/institution, and a 
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jurisdiction/space. The data origins have not varied so greatly in the last century, 
what has changed is the capacity to capture, store, and process such vast amounts 
and obtain profits from them. The temporal dimension mentioned earlier emerges 
as a distinct feature of digital data when compared with non-digital data. With the 
Internet as the backdrop of transscalar data flows, there is a spatial and temporal 
lens that changes the characteristics of the problem around data governance. An 
example is the measures taken by The Christchurch Call. After a terrorist attack in 
two mosques in New Zealand in 2019 that live-streamed 50 deaths on social 
media over 17 minutes, this initiative backed by a few dozen governments and 
major platforms and civil society organizations released a 25-point commit
ment to curb the diffusion of terrorist content on the web. One of these actions 
is to ‘accelerate research into and development of technical solutions to prevent 
the upload of and to detect and immediately remove terrorist and violent 
extremist content online’. There are many ways in which this can be approa
ched, which include the inspection of data flows and highlight both the con
cerns of the geographical breadth and the speed in which this data may be 
uploaded, and thus the need to also respond hastily. 

Transsectoral 

The transsectoral arrangements of polycentric approaches capture the different 
actors involved in the process of setting rules, organizing and attaching a moral, 
ideological, or a market value to data, and the assetization of data (Birch et al., 
2021). Because data can serve multiple purposes and be oriented at serving 
markets and consumers for scientific discovery, for advocacy, for the public 
interest, for government services, or for a combination of all, there are many 
different types of actors involved who hail from different sectors and that have 
different interests. 

Typically, the Internet governance literature has referred to transsectoral 
aspects as multistakeholder (DeNardis & Raymond, 2013). Yet, when con
cerning data governance and its effects on global Internet interoperability, I 
propose that there are three major actors that have been traditionally involved 
in these arrangements: states, companies, and the technical Internet community. 
States have been particularly conspicuous in regulating data flows for the same 
reasons mentioned for the first attribute – sovereignty, security, privacy, copy
right. In the case of companies, as data is at the heart of their business models, 
some have increased incentives to intervene not only to achieve greater control 
of content (as data) but even to shape Internet traffic through protocols. A case 
in point is QUIC. 

The QUIC protocol began to be developed by Google around 2012. It was 
only presented at the Internet Engineering Task Force a few years later while it 
was being de facto applied by Chrome users all over the world. QUIC’s main 
aim was to reduce latency, a characteristic whereby ‘the delay before a transfer 
of data begins following an instruction for its transfer’ (Oxford Learner’s 
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Dictionaries, n.d.). This protocol was later taken up by engineers at the IETF, 
which have improved the Google version of QUIC (also labelled gQUIC) to 
what is known as QUIC “for clients to send data immediately” (RFC 9000). 
QUIC also enables better security and efficiency of Internet traffic. This is a case 
in point of how private sector motivations to enhance Internet traffic transfers 
affect the Internet’s interoperability. As mentioned by Huston (2019) about 
QUIC, “there is a price to pay for this new-found agility, and that price is 
broad interoperability”. QUIC is both an example of efficiency concerns in 
traffic/data which not only affects network infrastructure but is also a case of 
user experience and costs with implications and the involvement of several 
actors, underscoring the polycentric character of the problem and its solutions. 

Diffusion of Authority 

Diffusion entails scattered authority conceived in both power and legitimacy 
across different levels and includes diverse sectors as a marker of polycentricity. 
There are several examples of how this diffusion is manifested, depending on 
the digital data issue at stake. Internet shutdowns represent one of the most 
conspicuous and possibly counter-intuitive examples of the diffusion of author
ity concerning data flows. The counter-example is the Internet’s cloud design, 
which marks a centralized approach. 

Internet shutdowns have been as the “intentional disruption of Internet or 
electronic communications, rendering them inaccessible or effectively unusable, 
for a specific population or within a location often to exert control over the 
flow of information” (Internet Society, 2019). Shutdowns take several forms, 
among the most extreme is the cutting off of all types of connectivity (mobile, 
broadband, satellite) to prevent access to the Internet as such. A softer 
approach, which may be combined with the first, entails content-blocking 
techniques to restrict access to websites and communications apps. 

Who has authority to order Internet blackouts or shutdowns? Governments. 
Usually, but not always in hybrid or authoritarian political systems (Feldstein, 
2022; Vargas-Leon, 2016). Yet, while governments may have power to force 
Internet Service Providers (ISPs) and other Internet communications providers, 
they do not have sufficient authority nor legitimacy to effectively address a 
complete shutdown, as there are many ways in which users and connectivity 
providers may still not abide by the orders for a full shutdown. Companies such 
as Meta, which in some countries represent “the Internet”, are also drawn into 
the debate of shutdowns when its platforms collapse or remain inaccessible. 

The diffusion of authority in Internet blackouts may be exemplified by the 
Russian government’s attempts on this matter, which have spiralled since its 
invasion of Ukraine in 2022. Even within the policies of a state that has been 
imposing greater restrictions on data flows, particularly since 2013 and the 
ensuing sanctions after the annexation of Crimea, it is unable to fully stop data 
flows coming in and out of its territory. Citizen strategies, civil society, and 
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international firms do not abide by or comply with these rules not only because 
they can be protected (if they are operating outside of the territory) but also, and 
more fundamentally, they can also afford not to comply with political orders as 
they are backed by a decentralized infrastructure and cryptography, which 
somehow allows them to ‘conceal for freedom’ (Ermoshina & Musiani, 2022). 

Despite this diffusion, there is a difference in the power coming from 
governments (Haggart et al., 2021), vis-à-vis other stakeholders when 
addressing Internet shutdowns. While the power might not be concentrated, 
a state actor can use existing norms and regulatory power to affect com
munications infrastructure with a greater effect than other private sector or 
civic actors. 

As to hierarchical control to countervail polycentric arguments in this attri
bute, cloud infrastructure represents a clear centralization of the Internet 
(Mosco, 2016; Jaeger et al., 2008). The development of cloud infrastructure is 
intrinsically woven with interests connected with data processing capacity and 
efficiency. Many of the largest cloud providers are the firms that have become 
large Internet content platforms, such as Google, Amazon, and Microsoft. 

Fluidity 

Fluidity refers to the quality of non-stable, in-motion shapes of data governance 
mechanisms on the Internet. In other words, markers of this attribute for data 
governance are the continual appearance of new organizations, working groups, 
regulatory frameworks, and practices. The examples developed for the previous 
attributes are ‘fluid’ motions of this data governance on the Internet. The 
Christchurch Call was convened in less than two months after the attack to 
activate a multistakeholder community to eliminate terrorist and violent extre
mist content online and has become a reference point with its “25 commit
ments” for governments, large platforms, and civil society. The QUIC protocol 
evolved from a Google-lead initiative and deployed first as a de facto standard 
to address latency problems with Internet traffic without initial involvement 
from other sectors to become part of the IETF and as a networking standard 
codified as RFC 9000. Finally, the practice of Internet shutdowns has evolved 
over the last years, and while there are still attempts at total disconnection from 
the Internet at the infrastructure layer, there are now more initiatives focused 
on blocking content from specific applications (Feldstein, 2022). 

The three examples show different tempos around the mechanisms, from the 
problem definition to the concurrence around a measure. Additionally, these 
cases show the repertoire of initiatives that may unfold in this fluid attribute: 
from sociotechnical instruments, such as the QUIC protocol, to governmental 
policies – and the concomitant practices of resistance from those opposing 
Internet blackouts – and also to multistakeholder platforms, such as The 
Christchurch Call. The temporal dimension is again a key to the understanding 
of a polycentric governance attribute. 
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Overlapping Mandates 

As with the Internet’s technical architecture, polycentric governance in digital 
data implies overlapping jurisdictions “where multiple agencies can claim com
petence over a given regulatory circumstance” (Scholte, 2017: 171). From an 
empirical perspective, overlapping mandates can be seen in many different sec
tors, from finance, to trade, to climate. In Scholte’s previous analysis there were 
also overlaps emerging from the Internet governance regime (Nye, 2014). 

The case of digital data poses cross-cutting challenges concerning mandates 
and overlaps with other sectors facing the same issues. One first example where 
data governance is being crucially discussed with effects on the Internet’s inter
operability is the handling of cross-border data flows and cybersecurity issues at 
the World Trade Organization (WTO). The treatment of these issues within the 
WTO brings in advocates for working within these institutional boundaries and 
arguing that it falls within the work scope of this organization, other opinions 
promote the establishment of new organizations. There is uncertainty concerning 
whether current WTO rules (written in the pre-Internet era) apply or not to 
digital trade issues (Panday & Malcolm, 2018). There is even a discussion as to 
whether data localization policies violate member countries’ WTO obligations. 

Another example emerges from the Court of Justice of the European Union 
which in 2015 restricted data flows from Europe to the United States because of 
concerns about the absence of sufficient privacy protections in the United States 
through the Schrems Case, which was followed in 2020 with another injunc
tion.1 While an initial reading of the case would suggest that it was concerned 
with privacy, there is a trade component as the data between European citizens 
and U.S. Internet firms was protected through a legal agreement (the Privacy 
Shield) which was a trade instrument. In recent years and with digital trade 
negotiations taking place, the European Union has taken a different approach to 
the United States in dealing with privacy issues in trade agreements, promoting 
an exclusion of privacy from trade agreements and addressing them in a sepa
rate legal arrangement under the General Data Protection Regulation (GDPR) 
called an “adequacy agreement”, to allow for data exchange with the European 
Union (Sacks & Sherman, 2022). These are attempts to organize and circum
scribe the issue as there is not a clear institutional focal point. 

While there is a perception and past evidence that the proliferation of Inter
national Governmental Organizations (IGOs) generates overlapping mandates, 
new studies reflect that these overlaps are receding (Reinsberg & Westerwinter, 
2023). The regulation of data flows over the Internet is still a hotly contested 
issue. But I argue that this is not because the organizations are poorly designed 
to address the problem of cross-border data flow regulation. Rather, it is that 
data flows are not for one purpose and that they change depending on what 
type of data it is (personal, proprietary, confidential) and who will be respon
sible for such uses. Instead of claiming that overlapping mandates riddle the 
domain of data governance, this attribute also showcases the institutional and 



regulatory vacuums and misfits around an issue whose constitutive elements are
extremely elusive to pin down. This will be addressed in the next attribute of
ambiguous hierarchies.

Ambiguous Hierarchies

Different instruments such as laws, conventions, frameworks, norms, and technical
protocols for data have been in place for decades and it is implicitly or explicitly
wrapped up in existing governance mechanisms around privacy, digital trade/e-
commerce, and human rights law. This blurring of instruments and issues has had
profound effects on the hierarchy of institutions to address many of these and with
an impact on how the networked ecosystem is arranged. Cross-border data flows
over the Internet provide once again a relevant example as the discussion about
which institution should be responsible for their governance is one of the most
contested and with a heavy reliance on the technical governance of the Internet.

As noted in the attribute of overlapping mandates, cross-border data flows can
be framed as a trade-related issue, which has been supported by the U.S. gov-
ernment (not by the European Union), and that would entail trade rules and the
WTO. This definition is being contested as data flows have other implications
and could fall into other organizations’ mandates if framed from a human rights
or development perspective, or even from an Internet governance paradigm which
has favoured a multistakeholder, bottom-up, and open model (Aguerre, 2019).
For example, only for the theme of cross-border data flows the following issues
have been identified as part of the tensions concerning their regulation: data
protection and privacy legislation; national strategies to reap economic and
developmental gains, while at the same time respecting HR; capacity-building
activities and participatory approaches that foster developing countries to have a
seat at the table (Ferracane & Lee-Makiyama, 2018; UNCTAD, 2021).

In the context of ambiguity in both the hierarchy and the mandates, these
attributes of polycentric governance are being catalogued as ‘weaknesses’ of
the current arrangements. A case in point is the recommendation by Digital
Economy Report (UNCTAD, 2021) that proposes the creation of a new insti-
tutional development to meet the “global data governance challenge”, with the
appropriate mix of multilateral, multistakeholder, and multidisciplinary
engagement (UNCTAD, 2021: 224). While data is still governed by different
centres of authority and through various mechanisms, this is a call for cen-
tralization rather than polycentricity.

No Final Arbiter

The attribute of “no final arbiter” is a recursive device that cuts across the
previous six. As portrayed by the analysis concerning the first attributes, there
is not one single point of authority to address the different concerns emerging
from the governance of data flows on the Internet and their effects on the
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network’s interoperability. There is no such thing as one type of universal data 
which may be regulated or governed hierarchically, as it cuts across sectors and 
fulfils different objectives. It depends on the type of data involved, its uses, and the 
different types of institutional actors and instruments that will be employed. While 
data protection may have an ultimate decision point in national agencies, the issue 
is different for other uses concerning innovation, research (including Artificial 
Intelligence technologies), and economic development. There are difficulties in 
implementing data protection beyond a certain jurisdiction unless there is a more 
comprehensive approach that also brings in infrastructural control. National 
security and sovereignty concerns promote centralized control of data flows, but 
they are not enough to promote their centralization. In theory, all these different 
purposes and policies affect which types of data are allowed to be transferred and to 
cross a jurisdictional border. In practice that control is more chaotic and fluid. 
While the control of data flows for any of the above reasons may not necessarily 
affect interoperability at the protocol level, they impose additional points of control 
or centres of authority, that is, chokepoints which could potentially increase more 
centralized governance arrangements. 

4 Systemic Ordering Forces 

The seven attributes developed earlier were an exercise to understand how Internet 
data unfolds or not in a polycentric governance characterization. These attributes 
interacted with each other in a highly reflexive way, and it was not always 
straightforward to neatly unpack and match either the governance of data flows or 
the tensions concerning the support of a globally interoperable Internet. The sys
temic ordering forces that will be addressed in this section provide a chance to bring 
more cohesiveness to the analysis and characterization of the attributes. Other 
chapters in this volume from Sautchuk and Campbell-Verduyn (Chapter 11 and 12 
respectively) also bring in the ordering forces to their respective analysis since these 
provide a relevant heuristic device to organize the seemingly unconnected and dis
organized issues. The three systemic ordering forces are norms, practices, and  
underlying structures and they allow us to move beyond an ontological character
ization of data governance through a lens of polycentric attributes, to one where the 
relations between these three forces and their interconnections are rendered. It helps 
to move beyond a structural approach concerning issues and institutions, as well as 
from dissecting the different drivers in isolation (Scholte, 2021). 

Norms 

Norms are general articulated principles that inform the process of governing 
[…] The notion is that certain guiding ideas of the good and the correct become 
embedded in the conduct of world politics, such that they acquire a force of their 
own, separate from the actors who enact them. 

(Scholte, 2021: 43) 



Norms become part of the organizing vectors of institutional approaches. In this
chapter, a basic underlying norm that is being examined is that of Internet inter-
operability, as its desirability is taken for granted and that is a normative condi-
tion. But in addition, there is a relationship that is being explored on the extent of
the ‘damage’ to the global Internet interoperability that emerges from the tensions
derived to control the data flows. Are polycentric governance approaches to data a
cause, a consequence, or even a precondition derived from previous processes of
datafication, digitalization, and enhanced computer networking capabilities over
the Internet? There is not one single answer to these questions, but it underscores
how there are multiple norms involved in the issue.

In the first place, normativity is embedded in the technical infrastructure that
is not manifested as a written rule, nor as an aspirational guide, but as a con-
dition for certain behaviours, practices, and imaginaries. An open, interoperable
Internet may favour integration and cooperation, but some of the governance of
the traffic may be following other interests, such as cyberattacks or Internet
blackouts.

In the second place, there are long-standing norms and a tradition of State
involvement and regulation concerning data and content, even before the Internet
and digitization. This normativity has always been present in Internet governance
debates and has left States as the actors with the greatest stakes to stop global
data flows over the Internet for content regulation purposes (which may imply
different issues, from copyright protection to censorship of forbidden material, to
the protection of private and sensitive data and to national security).

We have been able to identify different types of norms for this issue and they
become a marker of polycentricity as they share many of the polycentric attri-
butes developed earlier. Yet, norms on their own do not explain the unfolding
of these preferences and behaviours.

Practices

There is even more diversity in the practices surrounding data governance. This
is a second type of structure in polycentric governance that falls into the
“practice turn” approach of International Relations.

Whereas norms refer to what people believe in, practices relate to what
people do. While norms are explicitly articulated, practices are often tacit
and even unconscious.

(Scholte, 2021: 70)

Recent explorations on polycentric governing from this perspective include
the regulating effects of everyday routines (Mencutek, 2021; Bueger & Gadin-
ger, 2018). The way “things are done” in the world of the Internet has incor-
porated some degree of order (which ultimately reflects a technocratic
approach) through practices that relate to functional, running programs, such
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as “code is law” (Lessig, 1999) or the “culture of innovation” that is present in 
many of the data-driven Internet corporations. 

As mentioned previously in the attributes section, practices that have been 
identified concerning data flows over the Internet have different purposes and 
instruments. The Christchurch Call platform or the efforts to generate Internet 
shutdowns are different kinds of practices: the first institutionalized and 
responsive to a global demand to curb the spread of terrorist content, the 
second as part of the repertoire of possibilities employed by governments to 
contain domestic pressure. The control of Internet data flows is the symptom of 
more profound causes for socio-political discontent. 

Underlying (Infra) Structures 

Finally, the last systemic ordering force to be analyzed from a polycentric 
perspective concerns the underlying structures, defined as 

macro structures that underpin – and manifest themselves through – norms 
and practices, as well as actor motivations and decisions. Underlying orders 
are systemic: they permeate – and integrate – all locations and connections 
in a polycentric regime. 

(Scholte, 2021: 75) 

Underlying structures are the most invisible and deeply embedded approaches 
that ultimately shape much of the conscious adoption of norms and practices in 
a polycentric arrangement. The governance of data flows on the Internet is a 
contested point of underlying orders that depend on the actors, purposes, and 
uses of the data and its types, as mentioned in the Introduction of this volume. 

International Internet connectivity can be conceptualized as a global public 
good (Canazza, 2018, Raymond, 2012), based on the interconnection of over 
70,000 networks where data packets are running through them with the Internet 
Protocol (TCP/IP). This conceptualization resonates with the Internet as an 
‘information commons’ (Raymond and Shackleford in Chapter 2) with many 
centers of power, authority, and control. The control of this interconnection of 
networks that allow for these data flows remains one of the most distributed 
approaches to communications that challenge centralized controls. This has 
been a systemic underlying structure that has been openly sustained and sup
ported in different fora for the last three decades by many different actors, from 
the technical community, civil society, companies, and a large majority of gov
ernments that have explicitly supported this global model of interconnectivity. 
“Internet connectivity means anyone with access can use the Internet to com
municate. This means aggressors and opponents alike. Unlike most historical 
communication methods, the Internet is astonishingly resilient when conditions 
for connection are bad. It’s not magic. It won’t end wars or invasions. But it is 
a great tool for humans to use against their oppressors” were the words of the 
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Internet Society’s director in March 2022 as the war in Ukraine unfolded with 
cries from many sectors to shut down the Internet for Russia as part of the 
sanctions package. The sole idea of one institutional actor having the power to 
disconnect, unplug, or cut off a country from the Internet has been anathema 
from the sociotechnical imaginaries (Abbate, 1999) that are underlying orders of 
this network. 

The Internet enables the transport of this data that is shared and consumed 
as “content” by Internet users. The fundamental underlying order of the Inter
net as this network of networks, polycentric by design, and the values that stem 
from this open, end-to-end architecture are key principles that sustain the 
underlying structure of global digital data ordering. While these ordering forces 
may seem taken for granted and as global values, this socio-technical imaginary 
over the Internet architecture by protocols hovers between “a technological 
dream and an economic reality” (ten Oever, 2021: 346) where centralization 
rather than polycentricity begins to prevail. The critical approaches to con
temporary capitalism and its failures to redress imbalances in users’ data stem
ming from digital platforms (Mazzucato, 2018), which benefitted from the 
original public funding that developed the initial Internet protocols and the 
architecture that sustains these imaginaries underscore the role of large techno
logical corporations. 

Adding to ten Oever’s (2021) and Mazzucato’s (2018) critique on the role of 
economic forces that shape the Internet environment, there is also a political 
reality that challenges protocol interoperability and openness with non-Western 
actors, as especially China is developing Internet protocols that promote greater 
centralization and state control of the Internet (Taylor et al., 2022). Economic 
and political power are centralizing, rather than diversifying the limited reper
toire of governance opportunities for the control of Internet infrastructure and 
their data flows. Actors’ constraints emerge from the different political and 
economic tensions which are rarely monolithic, and also with respect to the 
open interoperable infrastructure where these rules try to become embedded. 

Concluding Remarks 

This chapter has used polycentrism as a conceptual lens for understanding the 
governance of data flows over the Internet and its effects on the global inter
operability of this infrastructure. The study has shown that the governance of 
data flows is inextricably linked to the Internet’s centres of power. 

It first discussed the turn of Internet governance debates, originally centred 
on identifiers, resources, and institutions to bring order and authority over these 
issues in the 1990s, to a more cross-cutting dimension of Internet governance 
concerning the data flows which are contemporary sources of political and 
economic power, and which are recursively affecting the same open and inter
operable infrastructure that initially empowered many of these interests. 
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The theoretical attributes developed in Section 3 helped to identify different 
types of dependencies between data flows and Internet infrastructure, as well as 
difficulties in dissecting each attribute as independent from the other. Attribute 
analysis has also exposed the many interpretations and consequences that 
emerge from different practices concerning Internet data flows. Attributes have 
also exposed the multiplicity of actors, levels, issues, and spaces, as well as the 
temporal dimension as one which is crucial, not only to better understand the 
unfolding of these governance processes (Virilio, 1996) but also because time 
itself is part of the data flow problem and is still looking for both questions and 
answers. 

While at first glance it may seem that large technological corporations have 
the biggest share of data and this ownership may imply that they can uni
laterally define the rules about its governance and that of the Internet, poly
centric theorizing based on attributes and underlying orders in Section 4 
challenge some of the inexorable trends towards centralization. Governments 
have been traditionally invested with the power to protect national interests and 
legitimate concerns related to the protection of fundamental human rights. 
These actors aim to re-centralize that power from big tech and may undermine 
diversity and the polycentric governance of data flows. Yet, this chapter has 
also shown that despite these efforts, their power has limitations when exam
ining these arrangements with a polycentric lens. Data flow governance may be 
characterized as a polycentric configuration, considering its embeddedness in 
the technical and institutional features of the Internet. Polycentric theorizing 
allows us to unpack the tensions and contestations that emerge in the politics 
and practices around the efforts to upkeep an interoperable Internet. 

Note 

1	 In 2013 the Austrian citizen Maximilian Schrems filed a complaint against Facebook 
Ireland Ltd with the Irish Data Protection Commissioner, as it was the country where 
Facebook has its European Headquarters. The complaint was aimed at prohibiting 
Facebook from further transferring data from Ireland to the United States, given the 
alleged involvement of Facebook USA in the PRISM mass surveillance program. This 
was followed by complaints in 2018–2019 over non-compliance with the GDPR by 
that company and several other U.S. tech corporations which led to an invalidation of 
the “Privacy Shield” by the European Court of Justice. 
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4 
THE CHALLENGES OF GOVERNANCE 
IN A DATASCAPE 

Theorizing the Role of Non-extractive 
Methodologies in the 2030 Agenda 

Isabel Rocha de Siqueira and Laís Ramalho 

If we have been datafied beings for a while, the UN 2030 Agenda, with its set of 
17 Sustainable Development Goals (SDGs), 169 targets, and 232 indicators, has 
made that point irrevocable. This fact is demonstrated by the several philan
thropic, private, and public initiatives created to provide quantitative data that 
the United Nations and partner agencies suggest we need in order to ‘build 
back’ from the COVID-19 pandemic. However, a key issue the chapter wants 
to highlight is that data needed for monitoring social issues are not always data 
that are driving action on the ground. This means that global data governance 
should not be driven to produce data for data’s sake. With that in mind, we 
suggest that there is a need for efficient polycentric and multiscale governance 
that is guided by a more profound understanding of how data governance and 
governance by data can in fact contribute to a social justice agenda. 

This chapter highlights the inequalities that populate what we call the datas
cape, of which we take the datafying practices around the 2030 Agenda as proxy. 
We call a datascape the fluidity of perspectives on data we find in the different 
datasets and the varied modes of engagement that form the vast landscape of 
datafied beings and things. The datascape can encompass different themes at 
different times and how we approach it depends on our own situatedness. Thus, 
the notion allows us to move from the determinism of a technology-centred data 
governance to a more situated and embodied perspective. 
We start, in the following section, precisely with Appadurai’s idea of a frac

tioned and irregular global system and his work on the different disjointed 
landscapes that compose the global economy. We move then to de Sousa San
tos’s notion of non-extractive methodologies so we can establish some basis for 
a discussion on justice. That discussion takes place through various insights 
derived from our empirical engagement with situated and embodied knowledges 
in citizen-generated data (CGD) projects focused on the SDGs in Rio de 
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Janeiro, Brazil. The chapter aims to arrive at a multifaceted notion for thinking 
polycentricity in global digital data governance. 

By looking at citizen-generated data (CGD), we learned that the lack of data 
about certain communities or of data usability in certain contexts is not neces
sarily a side-effect of the datascape, but its ontological necessity. So long as a lack 
of (reusable) data seems a challenge from the past that technology and modern 
governance can fix, more and better (in the infrastructural sense) data will remain 
the future and most logical (only) response. Analyzing what CGD can offer, 
instead, is one way to show that not all data in the world can compensate for 
inequalities on the ground. Making data governance ‘work’ should be as much 
about the data produced as about how production takes place, who is involved, 
and how stories that make a difference are being told with the help of data. 
Such observations lead us to argue for attention to political matters, that is, a 

careful look at what should not be considered merely technical but is instead 
central to the democratic debate: while infrastructural issues of interoperability 
tend to be emphasized, we argue for a more central role to issues of relation
ality, that is, how data enacts diffuse agency, impacting subjectivities, identities, 
and political truths. We suggest polycentric data governance should prioritize 
mutual learning, safeguard space for experimentation by people living the rea
lity of social issues on the ground, and incentivize innovation not only in terms 
of material technologies but of social processes as well. 

The chapter stresses the importance of both seeing with data and of thinking 
of who is made visible in the datascape. That way, data governance is about 
technical capacity and ‘bits and bytes’ as much as it is about community, and the 
latter needs to be made a crucial part of any new global political propositions. 

The 2030 Agenda as a Datascape 

In April 2021, a report by the UN Secretary-General on the progress towards 
the Sustainable Development Goals (SDGs) exposed the immense challenges we 
face as societies, all of which have been compounded by the pandemic of 
COVID-19. The tragedy of more than 6 million lives lost (Ritchie et al., 2020) 
is combined with the on-going health, economic, and social crises everywhere. 
As part of the envisaged responses, the mentioned report suggested ‘[t]he ability 
of governments to respond effectively and achieve a better recovery will also 
depend on the availability of data’ (United Nations, 2021b, p. 3). The document 
lists how the many targets established by the UN 2030 Agenda are showing 
distressing signs: around 199 to 124 million additional people became poor in 
2020, the extreme poverty rate is increasing for the first time in a generation, 
and 8 out of 10 ‘new poor’ are in middle-income countries and territories 
(United Nations, 2021b, p. 4). 

Although officially approved by the member states of the United Nations in 
September 2015, the 2030 Agenda was born from a polycentric process. It took 
several actors (governments, international organizations and agencies, the 
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private sector, civil society organizations, scholars, and individuals) and several 
fora (the United Nations Conference on Sustainable Development (Rio+20), the 
Addis Ababa Action Agenda on Financing for Development, and even online 
public consultations) to build the complex system we now call the 2030 Agenda. 
Its execution also can only be achieved through a polycentric strategy: the 
system relies on flows of information, resources, and practices traveling in all 
directions. An example of a bottom-up flow is often found in local data being 
integrated into the global monitoring of the SDGs while a top-down flow 
example is the efforts of the United Nations to build monitoring capacity of 
national and local statistics institutions (United Nations, 2021a). 

As a complex dashboard, if data are to be produced on all themes of the 2030 
Agenda, we would have the most complete informational system of all times and, 
following the rallying call of the SGDs, it seems reasonable to imagine we would 
‘leave no one behind’. However,  ‘data driving action might not be the same as 
data evidencing progress on the indicators’ (Jameson et al., 2018, p. 12). 

Therefore, if differentiating between data for monitoring and data for action 
might be needed in certain contexts, it is also crucial to understand and theorize 
about how working across scales and with different forms of data collection 
present enormous challenges to data governance and politics (Idem). Critical 
voices in data studies have been emphasizing the role of the local in datafica
tion. Loukissas (2019), for instance, claims that, in many ways, ‘all data are 
local’, a notion that aligns with the view expressed above that action is a crucial 
goal of datafication and it often happens on the ground, that is, in situated 
contexts. Nevertheless, much of the decision-making processes about the data 
infrastructure being built around and through the SDGs are not able to take the 
local into account with the same theoretical, not to mention political, weight. 
The issue with this is that relations of power are born and maintained through 
such decisions, which frame, construct, and intervene in global agendas. 

Power in the Datascape 

Collaborating in another project that approaches the 2030 Agenda as an ‘epis
temic infrastructure’ (Tichenor et al., 2022), we argued the SDGs can be per
ceived as an epistemic representation of the cumulative effects of datafying 
practices (Rocha de Siqueira & Ramalho, 2022). In this sense, the Agenda his
torically accumulates the discourses and practices imbricated in power relations 
around knowledge production, while also representing the Western scientific 
overreliance on technological solutions to solve problems often created by this 
very reasoning. We want to unpack this idea in order to set the scene to discuss 
the different relations of power/knowledge implicated in the SDGs datascape. 

Saying that there is an overreliance on technological solutions in the SDGs 
datascape means that many technological fixes are being explored to generate 
and analyze data for monitoring the SDGs. Big Data is a case in point, along 
with its ‘ecosystem[s] of new data, new tools and new actors’, which Letouzé 
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(2015) has called the ‘3Cs’: ‘crumbs, capacities and community’ (p. 4). The 
‘crumbs’ have to do with Deleuze’s (2017) notion that we have become ‘divi
duals’, that is, ‘the decomposition of individuals into data clouds subject to 
automated integration and disintegration’ (Terranova, 2004, p. 34). When Big 
Data is advanced as a possible complementary solution to producing data – in 
this case, about the SDGs – the idea is to be able to recombine our ‘microstate’ 
data (web use and behaviour data, for instance), as necessary for different pur
poses, into ‘macrostates’ (categories, ‘measurable types’) that are not necessarily 
equal or restricted to the ones we consider we ‘politically own’ (Cheney-Lip
pold, 2017, p. 26). It is in that sense that we can say that ‘we are temporary 
members of different emergent categories’ (Cheney-Lippold, 2017, p. 11): ‘there 
is no single, static sense of us but rather an untold number of competing, 
modulating interpretations of data that make up who we are’ (Cheney-Lippold, 
2017, p. 27). At play, therefore, are matters of power over the means and the 
know-how to intervene and govern such modulating interpretations. 

In terms of capacities and community, Letouzé (2015) highlights the impor
tance of considering ‘Big Data is not just big data – but also tools and techni
ques that are largely developed and mastered outside the reach and realm of 
traditional policymaking’ (p. 6). Big Data, nevertheless, is but one possibility; 
there are various data sources. A document elaborated by GIZ and the Global 
Partnership for Sustainable Development Data proposes four categories: geos
patial data, citizen-generated data, privately-held data, and administrative 
data.1 Big Data can cross all of them. The case in point is that the existence of 
data (‘availability’ is relative) has been commensurate with the diagnosed need 
for more: the more data are generated, the more data seem to be required. 
However, as suggested above, all the data types in the world cannot compen
sate for politics on the ground and the structural inequalities we witness taking 
shape in everyday life. This is, perhaps, why ‘[i]nevitably, then, today’s explo
sion of data, a by-product of the computer revolution, has created new con
junctions between numbers and norms’ (Jasanoff, 2017, p. 1) as the data 
explosion has evidenced and created new disjunctures as well. 

After all, if data required for monitoring are not always data required for 
action, then a series of key questions needs to be at the forefront of global data 
governance, such as ‘how many resources are being diverted for producing data 
that are not for action?’ And ‘if the tools and techniques employed are or can 
be largely outside of the realm of traditional policymaking, who is validating 
decisions about what data are generated and how?’ These are reflexive ques
tions about governance that should permeate legal frameworks, legislative pro
cesses, and accountability practices that seek to address inequalities in the 
international system. 

We propose to address these questions by thinking in terms of a datascape 
that is inspired by Appadurai’s work on global cultural flows. In a 1990 article 
that took stock of the many changes in a world that was becoming rapidly 
globalized with the help of technologies, Appadurai talks about ethnoscapes, 
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mediascapes, technoscapes, financescapes, and ideoscapes, and justifies the use 
of the suffix by saying that these are ‘highly perspectival constructs’, marked by 
‘historical, linguistic and political situatedness’. Moreover, he adds, these are 
the ‘building blocks’ of ‘imagined worlds’, a term which perhaps does not help 
make his more important argument that these landscapes are ‘fluid’ and ‘irre
gular’ (Jasanoff, 2017, p. 1). We will not dwell on the particularities of each 
landscape; it suffices to say that thinking about the landscape of digital data 
today as datascape can help us account for both issues of interoperability, that 
is, in a loose definition, the matter of making data reusable, which is related to 
standardization, semantics, and infrastructure (Morales & Orell, 2018), and 
issues of relationality, which, at an ontological level, regards the diffuse agency 
enacted by data in becoming the macrostates mentioned above, that is, sub
jectivities, identities and, political truths.2 If interoperability directs one to think 
of material processes, techniques, and structures, relationality leads to the rea
lization that all these and the political truths of “self” and “other” are con
stantly moving, in fluid and irregular flows. This is so that the fact of 
establishing a procedure, creating a dataset, or deriving conclusions from data 
needs to be accompanied by the notion that any such constructions are situated. 
The absence of this reflexivity might just reinforce inequalities instead of 
addressing them, no matter how sophisticated data governance processes are 
designed to be, technologically speaking. 

Again, following Appadurai (1990), we can say datascape is about the ‘deeply 
disjunctive and profoundly unpredictable’ landscape of digital data (p. 298). As 
a part of this datascape, the informational system that is now the 2030 Agenda 
‘simultaneously represent[s] the world “out there”, the organizational context 
of their application … and the political and social roots of that context’ 
(Bowker & Star, 2000, p. 61). That means that it is not enough that new forms 
of global digital data governance are developed to address seemingly technical 
infrastructural issues of interoperability so that datafying systems are able to 
count more effectively. It is vital to take into account the ethical and political 
issues that reside in the construction and functioning of these systems, meaning 
that they need to go beyond counting towards accounting for the prioritization 
in data production and circulation and for the historical injustices in knowledge 
production – the epistemic violences that are central components of this datas
cape, 3 as we will discuss next, by looking into how counting and accounting 
practices relate on the ground. 

Data Governance Without Data Extractivism: The Role of 
Citizen-Generated Data 

We live in a world that currently abounds with data and their correlations 
(Jasanoff, 2017). Some argue little is achieved in contrast to all the information 
that is produced. Big Data and other elements of an epistemic reconfiguration 
have been ‘credited’ with the ‘death of theory’ – all we need is correlations 
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(Anderson, 2008). In this explosion of correlations, we can lose sight of why 
any of them are important at all. Enter the narratives. Indeed, it is instructive to 
relate narratives and the abundance of numerical digital data. 

It has been in the territories, in the municipalities – on the ground, so to say, 
that the narratives for rights, quality of life, and democracy have been stronger, 
in comparison to global-level institutions. There is where there is clear resis
tance to life as mere numbers and to the loss of stories in people-less agendas. 
There is also where there is resistance to extractivist methodologies that extract 
those numbers without care, that is, without accounting for the justice that they 
demand in terms of very material consequences. ‘Reasons, concepts, thoughts, 
analyses, or arguments’ need to be ‘soaked in emotions, affections, and feelings’ 
in order to be actionable, as Jasanoff (2017, p. 97) puts it. In methodological 
terms, for that matter, to be in the territory is not enough without being a part 
of it. And being part of that ‘somewhere’ is a vital piece in the way citizen-data 
methodologies can be non-extractivist. In order to not merely extract, one needs 
to know what the other would value receiving or feeling and account for that, 
becoming imbricated with the consequences of life in the territory. 

Of course, when we talk of a global policy framework such as the 2030 
Agenda, we need much more than alternative or financially inexpensive meth
odologies: we need baseline data, homogenized methods for data collection, 
frequent data reporting, and so on. But nowhere does that mean we do not 
need, nor should we equally value, systematize, and theorize about embodied, 
localized, and non-extractivist ways of producing and envisioning data. 

However, in the 2030 Agenda datascape, issues of interoperability rather than 
relationality tend to be prioritized. There have been several reports published 
by not only the UN but also other specialized and non-specialized organizations 
on the challenges of integrating and reusing alternative data types. In that sense, 
much is being done to think of the legal frameworks, technological fixes, and 
policy-oriented tools that can help make the most of the data that might serve 
the purposes of monitoring the SDGs (United Nations, 2020; World Bank, 2021; 
Sachs et al., 2021; Peach et al., 2021; GTSC Agenda 2030, 2020). Nonetheless, if 
we are to ‘leave no one behind’ – the 2030 Agenda’s motto – and in order, 
therefore, to make sure data are not produced for data’s sake, then, at a mini
mum, actionable data needs to be considered as relevant as data that are used 
for monitoring the implementation of the SDGs. Moreover, investments, both 
of material resources and political will, would need to be calibrated accord
ingly. These are issues of power and inequality to the extent that the advances 
in this ‘data revolution’ have so far been far away from revolutionary. 

To begin with, an issue of rather common knowledge, if digital data collec
tion is essential to achieving the SDGs and to ‘build back’ from the pandemic, 
discussions on data governance need to consider the fact that almost half of the 
world’s population does not have access to the Internet. According to the UN 
‘2020 Sustainable Development Goals Report’, by the end of 2019, only 53.6% 
of the planet had Internet access. Of course, this number is colored with ‘wide 
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regional disparities’: approximately 80% in Europe against approximately 20% 
in sub-Saharan Africa. In addition, 141 countries reported the existence of a 
national statistical plan, but not all of them were fully funded (United Nations, 
2020, p. 59). In response to this, the international community has been explor
ing new possibilities for concerted efforts. 

In the broader datascape, that is, going beyond the SDGs datascape, a well-
established international initiative already existed to support mostly the devel
opment of official statistics in low- and lower-middle-income countries, the 
PARIS21, founded in 1999. In 2021, two other projects were inaugurated that 
seek to track SDGs data: the Clearinghouse for Financing Development Data,4 

an initiative of the Bern Network on Financing Data for Development; and the 
World Bank’s Global Data Facility, created to fund and support more efficient 
data statistical production globally.5 

At the background of such concerns about efficiency, therefore, is an 
acknowledgement of a basic global inequality in statistical capacity.6 Recent 
investments in new data sources and systems envision ways of pursuing a 
worldwide monitoring system based on other data sources, such as Big Data, as 
mentioned. Nevertheless, beyond the challenges posed to even the most con
ventional and, thus, usually more fully supported data types, it is clear there is 
a set of complex issues alternative data sources must also face in this datascape. 
Diverse actors interacting in overlapping multiple scales, producing and enga
ging with different kinds of datasets, including informally, and the dynamism of 
the connections between diverse centers and their modes of production compose 
a complex puzzle of polycentric governance (see Chapter 1, Aguerre, Campbell-
Verduyn and Scholte, 2024, p. 4). The fluidity of perspectives in the -scape 
means there are not only diverse actors involved in data production and analy
sis but also that the way knowledge is constructed and mobilized for action 
varies enormously. What norms, values, and standards are followed in which 
context is a constitutive matter of political communities, something, therefore, 
of which datafication is an essential part. The issue of what centers should 
engage in data production in the datascape and how they should engage are 
questions that are at the very core of governance thinking and practice. 

If there are investments being mobilized to produce more data, for instance, 
what methodologies should be prioritized? What data should be produced and 
how? In addition, how should actors communicate about needs and lessons 
learned? How can these pieces of information navigate in the datascape so as to 
produce knowledge at a higher level about results on the ground? How can 
diverse systems guarantee data can be translated from one to another, without 
loss of important particularities? As Ostrom (2009) originally proposed, such 
challenges need to be investigated empirically; polycentricity is not necessarily 
better because it in theory includes more actors and modes of engagement. To 
our minds, not only is there enormous value in better understanding how the 
implementation of the SDGs can help in the promotion of rights and social 
justice, but theoretically, an empirical investigation of the various data sources 
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being mobilized in the 2030 Agenda, the power relations around their produc
tion and use, and the way interactions and the relationality among these sources 
feed into the polycentric governance in this datascape are all vital insights on 
our way to a future of even more datafication. If polycentric governance implies 
somewhat an ‘ordered chaos’, we need an  ‘examination of how social ties are 
built, maintained, and disrupted through norms, practices, techniques, inform
ality, and underlying macro-orders’ (Koinova et al, 2021, p. 1992). 

Challenges of Alternative Data Sources to Polycentric Governance 

There should be no room for extractivist methodologies in polycentric govern
ance. By definition, in our view, polycentricity is ‘an opportunity for learning 
about what works best in different domains’ (Jordan et al., 2018, p. 6). To 
make sure enough emphasis is placed here: it is an opportunity, which by defi
nition is not a guarantee. Therefore, a system of governance that does not 
inscribe within its operations, guidelines, practices, and discourses that encou
rage mutual learning is still a highly hierarchical one, probably more mono-
centric in practice. To tease out this notion further and prepare the ground for 
our empirical investigation, we want to depart from two propositions elabo
rated by Jordan et al. (2018) as part of a set of core features of polycentric 
governance systems around which authors generally find themselves agreeing or 
disagreeing (p. 11). 

One of these propositions regards experimentation. Jordan et al. (2018) sug
gest, following this proposition, that analysts should constantly search for what 
experimentations are taking place, but this knowledge about experiments needs 
to be able to circulate, so learning is not constrained to very limited spaces. In 
the authors’ view, the problem is that few conceptual frameworks have been 
advanced that look into how translation takes place between discrete experi
ments and general innovation (Idem). This is true for the 2030 Agenda, not 
least because the agenda is quite new and highly complex. In this sense, we 
question: how much of this datascape is geared towards mutual learning and 
innovation? 

The other proposition regards the overarching rules. Most important to our 
purposes here is that in polycentric governance, such rules represent ‘“an 
opportunity structure” through which actors seek to effect change’ (Tosun & 
Schonefeld apud Jordan et al., 2018, p. 17). It seems that the SDGs datascape 
offers important leverage to local initiatives, which may seek to link up to such 
an informational infrastructure as the 2030 Agenda, with its powerful technical, 
political, and diplomatic engines. 

In what follows, we would like to mobilize the guidelines regarding experi
mentation and the notion of ‘an opportunity structure’ to think with initiatives 
of citizen-generated data (CGD) in Rio de Janeiro, Brazil. The goal is to ana
lyze the role of such non-extractivist methodologies in potentially strengthening 
the positive features of polycentric governance in the datascape. 
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The Absence in Abundance: Voids in the Datascape 

The Nigerian-American artist and researcher Mimi Onuoha makes a point clear 
in her mixed-media installation called ‘The Library of Missing Datasets (2016)’: 
there are telling voids in any datascape. Onuoha’s artwork seeks to expose the 
complexity of power relations in an increasingly datafied world. In a physical 
file cabinet, Onuoha, who is a Visiting Arts Professor at NYU Tisch, reunites 
empty folders that should guard what she calls the ‘missing data sets’ which she 
defines as the ‘blank spots that exist in spaces that are otherwise data-satu
rated’. Some of the folders are reserved for ‘number of mosques surveilled by 
FBI’, ‘white children adopted by POC’, ‘ways crime-predicting software pro
duces bias in judges’, and  ‘all extinct languages’. Mimi Onuoha’s perspective 
emphasizes the political implications of these blank spaces. Problematizing the 
idea that the absences are mere coincidence, the artist sets a debate around the 
fact that ‘that which we ignore reveals more than what we give our attention 
to. It’s in these things that we find cultural and colloquial hints of what is 
deemed important. Spots that we’ve left blank reveal our hidden social biases 
and indifferences’ (2021). The most important act, then, is understanding that 
what is missing was not accidentally forgotten, but purposefully hidden. High
lighting and filling out the blanks, then, seems like a useful strategy in the fight 
for social justice. This practice has been a flagship of citizen-generated data. 

Citizen-generated data, or CGD, can be defined as a kind of data that is 
‘actively created by citizens and their organizations’ and that ‘is produced to 
monitor, demand or drive change around issues that are important to them, 
often collected on the ground and in local contexts’ (Jameson et al., 2018). 
CGD has been gaining momentum with the 2030 Agenda. Usually mentioned as 
a method capable of ‘filling the gaps’ of official data, CGD is normally recog
nized as a means to build a collective intelligence around the SDGs. It is also 
seen as a strategy to populate official knowledge assemblages with different 
perspectives. As says the UNDP, ‘involving marginalized communities in gen
erating, analyzing and using data’ is an opportunity to ‘stop replicating existing 
prejudices and inequalities’ (Peach et al., 2021, p. 14). 

Data_labe, an activist lab located at the Complexo da Maré, a gathering of 
16 favelas in the North Zone of Rio de Janeiro, offers one such example as it 
tackles what they call a ‘desert of news’ in what regards their territory. Its 
strategy of territorializing and racializing all data intends to highlight what has 
been hidden by traditional data collection methodologies. Data_labe combines 
the authority of numbers with down-to-earth and emotion-driven narratives 
establishing an intimate conversation with the surrounding community and 
humanizing statistics by counting and accounting for inequalities and injustices. 

CGD projects usually adopt two main strategies: focusing on the production 
of new datasets (especially when dedicated to topics that tend to be ignored by 
the state or traditional research institutes) or analyzing official datasets under 
the light of peripheral experiences. The latter becomes clear in a data_labe’s 
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piece called ‘Mental violence’ (Roza, 2021) that combines quantitative data and 
narratives to suggest a correlation between the rates of violence and that of 
psychiatric hospitalizations. Numbers are presented side by side with personal 
stories that address the impact of the violent deaths of young black men on 
their families. This is an effort that translates aseptic dataset figures into tan
gible stories in which each of those numbers acquires meaning by being traced 
back to reality in the territory. 

The 13th episode of Data Lábia (Marques et al., 2019), data_labe’s podcast,  is  
also dedicated to the discussion of what they call ‘absent data’. As the data_labe’s 
team comments on the political implications of data invisibility, one of the par
ticipants attests that ‘when there is no data on something, it is as if that thing 
does not exist’. They defend the need to ask questions such as: ‘who is benefitting 
from these voids? What are the political and economic interests behind these?’. 

In episode #13, the lack of peripheral perspectives in official data collection 
and analysis is pointed out by the group as a clear case of state negligence. They 
illustrate this by commenting on the underreporting of acts of violence prac
ticed against Brazilian transsexual people and argue that a great part of this 
problem starts with the absence of members of this minority group in research 
and academic institutions: ‘It is hard to think of experiences that are not our 
own’, we hear in the podcast. Moreover, commenting on the National House
hold Sample Survey (PNAD) organized by the Brazilian Institute of Geography 
and Statistics (IBGE), data_labe researchers highlight how the points of view of 
those elaborating a research project directly affect its outcomes: the categories 
established by the survey to characterize family composition, they say, indir
ectly reinforce women’s responsibility for raising children, since there is no 
option like ‘fathers with children’ (Sacco & Marques, 2019). 

In this regard, the Census of the Maré, organized by the local organizations 
Redes da Maré and Observatório de Favelas, was designed to look at the spe
cificities of Complexo da Maré. Since 2011, the Census of the Maré maps ‘car
tographic, economic and demographic’ aspects of the territory and its 
population. The project aimed to tackle the ‘misrepresentations and misbeliefs’ 
about the inhabitants of Complexo da Maré producing a ‘broad diagnosis’ 
capable of helping public policy intended to meet the social demands of the 
‘biggest set of favelas in the city of Rio de Janeiro’. The initiative originated 
from the understanding that the official Brazilian National Census, also orga
nized by the aforementioned IBGE, fails to paint an accurate portrait of the 
favela for several reasons. According to the 2019 report of the Census of the 
Maré, favelas suffer from under-registration by official institutions. 

First, there is the problem of the ‘dissonance of cartographic bases’ and the 
‘reality of the territory’ derived from the non-linear, cacophonous space of the 
favela (Redes da Maré, 2019, p. 11). Second, the biases also affect this kind of 
survey: the same report attests that the under-registration is also a result of ‘the 
stigmatization of the favela as a locus of violence, barbarism, deprivation and 
lack of hygiene’ (Idem). 
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Data_labe’s team defends that just as data collection has been used to sup
port public policy, we must now ask for public policies capable of fostering 
data collection among peripheral social groups. As they say, there are many 
groups that are not even participating in this conversation because they were 
never introduced into this universe. 

Therefore, we imagine how much the 2030 Agenda could gain from incor
porating the perspectives of communities for whom hunger and poverty are not 
concepts in a book but everyday life. On the other hand, we also believe that it 
is indispensable to bear in mind that CGD is not a panacea. Just as we can 
recognize how this movement is an exciting and transformative way of devel
oping a sense of community, participation, and democracy, we are also aware 
of the fact that there is no outside to the broader datascape. 

To Exist Is More Than Becoming Data 

We believe that the CGD movement is highly supported by two main ideas: the 
first being that data is the lingua franca for 21st-century public policy, that is, a 
common ground in which different actors can interact; the second being that it 
is possible for marginalized groups to take a chair at the negotiation table as 
long as they learn how to communicate in this language. However, things are 
not that easy. There are also two main issues that integrate what we call a 
violent datafication. The first one is the highly diffused idea that something or 
someone must be datafied if they want to be even considered to exist. There is a 
logical appeal to the fact that data can be used to support decisions, but we 
should not forget that data have for a long time been used to exert power and 
control over societies through what Halkort (2019) defines as ‘disquieting con
tinuities with colonial logics of extraction, exploitation, and enclosure’ (p. 318). 
As liberating as a polycentric data governance might seem, it is crucial to 

understand that for some communities, producing or sharing data about them
selves is also a risky business. Halkort (2019) presents the case of Palestinian 
refugees whose ‘colonial dispossession and displacement’ were orchestrated 
through the use of ‘new methods of counting and measuring space and popu
lations, most notably the census, private property, and cadastral maps’ (p. 320). 

The second issue of violent datafication affects those groups that are willing 
to join the conversation. Jonathan Cinnamon (2020) analyzes the case of social 
audits in South Africa in which data activism is ‘pursued as a “credible” strat
egy to add weight to struggles for service delivery, as a way to situate demands 
on a rational and scientific plane rather than the emotional or adversarial levels 
of “people power”’ (Cinnamon, 2020, p. 7). By choosing to speak the lingua 
franca of data, CGD organizations try to ‘“force” governments to pay atten
tion’ to their claims. Not coincidentally, many CGD reports can even be ‘mis
taken for official planning documents produced by a technocratically minded 
municipal government’ (Cinnamon, 2020, p. 7). In these reports, ‘quantitative 
data are supplemented with experiential accounts and personal testimonies’, 
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says Cinnamon. However, most governments decide to “attack the data” (Cin
namon, 2020, p. 8). Inadequacy, inconsistency, and convenience are some of the 
excuses these political authorities present in order to contest the data, metho
dology, or objectivity of these reports. That is, even making an effort to learn 
the ‘language’, marginalized social groups end up having their work disqualified 
by the state as ‘not good enough’. 

Democratizing data science requires more than an uninterested commitment 
to diversity. The logics of the system are that to which we should pay 
attention. Without a profound transformation, marginalized groups are bound 
to get seats at the table only to observe the disparities of the datascape from a 
different angle. 

Linking Polycentricism and Non-Extractivist Methodologies 
by Way of Citizen-Generated Data 

While the datascape has been peppered by initiatives to fund and otherwise 
support innovation in data production, analysis, and use, polycentric govern
ance systems such as those put in place with the 2030 Agenda need to actually 
walk the line. They would do so by (a) promoting actual mutual learning 
among the diverse actors in the system; (b) making sure experimentation turns 
into action both on the ground and within the system itself, through organi
zational learning, adjustments in protocols and practices; and (c) making 
innovative actors visible within that very system as legitimate promoters of 
the global agenda and authoritative practitioners in their fields. In addition, if 
the datascape represented here by the SDGs is to be ‘an opportunity structure’ 
on which local initiatives can rely to advance rights and social justice agen
das, then non-extractivist methodologies need to be further theorized and 
brought to the forefront of the debates; after all, if the datascape is not to 
exist for data’s sake, those practices that are able to benefit people  and  
planet should be at its core. Non-extractivist methodologies would 
strengthen the relationality of such governance systems by making sure data 
are not dissociated from context, experience, or the possible consequences to 
people who already suffer. 

For our case in hand, for instance, the danger is in approaching CGD and 
other alternative and potentially critical data types as only another set of prac
tices that need to be governed without considering that at issue is the need to 
address them at an ontological level, recentring questions of ethics and politics. 

As Ruppert et al. (2017) suggest, it is important to observe ‘how the vast 
amounts of data collected through the Internet and devices continues yet recon-
figures colonial logics and objects of knowledge’ (p. 207). Just as botanical 
knowledge once ‘ninguneó’ (‘nobodied’) indigenous knowledges (Rivera Cusi
canqui, 2018, p. 28), the mere technological or technical take on the matter of 
governing the datascape incurs the risk of sweeping ontological, ethical, and 
political questions under the rug for the benefit of usability. But whose usability? 
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We argue the data governance debate needs to urgently bring to the fore and 
equally prioritize the problem of epistemic extractivism – in this case, directed 
at digital data (Grosfoguel, 2016; Rivera Cusicanqui, 2018). After decades 
working within the US aid system, Natsios (2010) recalls ‘a central principle of 
development theory – that those development programs that are most precisely 
and easily measured are the least transformational, and those programs that are 
most transformational are the least measurable’ (p. 3). To recentre issues of 
ethics and politics in the current datascape, at least in what regards the 2030 
Agenda, would mean to make sure data generation and governance serve the 
purposes of positive social transformation, not the other way around. 

It is not that data should not be generated for one or another case where they 
are missing, especially when invisibility might lead to tragic silences in public 
policy, but that we should make it an equally important concern to understand 
what these absences represent and how the ‘desert of news’ or ‘deserts of data’ 
are perceived by those who are supposed to benefit from data generation. In 
other words, we should learn from the absence of data as data and also learn 
with those who are innovatively attempting to fill these blanks guided by first
hand experiences and concerns. 

In addition, just as poverty is part of the wealth produced in modern capit
alism and, thus, not part of its past and something that will be overcome 
(Blaney & Inayatullah, 2010), the lack of data or even data usability is not 
necessarily a side-effect of the datascape, but an ontological necessity of its 
existence as such. 

To take these points into account for our case here is to think, as seen, that 
poverty of data, in every sense, is rarely accidental. While the costs are not at 
all to be undervalued as a key component of decision-making in this area, at the 
international level within informational systems such as the 2030 Agenda, 
funding is not always the first absence on the list: many CGD initiatives are 
being developed in the territories with little funding, for instance. Yet whose 
‘experts’ sit at the table of the advisory committees, who attends consulting 
sessions at the UN headquarters, and whose manuals are widely circulated are 
questions made secondary at best. What de Sousa Santos (2012) calls a ‘sociol
ogy of absences’ is precisely his attempt to recover those ‘ninguneados’ (‘nobo
died’), that is, those who were not accidentally absent but whose absence is an 
intimate part of how certain logics and objects of knowledge came to be his
torically configured. As Rivera Cusicanqui (2018) cautions, however, nothing of 
what is being argued here means ‘a refusal of the basic ideas and principles of 
the Northern epistème, but of how these are adopted’ (p. 29). 

In turn, Jasanoff (2017) proposes a thinking with situated knowledges, or 
knowledges ‘from somewhere’, as she calls it: ‘In short, if a data set is to elicit a 
social response, knowledge of something that matters and principles for under
standing why it matters must be generated together, or coproduced’ (p. 2). 
What she terms ‘practices of authorized seeing’ (Idem), in this sense, are about 
seeing with data and about what practices of organized seeing are 
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acknowledged in the datascape. To this, we add the need to also question who, 
among those datafying actors, is made visible in the datascape. 

Conclusion 

In February 2022, in a short speech at the event ‘Partnering to strengthen Citi
zen Generated Data: learning from the experiences of National Statistical Offi
ces (NSOs)’, Papa Seck, Chief at the Research and Data Section at UN Women 
said that, a few years ago, CGD existed almost as a barren land: representatives 
of NSOs would say to CGD activists that ‘their data was not good enough’, 
something to which they would reply with ‘and yours are not useful enough’. 
Now, according to Seck, the conversation is far beyond this point. 

It is important to bear in mind that several limitations still exist in these 
dynamics such as the fact that CGD ‘is rarely immediately usable for monitoring 
individual SDG indicators’ (Jameson et al., 2018). However, CGD has been 
proven important as it ‘provides partial data which has to be complemented by 
additional data’, ‘offers contextual information around indicators’, and ‘ can be 
applied to several targets and indicators tackling issues more holistically’ (Idem). 

In the same event, Liliana Suchodolska, from PARIS21, gave the audience a 
simple but powerful perspective to envisage the power of CGD. In her words, 
‘it’s about the journey, not the destination’. CGD does not have to solve all the 
issues of the SDGs datascape. CGD’s strength lies in its singular ability to point 
out what is missing from the traditional point of view. In this regard, it also 
illustrates the importance of polycentric governance in the SDGs datascape but 
offers as many questions as answers at this point. Perhaps the opportunity for 
real transformation does not depend on filling the blank spaces of the datascape 
as often conceived in ‘infrastructural thinking’, but in diversifying and circu
lating perspectives that challenge this mainstream technology-centered logic, its 
excesses, and voids. This can be done by combining different centers, modes of 
engagement, and priorities into a polycentric data governance that is more 
oriented towards social justice. In this sense, we can learn to make ethical and 
political questions into key parts of data collection methodologies by safe
guarding spaces for experimentation in the datascape that have the power to 
improve democracy, participation, solidarity, and belonging. 

Notes 

1 See The 2030 Agenda’s Data Challenge, p. 5.
 
2 On political truths, see Hacking (1986).
 
3 See Jasanoff (2017) on counting/accounting.
 
4 See https://smartdatafinance.org/about-us.
 
5 See www.worldbank.org/en/programs/global-data-facility.
 
6 In this case, we can consider the 17.19.2 b indicator. The Secretary General SDG
 

Report of 2021 attests, in its Statistical Annex, that only 59.6% of countries have 
“birth registration data that are at least 90 per cent complete”, p. 219. 

https://smartdatafinance.org/about-us
www.worldbank.org/
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5 
GRASSROOTS DATA ACTIVISM AND 
POLYCENTRIC GOVERNANCE 

Perspectives from the Margins 

Daivi Rodima-Taylor 

The chapters in this collaborative volume discuss the opportunities and chal
lenges for democratic governance that are entailed in the global expansion of 
digital data and the growth of the Internet. My chapter explores grassroots data 
activism that is emerging with the growing centrality of social media platforms 
and electronically mediated finance in everyday life. It explores new opportu
nities that these practices from the margins offer for collaborative and sustain
able data governance. While the era of Big Data and machine learning brings 
along fundamental changes in how knowledge is produced and governance 
enacted, it also enables opaque data use by corporate and state actors that can 
undermine accountability and civil liberties. 

I suggest that studying grassroots data activism helps us identify more 
democratic and sustainable ways of circulating digital data for the benefit of  
larger groups of people. It also provides much-needed insights into the plurality 
of existing frameworks, actors, and technologies around data sharing and gov
ernance. These issues are relevant for the study of polycentrism in data govern
ance, as they cast light on the politics and processes that can realize the potential 
benefits and bypass potential challenges of expanding digital data (see Chapter 1, 
Aguerre, Campbell-Verduyn, and Scholte, 2024). The polycentric governance 
concept advanced in this volume illuminates the multiple power centers and 
connectivities that bring together formal and informal attempts to govern data at 
different levels of activity and across sectors. These actor constellations operate 
with multiple overlapping rationalities, normative and ethical orientations, tech
nologies, and institutional arrangements (Gadinger and Scholte, 2022). 

The origins of the concept of polycentric governance lie in theories of 
common-pool resource governance. Ostrom (2008) suggests that governance 
systems that evolve around common-pool resources are able to effectively 
manage collective action and are capable of self-correction and self-
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organization. Such governance systems with multiple centers of power at dif
ferent scales enable more opportunities for the stakeholders to participate in 
governance processes and contribute in innovative ways. Ostrom also raised 
the question about the extent to which national and private controls can co
exist with communal management. These issues are increasingly relevant to 
the current state of digital data governance. My chapter examines the expan
sion of digital technologies for financial inclusion and economic development 
that has been particularly significant in the Global South. The current market-
based approach to financial inclusion has loosened protective regulations and 
broadened the set of stakeholders that include national governments, interna
tional development agencies, financial and technology companies, and mobile 
network operators (see Mader, 2018; Torkelson, 2020). The evolving electro
nic payments industry increasingly draws on customer transactional data as a 
source of value (Maurer, 2015). Many countries of the Global South have 
large numbers of unbanked people who rely on new forms of electronic 
finance for their daily needs. 

Technology platforms and alternative finance are therefore central to the lives 
of many inhabitants in the Global South, as well as in the low-income com
munities of the Global North. Platforms collect and circulate immense volumes 
of data about people’s transactions and daily lives, processing these through 
algorithms (Van Dijck et al., 2018). Building on network effects and multi-sided 
value creation, they can consolidate market structures towards evolving oligo
polies (Langley and Leyshon, 2020, 2017). In addition to dedicated FinTech 
platforms, social media platforms have become central in people’s social lives.1 

This all creates an immense potential of data extraction for the profit of the 
technology firms. 

Hess and Ostrom (2003) characterize the situation around the growing 
appropriation of data as ‘intellectual land grabs,’ where enclosures and private 
controls have entered the digital environment. The burgeoning restrictions to 
information access accentuate power asymmetries and conflict with the original 
structure of the Internet as a decentralized, digitally networked ecosystem (see 
Chapter 3 of this volume, Aguerre). This resonates with recent calls to situate 
contemporary data practices within the broader global histories of disposses
sion. Practices of data appropriation may constitute a new type of resource 
extraction that builds on and expands the coloniality earlier associated with 
land appropriation (Couldry and Mejias, 2021). Mohamed et al. suggest the 
term ‘algorithmic coloniality’ to highlight the discriminatory legacies that are 
affecting algorithmic decision-making within broader geopolitical power 
dynamics (2020: 665). This can facilitate the reproduction of the ‘hierarchies of 
race, gender and geopolitics’ that served to actuate colonial control (Mal-
donado-Torres, 2007). Data-centric epistemologies can therefore marginalize 
human beings from the social order and deny the ‘existence of alternative 
worlds and epistemologies’ (Ricaurte, 2019). 
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Decolonial knowledge-making rejects universalism, instead drawing on 
localization and pluriversality (see also Mignolo, 2012; Escobar, 2018). In 
their call for a ‘de-Westernization of critical data studies,’ Milan and Trere 
(2019) suggest that ‘the South’ should be viewed as a plural entity that entails 
diverse marginalities and invisibilities. More attention is needed on the agency 
of digital media users and multiple meanings produced and exchanged. An 
analytical shift from datafication to data activism and data justice would 
entail an exploration of ‘diverse ways through which citizens and the orga
nized civil society in the Souths engage in bottom-up data practices’ (Milan 
and Trere, 2019: 328). Beraldo and Milan (2019) introduce the concept of 
‘contentious politics of data’ that focuses on ‘bottom-up, transformative 
initiatives’ that interfere with dominant processes and power structures 
around datafication (Beraldo and Milan, 2019: 1). That would entail bringing 
into dialogue social movement studies that focus on the meaning-making 
practices of social struggles and grassroots agency, with the materiality of 
datafication as expressed through technological infrastructures, software 
tools, and data ecosystems (Beraldo and Milan, 2019: 2). For a better under
standing of polycentric data governance, it is therefore important to investi
gate how these activist practices are shaped by new technologies and digital 
platforms that people are able to access. 

My chapter contends that the value of grassroots data activism for the study 
of polycentric governance is in showing how power and norms are questioned 
and redefined by local agency and ground-up practices of data sharing. Such 
bottom-up data activism does not always lead to greater inclusion of the mar
ginal in formal institutions and policy-making, but rather facilitates the forma
tion of alternative civic spaces, discourses, and subject consciousness. Fakhoury 
and Icaza (2023) point out that the discussions of polycentric governance may 
sometimes remain rooted in genealogies originating from the Global North and 
shaped by Western notions of governance and institutional development. My 
chapter suggests a focus on the practices of grassroots data activism and the 
ways that they affect knowledge-making processes around data rights, data 
commons, and data privacy. It inquires about the engagements that people on 
the margins have with data sharing and joint interpreting, and explores the 
strategies and narratives that local activists draw upon to challenge top-down 
regulatory and policy initiatives. 

In the first section of the chapter, I explore the peculiarities of grassroots data 
activism in the era of Big Data, arguing that data activism practices enable 
novel avenues for citizen data sharing and digital commons. At the example of 
cases from Africa, Latin America, and disadvantaged communities in the United 
States, the section shows that these practices that often remain fragmented and 
small-scale, can nevertheless make a difference even in the context of Big Data 
and the significant power asymmetries it entails. The chapter then proceeds to 
examine data policy debates that center on two conflicting issues: data privacy 
and protection, and the movement towards open finance in the Global South. 
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The section illustrates these topics with the example of material from Africa. 
The last section synthesizes the findings and offers pluriversal perspectives on 
grassroots data activism and its contributions to polycentric data governance. 

From Datafication to Data Activism in the Era of Big Data 

The increasing centrality of digitized information in society is bringing along 
new forms of civic engagement and political action. ‘Data activism’ signifies 
similar forms of engagement by civil society actors with the kinds of massive 
data collection and interpretation that have long been seen as the near-exclusive 
purview of governments and corporations. Data activism includes both data-
based advocacy and other forms of ‘affirmative engagement with data,’ and 
resistance tactics to massive data collection, such as encryption practices (Milan 
and van der Velden, 2016: 1). 

The intensifying turn to Big Data in framing social issues creates specific 
opportunities and challenges for data activism. Datafication of, or the act of 
rendering in data form, many aspects of the world that have not been quantified 
before (Cukier and Mayer-Schoenberger, 2013) can contribute to increasing sur
veillance and suppression of citizens by states, but importantly, can also offer 
new avenues for grassroots contestation (Milan and Gutierrez, 2018). These new 
forms of grassroots data agency are particularly relevant for conceptualizing 
polycentric data governance. Data activism can be defined as ‘new social practices 
rooted in technology, which take a critical view towards datafication and use it 
politically for meaning-making, coordination and change’ (Gutierrez, 2018: 1). It 
incorporates elements of collective action, communicative practices, and citizens’ 
media and journalism (Milan and Gutierrez, 2018: 1). Data activism infra
structures combine data, technology, and communicative practices, seeking to 
create unconventional narratives and alternative solutions to social problems. 
Such technopolitical practices2 can help bypass power asymmetries and enable 
individuals at the margins of society to communicate and collaborate around 
challenging socio-economic issues (Milan and Gutierrez, 2018). 

Big Data can be employed for social change. More than a matter of volume, 
Big Data is about complexity, as it is continuously generated and scalable 
(Kitchin, 2014). It is processed through software-empowered machine learning 
that mines data and builds predictive models. Data in itself is not factual or 
informative—it becomes information ‘in the process of being transformed for 
use’ (Gutierrez, 2018: 6; see also Boellstorff, 2013). The actors central to these 
processes are technology firms and governments, while non-experts are much 
less likely to participate in code writing that defines the type of produced data. 
Big Data infrastructures that enable massive data gathering and analysis are 
thus not transparent to a non-specialist, and because of the involvement of 
technology companies, can foster convergence of corporate and political inter
ests (Gutierrez, 2018: 5). The digital, income, and knowledge divides make it 
difficult for the marginal to extract value from data as that could entail 
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‘statistical calculation, code writing, storytelling and visual thinking’ (Gutierrez, 
2018: 11). Big Data is inherently political – ‘gathered and produced in a con
crete social and political context, acquired with a particular method from a 
specific source or sources, cleaned, managed, stored and analyzed with a given 
approach, and framed by a set of underlying politics and ideology’ (Gutierrez, 
2018: 12). 

Big Data can thus provide new insights and knowledge, but also foster biases 
and inequalities. It has important epistemic consequences, suggest Milan and van 
der Velden (2016), as it affects how information and knowledge are generated 
and  presented. Data activism offers grassroots perspectives on these processes and 
enables us to contest them. It aims to decenter the expert-focused epistemology of 
Big Data that frames knowledge as computationally generated and mediated. By 
involving new, previously marginalized actors in critical engagement with data, 
data activism can promote broader democratic participation in knowledge crea
tion. Big Data can therefore hold an emancipatory potential, offering alternative 
strategies for contesting dominant narratives through user-generated reports and 
critical engagement with data, and facilitating novel debates and alternative 
public spaces (Milan and Gutierrez, 2018: 12). Such movement towards data 
agency from the ground up can also shift the understanding of the governance 
centers in polycentrism to include the less obvious ones. 

Grassroots Data Practices in the Global South 

More attention is needed towards the diverse ways in which people in the 
Global South use and generate data for social change. Activism can be defined 
as an ‘endeavour, individual or collective, designed to foster or guide political, 
socioeconomic or environmental change, with the intention of making 
improvements in society or correcting social injustice’ (Gutierrez, 2018: 14). The 
rise of digital media offers advantages, such as cheaper coordination of activism 
practices and easier collaboration across distances. The users of digital activism 
platforms hail from a variety of backgrounds, including users of social media, 
community activists, journalists, humanitarian workers, geoactivists using 
interactive cartography, and ICT specialists. 

These collective endeavors can bring together people from various geo
graphies, creating linkages between local and global. Digital activism frequently 
contributes to the rise of social movements, which can be defined as ‘organisa
tions and diffuse actors with common interests, organised, yet informal and 
horizontal,’ sharing a collective identity and goal of social change (Gutierrez, 
2018: 58). There is usually minimal coordination between diverse groups 
engaged in these practices. In the digital era, social movements frequently define 
their identities around their technological options (Gutierrez, 2018: 59; see also 
Milan, 2013). Specific social media platforms and chat apps that people can 
access can therefore be instrumental in determining the form of data activism in 
those communities. 
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The Contested, Partial, and Socially Embedded Nature of Grassroots 
Data Activism 

Case studies from the Global South show that while grassroots data activism 
often remains contested and partial, these small-scale collective actions matter 
for a better conceptualization of polycentric governance even in the era of Big 
Data. Most activists work with ‘small data’ that is expressed in formats that 
are usable by humans (Gutierrez, 2018). ‘Small data’ can be derived from sets of 
Big Data or collected through various sensing and crowdsourcing platforms. 
Crowdsourcing of both data and its analysis can be particularly important in 
the settings of environmental or political crises, as it can build on valuable local 
knowledge and expertise. 

One of the earliest and best-known instances of grassroots data activism ori
ginates from Kenya’s post-election violence of 2007 when activists established the 
platform Ushahidi3 to contest mainstream news media narratives. ‘Ushahidi’ 
means ‘testimony’ in Swahili, and it was created to submit electoral violence 
reports and map incidents. The crowdsourcing platform combines data and 
communication infrastructures and geographic overlay systems, incorporating the 
data of mobile phones, databases, emails, and online cartography. It was soon 
expanded for use in other regions of crisis, including geolocating earthquake vic
tims in Haiti, and reporting the violence during the Arab Spring (Rotich, 2017). 
Such digital activism platforms can provide important alternatives to the highly 
formalized management structures of official relief agencies, challenging state 
monopoly on data gathering and mobilizing information generated by citizen 
networks (Gutierrez, 2018: 121). The users of the platform were diverse, includ
ing civil society organizations and community-based organizations, media, acti
vists and citizens, researchers and academics (Rotich, 2017). 
Ushahidi utilized existing commercial communication platforms, including 

Twitter. The primary source of income for the platform comes from private 
foundation grant funding that includes Omidyar Network, MacArthur, Google, 
Cisco, Rockefeller, and Ford (Hersman, 2012). This shows the significant extent 
of BigTech funding and commercial platforms even in many grassroots experi
ences of data activism. 

The benefits of grassroots data activism can be diverse and include building 
critical awareness and collective action in marginalized communities. Although 
the public visibility of the efforts is important, outcomes are not necessarily 
defined by inclusion in formal policy-making processes. Exploring the commu
nity-collected data practices of an affordable housing activism group in Atlanta, 
United States, Meng and DiSalvo (2018) show that while data was a strategic 
asset that people used when making claims to the municipal government, 
empowerment was a broader process that occurred through relationship-build
ing and changes in critical consciousness. Rather than leading to an improved 
inclusion in already existing institutional structures and discourses, the counter-
data practices of the housing activists resulted in ‘greater self-reliance and new 
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subjectivities’ through collective action. The multi-institutional approach to 
social movements (Armstrong and Bernstein, 2008) argues that power and 
oppression inhibit a wider variety of organizational and cultural sites that go 
beyond the administrative processes of states. The struggles of social move
ments involve not only the distribution of resources but also broader variables, 
such as identity, race, and culture. Marginal groups can therefore draw upon a 
variety of institutions for leverage and partnership. In this case, counter-data 
action was rooted in the legacies of Black activism and scholarship in the 
community (Meng and DiSalvo, 2018: 8). 

Furthermore, data activist endeavors are impacted by the imaginaries arising 
from broader, historical legacies of oppression and inequality. Particularly in the 
Global South, these continue to define the contested nature of grassroots data 
activism. Through an empirical study of service provision audits in Johannesburg 
and Cape Town, Cinnamon (2020) explores how politics and technology were 
co-constituted through normative discourses on citizenship and justice. Social 
injustice in South Africa is often understood in spatial terms, drawing attention 
to the ways in which economic and racial inequalities are geographically pat
terned. Local activism strives to make visible these spatial patterns of inequality 
that are often underrepresented in official data sources, hoping to make them 
actionable by the government (Cinnamon, 2020: 4). South African grassroots 
organizations are developing data-driven approaches to combat inequities in 
infrastructure and services. Local data activists view quantitative evidence as 
central to contemporary governance in the country with profound legacies of 
inequality. Data are seen as a powerful mediator that can stabilize relationships 
between oppositional stakeholders. The study calls attention to the fragility of 
this data imaginary through resistance strategies employed by government offi
cials. The activist ideas about what the data were and what they could do were 
exploited by the government for its own political ends. Data agency should 
therefore be seen as ‘relational, partial, and provisional,’ co-constituted by 
people, technologies, and political discourses (Cinnamon, 2020: 14). 

The importance of considering the disjunctures and limitations of grassroots 
data practices in polycentric data governance is also highlighted in some con
tributions to the current volume. For example, Chapter 4 by Siqueira and 
Ramalho (2024) explored the power inequalities entailed in the datafying prac
tices around the United Nations 2030 Agenda in Brazil, introducing an innova
tive ‘datascape’ concept to analyze the unpredictable data flows that are 
embedded in local activism and its constraints. 

The Ambiguous Partnerships with BigTech Platforms 

The dependency of grassroots data activists on technology platforms is parti
cularly evident in the Global South where commercial social media platforms 
such as Facebook and Twitter, and encrypted messaging apps such as What
sApp and Signal, offer connectivity and safe spaces. In Mexico, grassroots data 
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activists crowdsource data to report local crimes and share information to 
enhance public safety on the Facebook platform (Garcia and Le Dantec, 2018). 
These activities exhibit strong online-offline connections, with platform admin
istrators soliciting contributions from the inhabitants of affected neighbor
hoods. Garcia and Le Dantec show how social media can enable political action 
in settings where people are not being served by existing institutions, especially 
with high levels of distrust of formal authorities (see also Aguerre and Tarullo, 
2021, on the evolution of the resistance practices of Latin American Civil 
Society Organizations). Social media facilitated the discussion of issues that 
were ignored by the authorities and regular media. Users curated data that had 
been suppressed in other sites and official databases and built online commu
nities for alternative action. This case illustrated the ‘pragmatic reality that 
commercial social media platforms will continue to dictate many of the terms 
of social engagement, even at a local level’ (Garcia and Le Dantec, 2018: 16). 

My own recent research suggests that the popularity of social media-based chat 
apps in Africa presents an intriguing paradox: while they are part of the BigTech 
dynamic of global data capture by increasingly monopolistic service providers, 
they are also important to mediating informal livelihood endeavors and col
lectivities (Rodima-Taylor, 2023). WhatsApp, a digital messaging and voice call 
service, can work on low-cost phones with limited bandwidth and has become 
the most widely used chat platform in Africa (Metz, 2016). Differently from 
publicly visible social media platforms, communication on WhatsApp can be seen 
only by a designated group of people. The platform is used for political mobili
zation in many countries where freedom of public speech is restricted (Milan and 
Trere, 2019). WhatsApp has been seen as facilitating the rise of a new type of 
political subject whose engagement with public issues emerges gradually in an 
informal context (Milan and Barbosa, 2020; Pang and Woo, 2020). 

The importance of WhatsApp in the daily lives of many Africans has sky
rocketed during the COVID-19 pandemic. Banks and other businesses are 
moving their services on WhatsApp, abandoning physical branches (Kivuva, 
2021; Kimega, 2021). Facebook and WhatsApp help people to keep in contact 
with their overseas families and mobilize remittances (see also Rodima-Taylor, 
2022a). Increasingly, WhatsApp is used for pooling money in rotating savings-
credit arrangements that are a mainstay in many informal economies in Africa 
(see Rodima-Taylor, 2022c). The implications of these novel pathways of digi
tal mutuality are ambiguous: while the virtual savings groups build on verna
cular organizational templates and facilitate alternatives to formalized versions 
of financial inclusion, they also lead to scams and Ponzi schemes. Stories of 
failures and fraudulent activities of online savings groups abound in the media 
of South Africa and Kenya (see Mavundza, 2020; Moodley, 2019; Pijoos, 2019). 
Despite the frequent scams, the chat platform features as an informal alter
native to digital group accounts offered by commercial banks and FinTech 
platforms, and to dedicated crowdfunding services that in Africa are still 
dominated by Western-owned companies. 
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WhatsApp was acquired by Facebook in 2014 and its spread in Africa is 
facilitated by Facebook’s Free Basics service4 that provides access free of data 
charges to a variety of local information and news. The popularity of the ser
vice has positioned Facebook as the ‘gateway to the Internet for mobile users 
across the Global South’ (Nothias, 2020). Its operation has faced opposition in 
several countries where it has been critiqued for insufficient transparency in 
selecting services available on the app with adverse effects on local startups. 
(Such adverse effects led to a regulatory ban of Free Basics in India in 2016 on 
the grounds of net neutrality which stipulates that internet service providers 
should treat all internet traffic equally.) Facebook has focused its recent strategy 
towards more systematic engagement with civil society organizations—through 
partnering with local NGOs to onboard social organizations to the Free Basics 
platform, interacting more closely with local data rights activists on issues such 
as misinformation and online safety, and assisting local software developers.5 

This engagement with civil society activists is also shaped by the general poli
tical and regulatory context on the continent where governments increasingly 
turn towards limiting digital freedoms to counteract social protests—such as 
social media taxes, internet shutdowns, and cybersecurity laws that violate 
privacy (Nothias, 2020). The collaboration of local activists with the platform 
has therefore contributed to facilitating free speech and political protest in a 
number of African countries. 

The Precarious Balance of Data Privacy and Open Data 

Digital Finance and Data Privacy in Africa 

There are increasing concerns that the platform-based business model of the 
rapidly spreading digital economies in Africa is exposing people to privacy 
risks. This section examines the tension between the growing movement 
towards open finance and open data, and the need for data privacy and pro
tection, to safeguard the needs of the poorest. Many low-income people in 
African states are unbanked, and the continent has witnessed extensive growth 
in diverse forms of electronic finance. A distinguishing feature of financial 
technology in Africa is the widespread reliance on mobile phones for sending, 
storing, and spending money, particularly among low-income groups (see also 
Langley and Rodima-Taylor, 2022). Africa is the largest adopter of mobile 
money globally and as of 2021, accounts for half of the world’s registered 
mobile money accounts and 70 percent of the global mobile money transaction 
value (GSMA, 2022). Telecommunications companies and FinTech firms are 
therefore central to financial access in Africa. This can facilitate the accumula
tion of consumer data into the hands of corporations and governments. 

There is an increasing lack of trust in the digital space of the continent, not 
only due to spreading cybercrime and identity theft but also surveillance and 
censorship of the citizens by African states (Adeniran, 2022). Over the past 
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decade, the number of African countries with data privacy laws has tripled. 
Challenges remain, however. Sharp disparities across income levels and rural-
urban divides impede digital development (Goh and Goslar, 2022). Due to the 
low capacity of institutional frameworks around data governance, imple
mentation of data privacy regulations remains uneven. These challenges are 
exacerbated by asymmetries of power and knowledge between large financial 
technology multinationals and resource-constrained African governments. 
There is a growing recognition, however, that monopoly in data governance, 
either by states or private companies, is not conducive to sustainable livelihoods 
(Goh and Goslar, 2022). 

Effective data privacy governance is also hampered by the lack of adequate 
regional and multilateral initiatives, with more progress being made on national 
levels. As of Fall 2023, fifteen African countries have ratified the Malabo Conven
tion. This African Union Convention on Cyber Security and Personal Data Pro
tection (2014) is a regionally led approach for data protection and fighting 
cybercrime.6 Evidence from other parts of the world indicates that regional 
approaches to data protection policies may encourage fruitful conversations about 
citizens’ data rights between civil society, technology corporations, and govern
ments. In many regions of Europe, the 2018 adoption of the General Data Protec
tion Regulation (GDPR) of the European Union provided that impetus.7 Calzada 
and Almirall (2019) describe how the ‘data commons’ initiative in Barcelona 
opened up debates and collaboration between diverse stakeholders. Reaching 
beyond the customary public-private divide, it facilitated a multi-stakeholder net
work that included the municipal government, technology corporations, academic 
and nongovernmental institutions, and social entrepreneurs and activists. 

Well-functioning data privacy regulations are relevant as data can be seen as 
an ever-increasing source of power in economic governance. As Mann (2018) 
points out, the Data for Development projects, often initiated in the Global 
North, facilitate the creation of data of ‘immense value’ that can constitute an 
incentive for foreign corporations to participate in development initiatives 
(Mann, 2018: 28). These multinational companies frequently fail to disclose to 
their users the value of their data or the terms of its use, while financial inclusion 
initiatives push for a broader reliance on FinTech products among poorer and 
less informed groups. Mann suggests that African governments and civil society 
actors need to exercise more oversight regarding the data-extractive activities of 
BigTech corporations. More attention is needed to the distribution of commercial 
benefits as well as regulations that enable public oversight of data systems in 
African countries—reminding us about the significant role of the states in poly
centric data governance. At present, most African citizens are extremely limited 
in their ability to govern their data for the benefit of their livelihoods. 

Kenya—a country in Africa with one of the most developed FinTech sec
tors—passed the Data Protection Act in 2019, which is legislation that governs 
the collection and processing of personal data and defines the rights of data 
subjects and obligations of data controllers. Data Protection Regulations 
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governing the processing of personal data by civil registration entities were 
enacted in 2020. The legislation sets out restrictions on the handling, storage, 
and sharing of personally identifiable data as it is obtained by private compa
nies and government entities. While it is comprehensive and expected to have a 
significant impact on how companies process people’s data, implementation has 
been somewhat uneven so far: according to a recent survey by a software 
company, around 36% of Kenyan businesses were not even aware of the rules, 
and many were uncertain how to comply (McDowall, 2022). 

Credit Data and Financial Exclusion in Kenya 

Kenya’s mobile money service M-Pesa has over 51 million users across seven 
countries in Africa and is currently the continent’s largest FinTech platform 
(Vodafone, n.d.). While nearly 80 percent of Kenya’s population are registered 
mobile money account holders, only 30 percent of households have access to 
banking. The reliance on mobile phones for financial management also creates 
particular challenges for data privacy and activism. 

For example, the ubiquitous mobile phones and widespread mobile money 
have brought along a rapid expansion of digital credit in the country in recent 
years. In 2017, over a third of Kenya’s adult mobile phone-owning population 
had used digital credit (Gubbins and Totolo, 2018). Various app-based lenders 
often use alternative methods for credit scoring—extracting and analyzing data 
from mobile call logs and social media. Such apps are particularly widespread 
among consumers who do not qualify for formal bank loans and work in the 
‘informal sector,’ and frequently lead to over-borrowing and vicious cycles of 
debt (Johnen et al., 2021). Digital credit has resulted in extensive blacklisting of 
defaulting borrowers in Kenya, leading to their long-term exclusion from 
formal sector credit: by 2017, 2.7 million digital borrowers had been reported to 
the credit reference bureaus for defaulting (Johnen et al., 2021: 1–2). 

Experiments in alternative credit scoring rely on machine learning models and 
may render people governable in specific ways (Aitken, 2017). These data prac
tices that seek to make the unbanked visible may actually entail ‘segmentation’ 
where people are defined as transitory populations to be absorbed in formalized 
credit networks, or as a category ‘too risky to carry value’ (Aitken, 2017: 292). 
Thus, while visibility within formal credit practices can improve a person’s access 
to resources, in other cases it can further constrain one’s options, deepening 
credit denial and confirming exclusion. The exclusionary practices around alter
native credit scoring in app-based digital credit therefore highlight the importance 
of consumers’ access to their transaction data and the terms of its use. 

Evolving ‘Open Data’ Approaches in the Digital Finance Space 

In the Global South, there is an emerging discussion around ‘open finance’—an 
arrangement where banks and financial service providers would be required to 
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share consumer data among themselves and with third-party providers. These 
include FinTech companies that are developing new financial tools based on 
consumer data. ‘Open data’ therefore constitutes the ‘exchange of consumer data 
between private-sector institutions—including financial institutions and nonbank 
financial institutions, such as mobile money issuers, utility providers, and tele
coms … with customer consent’ (Medine and Plaitakis, 2023: 3). If open finance 
succeeds, this could potentially set a path for ‘broader exchanges of data in 
nonfinancial sectors of the economy’ (Medine and Plaitakis, 2023: 5).8 Open 
banking or sharing third-party access to financial data through the use of appli
cation programming interfaces (API) is seen as boosting Africa’s electronic pay
ments and e-commerce sectors by expanding financial service provisioning across 
borders (Ngila, 2022). Banks, on the other hand, are using open APIs to entrench 
services, like WhatsApp banking, that enable customers to send money and per
form other transactions through their WhatsApp chat window (Kimeria, 2022). 

There are numerous benefits as well as drawbacks to open finance in the Global 
South, as the recent CGAP Technical Report points out. On one hand, such data 
sharing would offer consumers access to financial products from multiple channels 
at lower costs and allow remote customer onboarding. Open finance also enables 
unbanked consumers to transfer data from ‘nontraditional’ financial sources, such 
as mobile money accounts, to regular financial institutions (Medine and Plaitakis, 
2023: 2–3). The data to be shared includes customers’ transaction data as well as 
personal data required for account opening and Know-Your-Customer com
pliance. While in some cases, data transfer occurs directly from the data holder, in 
other cases the transfer involves data intermediaries who handle customer 
requests. Depending on the jurisdiction, these include various account aggregators 
and account information service providers. The involvement of a multitude of 
parties who are able to access customer information constitutes new risks to priv
acy. Customer data could be mismanaged, and the liabilities may not be clear in 
this diverse chain of actors. The adoption of open finance should therefore be 
accompanied by a comprehensive data protection framework that is particularly 
important for protecting low-income consumers (Medine and Plaitakis, 2023: 5). 

Setting up a regulatory framework for consumer data protection in the open 
finance regime is a complex process, however, and depends on the involvement of 
multiple parties, such as the central bank, competition authority, and data protec
tion authority. There is also a need to consider socio-cultural and gender-based 
norms of financial management and information sharing in different countries, as 
these too can impact the adoption of open data regimes. This highlights the rele
vance of considering state and industry actors as important stakeholders in facil
itating enabling environments for more open and transparent data practices 
around the financial lives of low-income consumers. For polycentric theorizing, it 
is important to consider the profound inequalities between these actors and fore
ground the urgency of seeking ways to establish a constructive dialogue. The next 
section explores further the need to engage marginalized communities through 
advocacy and activism in the era of Big Data. 
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Collective Action for Algorithmic Transparency 

Promoting algorithmic transparency is emerging as an important area of data 
activism as biased algorithms disproportionately discriminate against those who 
have been relegated to the margins of society. Such pursuits are complicated by 
the proprietary nature of software and the complexity of machine learning 
where bias can emerge in the course of data analysis—but may also offer new 
opportunities for grassroots activism and advocacy. Machine learning can help 
to better predict consumer behavior by integrating and analyzing relationships 
between elements from large data sets, but can also create discriminatory 
proxies for protected categories: for example, school attended or geographical 
location can be correlated with race and ethnicity (Courchane and Ross, 2019). 
The combination of alternative data sources with machine learning may perpe
tuate historical biases inherent in those sources (see also Rodima-Taylor, 2022b 
for FinTech-mediated mortgage lending). Algorithmic decision-making is not 
neutral but reflects the values and intentions of the designer, institutionalizing 
them in code (Mittelstadt et al., 2016: 7). Algorithmic bias arises from pre
existing social values, technological constraints and errors, and newly emerging 
use contexts in the decision-making architecture (Mittelstadt et al., 2016: 7). 

The limited ability of humans to interfere highlights the difficulties of 
applying traditional notions of responsibility to algorithm-empowered deci
sion-making. Calls are increasing for new regulatory and epistemic solutions. 
Debates on ethical consumer finance increasingly focus on the ways that data 
activism can actively counter the discriminatory patterns reproduced by algo
rithms. Innerarity (2021) calls for a strategy to construct comprehensibility of 
algorithms that is grounded in collective and relational approaches. Auditing 
algorithms should not be viewed as an individual right, but as a matter of 
public responsibility, he suggests algorithmic transparency needs to be con
ceptualized as a relational good, supported by systems of accountability. That 
entails attention to the ‘strategies of non-transparency’ by those exercising 
power, as well as designing new ‘architectures of control’ for a critical review 
of artificial systems that focus on concrete actions, settings, and consequences 
(Innerarity, 2021, p. 7). 

There is an increasing recognition that the issues of algorithmic transparency 
are rooted in everyday biased legacies and discriminatory practices and do not 
reside just in the virtual realm. Solutions could reside in practices such as 
‘algorithmic affirmative action’ that seek to design algorithms in ‘race- and 
gender-conscious ways,’ to counter-act the bias hidden in data (Chander, 2017: 
1025). Data activism to promote algorithmic transparency would entail joint 
engagement between community members and activists, regulatory authorities 
and planners, as well as new forms of partnerships between FinTech lenders 
and disadvantaged communities (see Allen, 2019; Velasquez, 2020). Policy 
reforms may be required in areas such as intellectual property, data protection, 
and internet law, facilitating disclosures regarding algorithmic decision-making 
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(Allen, 2019: 262). These issues remain poignant for low-income consumers in 
the Global South as well as the North. 

As the new algorithm-empowered products and services may thus contain an 
inherent element of unfairness and discrimination, it is evident that while data 
privacy regulations are important, they alone cannot guarantee a fair and equi
table treatment of all customers. Exploring new solutions based on collective 
action to enhance the accountability of algorithms has therefore emerged as an 
important project for polycentric data governance. 

Grassroots Data Activism and Polycentric Governance in a 
Pluriversal Perspective 

This chapter argued that grassroots data activism can offer important new 
perspectives on polycentric data governance in the era of Big Data, with the 
growing centrality of mass-scale, quantitative information in regulating society. 
While datafication can contribute to state surveillance and data appropriation 
by technology firms, it also enables new avenues for citizen data sharing. 
Ground-up data activism increasingly engages with collecting and interpreting 
massive data that has long remained the purview of technology corporations 
and governments. 

Big Data is not neutral—it is gathered, interpreted, and framed within spe
cific power hierarchies and ideologies. Data activism can offer alternative stra
tegies for contesting dominant narratives through user-generated reports and 
critical engagement. As the cases from Kenya and Mexico showed, digital acti
vism platforms can be particularly helpful for crowdsourcing local data in the 
settings of environmental disasters and violent conflicts, as well as for mobiliz
ing local information to enhance public security. This can create novel ‘knowl
edge commons’ and enhance global polycentric data governance. 

The cases from the Global South also demonstrated that small-scale collec
tive actions of data activism matter even in the era of Big Data. While most 
grassroots activists do not have the capacity to employ complex computer 
software for statistical calculations or visual exhibits, it is the local knowledge 
and expertise that makes a difference. Social media platforms can enhance the 
visibility of these actions and expand the opportunities for advocacy and sup
port. Furthermore, as we can see, while data activism adds important public 
visibility, its benefits are not necessarily defined by inclusion in formal policy-
making: they can be more diverse and indirect, such as facilitating critical 
awareness and group-building in marginalized communities. 

Data agency thus remains contested and partial, particularly as grassroots 
data activism is dependent on the very limited technological options available to 
low-income population. Often this results in uneasy partnerships of grassroots 
activists with commercial social media platforms originating from the Global 
North or East. As the case studies of the chapter showed, data agency at the 
margins is often particularly dependent on global BigTech platforms. While this 
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may contribute to data extractivism, collaboration of local activists with social 
media platforms has also facilitated civic action and political protest in 
oppressive states. In polycentric governance theorizing, more attention is there
fore needed to the evolving structures of digital activism as complex socio
technical assemblages that bring together diverse formal and informal, online 
and offline elements (see also Rodima-Taylor and Grimes, 2019). 

Ongoing data policy debates in the Global South focus on two somewhat 
conflicting issues: data privacy and protection, and the movement towards open 
finance and other forms of institutionalized data sharing. These issues are par
ticularly poignant in Africa where large parts of the population are unbanked, 
while depending on their mobile phones for financial management through a 
multitude of digital finance apps. The rapidly growing role of digital finance in 
people’s livelihoods has created specific challenges for data management, as it 
leaves people’s personal and transaction data vulnerable to exploitation. As 
data constitutes an ever-increasing source of economic power, data privacy 
regulations are relevant for offering consumers better control over their infor
mation. As the chapter outlined, widespread digital finance apps with their 
alternative credit-scoring techniques have brought along a rapid expansion of 
digital credit in countries such as Kenya, resulting in the blacklisting of many 
low-income borrowers from formal sector opportunities. 

The adoption and implementation of data privacy regulations in African 
countries remain uneven. Data privacy governance is also impeded by the lack 
of adequate multilateral frameworks across the continent. There is thus room 
for exploring common regional approaches to data protection and knowledge 
commons that in other parts of the world have catalyzed conversations about 
citizens’ data rights between civil society, technology corporations, and gov
ernments. That is particularly relevant with the emerging debates around open 
finance in the Global South, which offers consumers more options but also 
involves new risks to privacy and transparency. The adoption of open finance 
has to be accompanied by comprehensive data protection frameworks, as a 
focal point of authority, that are especially important for securing the data 
rights of low-income consumers. 

Another emerging area for data activism is promoting algorithmic transpar
ency and countering bias, which may require novel regulatory and epistemic 
solutions that rely on the principle of polycentrism. These include joint 
engagements between community members and activists, regulatory authorities 
and planners, and new forms of partnerships between financial actors and dis
advantaged communities. Algorithmic transparency should thus be seen as a 
matter of public responsibility and as supported by institutionalized structures 
of accountability. That entails renewed attention to power differentials and 
ways to support grassroots data agency. 

The elements of grassroots data activism that matter for a fuller under
standing of polycentric governance include the fragmented and partial nature of 
data sharing and collective interpreting. These practices are not always aimed at 
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greater inclusion in institutionalized policy-making but involve creating new, 
albeit fragmented, civic spaces, and forming uncertain and shifting partnerships 
with the formal sector. Informal data activism practices do not necessarily get 
absorbed by the formal. Rather, they reinterpret existing norms and institutions 
and insert alternative viewpoints and processes, expressed through local 
insights, narratives, and modes of sharing advanced through crowdsourcing and 
other digital techniques. Connections to offline modes of collaboration remain 
important in these endeavors. Further investigation is needed into these rapidly 
growing expressions of local data agency for a fuller, pluriversal understanding 
of the emerging multiscalar global data governance. 

Notes 

1	 In many African countries, for example, Facebook has become synonymous with the 
Internet through its Free Basics service that provides access free of data charges to Face-
book and several other websites using a SIM card from a qualifying mobile operator. 

2	 The notion of technopolitics refers to ‘technology-enhanced politics’ that revolves 
around the ability to enact political goals by means of technical artefacts (Gagliar
done, 2014, in Milan and Gutierrez, 2018). 

3	 www.ushahidi.com. 
4	 www.facebook.com/freebasics/. 
5	 It has also engaged with more general infrastructural projects that include the Express 

WI-FI initiative in Ghana, Kenya, Nigeria, Tanzania, South Africa, Senegal, and 
Malawi; fiber optic cables in South Africa, Uganda, and Nigeria; and plans to build 
an undersea fiber optic cable surrounding the African continent (Nothias, 2020). 

6	 https://au.int/en/treaties/african-union-convention-cyber-security-and-personal-data
protection. 

7	 See also Chapter 10 by Medzini and Epstein, and Chapter 7 by Wenlong Li and Dan 
Yang, this volume. 

8	 Similar developments have occurred somewhat earlier in Europe, where large data-
driven companies (such as social media platforms) have been striving to embed pay
ment functionalities in their platforms with banks increasingly required by regulators 
to provide access to their customers’ transactional data (see Westermeier, 2020). 
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6 
QUESTIONS AS A DEVICE FOR DATA 
RESPONSIBILITY 

Making Data Science Responsible by Formulating 
Questions in a Polycentric Way 

Stefaan Verhulst 

Introduction 

We are living through an unprecedented transformation in our society, econ
omy, and polity: the datafication of virtually every aspect of our lives (Gray, 
2016). From the moment we awake—and often during our sleep too—our 
devices, the platforms we use, and the transactions we engage in leave an ela
borate digital trail. This digital trail (sometimes referred to as “digital 
exhaust”) carries both risk and opportunity (Mergel et al., 2016). From a social 
sciences perspective, the emergent data surplus has the potential to transform 
how we generate (and subsequently use) insights, allowing researchers to wean 
our dependency on what people tell us and turn instead to more reliable records 
of what people actually do (Stephens-Davidowitz, 2017). 

Yet quantity doesn’t necessarily translate into quality. As a string of recent 
failures in data handling design and mounting public anxieties around data col
lection practices have shown, the current data age is also marked by a variety of 
limitations, challenges, and concerns that greatly limit data’s capacity to generate 
insights or effect positive social transformation within existing structures (Ghafur 
et al., 2020). Many of these challenges reflect existing socioeconomic and political 
divides (Vartanova & Gladkova, 2019). They include unequal access to data and 
its insights, asymmetries in technical skills and expertise, the rise of what Shosh
ana Zuboff has famously called “surveillance capitalism,” which refers to the 
exploitation of data for corporate profit, as well as issues of misinformation, 
threats to privacy and other individual and collective rights—and much more 
(Zuboff, 2019; Tisne, 2021; Shafer et al., 2001). 

Considered together, these challenges point to the failures of technical design 
and data governance. Moreover, with the consolidation and commercialization 
of data-driven or data-generating tools like artificial intelligence, the Internet of 

DOI: 10.4324/9781003388418-7 

This chapter has been made available under a CC-BY-NC-ND license 

http://dx.doi.org/10.4324/9781003388418-7


Questions as a Device for Data Responsibility 89 

Things, and distributed ledger technologies, these difficulties of data governance 
are likely to be exacerbated in the coming years. As so often happens, technol
ogy risks leaping ahead of our existing institutions and laws, rendering existing 
policy models obsolete and ineffective at solving the problems of tomorrow. 

A number of efforts exist that are seeking to reinvent data responsibility and 
construct models better suited to twenty-first-century realities. In a previous 
paper, I argued for ten innovations toward re-imagined models for data 
responsibility (Verhulst, 2021). Some scholars have further explored approaches 
that incorporate “privacy by design,” while others have suggested the need for 
new governance models or to expand our notions of user rights by adopting a 
process known as “contextual consent” (Cavoukian, 2010; Barkhuus, 2012; 
Micheli et al., 2020). Others have pressed for a revamping of traditional models 
of antitrust regulation (Khan, 2017) to change business models that support 
“surveillance capitalism” (Zuboff, 2019). Each of these approaches has its 
merits. Yet overall, the notion of data responsibility remains a work in pro
gress, with officials and other stakeholders—including the public—still casting 
about for viable solutions. Society—including public officials, civil society, and 
community representatives—is today at an inflection point in its search to 
responsibly handle data so as to maximize the public good while limiting both 
private and public risks. 

This paper argues that questions should also be given more consideration as 
a mechanism for modern data responsibility. Traditionally, questions have 
typically been seen solely as a device or method for inquiry (De Ruiter, 2016). 
We suggest, however, that designing a process for asking the right questions can 
support and enhance a polycentric perspective and play an important role in 
ensuring that data are used responsibly, and with maximum positive social 
impact. Specifically, we argue that adopting a crowdsourced approach to ques
tions can complement polycentric values, such as multi-leveled governance, 
diversity and pluralism, and more fluidity. Such an approach, in turn, can help 
achieve a variety of key data responsibility goals, including data minimization 
and proportionality, increasing participation, and enhancing accountability. 
Therefore, in addition to “data science,” we need to invest in creating a new 
kind of polycentric “question science” that can contribute to data responsibility. 
In making these arguments, we build on two bodies of knowledge—one 

conceptual and the other more practical. The former consists of an existing 
corpus of literature around the importance of questions. In Part I, we briefly 
explore this research, much of it derived from the social sciences and manage
ment theory, and point to some areas of intersection with theories and values of 
polycentrism. This conceptual discussion is supplemented by the author’s own 
practical experience as founder and lead of “The 100 Questions Initiative,” an 
effort to help determine the most important questions across a variety of fields 
that could be answered if data were made more readily available to trusted 
parties. This initiative, which provides valuable insights and lessons into 
building a new “science of questions,” is also briefly described in Part I. In Part 
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II, we build on this theoretical and practical knowledge to outline a set of 
benefits of using questions for data responsibility. Part III, the Conclusion, 
describes some elements of a proposed science of questions, one that can build 
on and extend existing polycentric governance practices and ensure a more 
participatory and equitable approach to how data is managed and deployed in 
society. 

I In the Beginning, There Were Questions… 

1 The Importance of Problem Definition and Formulating Questions 

“If I were given one hour to save the planet, I would spend 55 minutes defining 
the problem and 5 minutes resolving it,” Albert Einstein reportedly said. Yet 
despite general recognition that good solutions flow from good questions, social 
scientists, policymakers, and other decision-makers often overlook the impor
tance of using questions to define and prioritize problems that need addressing. 
This leads to inefficient, ineffective, and risky initiatives, which in turn increase 
costs and erode public trust in research (and, increasingly, data) initiatives. 

Recent years have, however, witnessed something of a course correction. 
Perhaps driven by the current surfeit in data and the often-bewildering array of 
options it presents, there has been a renewed interest in using questions to 
better design research projects and more effectively target policy interventions. 
Some of this literature flows from management theory, where scholars speak of 
the need for “a new Socratic method” to drive efficiency and innovation (Brooks 
et al., 2018). Social scientists likewise highlight the need for “method-driven 
questions”—i.e., a new method or science of questions that can circumscribe 
the limits of research projects, ensuring their relevance and feasibility (Hagel, 
2021; Alvesson et al., 2013). 

One noteworthy strand that has developed within this literature concerns the 
potential of opening up who defines and provides input into the types of ques
tions asked and investigated. Recent years have seen an increase in researchers 
turning to not only expert opinions but also views from the public. While many 
projects have sourced informed residents during the empirical stages of the 
research process, there has been a marked increase in the number of researchers 
involving crowds in conceptual stages, particularly in formulating questions 
that research should address (Beck et al., 2022). These projects have explored 
the significance of crowdsourcing as a means of defining questions and helping 
define the contours of a “new science-based knowledge” (Brassuer et al., 2019). 

One study, undertaken by Franzoni et al. (2021), showed that crowdsourcing 
can help “generate high-quality research questions” and yield important benefits 
when it comes to increasing efficiency and democratization. Other scholarship 
has shown the efficiency and potential of crowdsourcing in “building a holistic 
understanding of unprecedented and ill-defined problems” (Wahl et al., 2022). 
As we discuss further below, such approaches have much in common with 
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polycentrism, perhaps most obviously—but not only—in their ability to widen the 
pool to create multiple levels of expertise, offer new avenues for “co-production,” 
and create conditions for multi-stakeholder data governance. 

Crowdsourcing, along with other means to widen the pool of expertise, offers a 
tremendous opportunity to not only define more democratic research processes but 
also to discover and help solve problems that are truly relevant to a larger section 
of the population. In addition, a more collaborative and transparent way of for
mulating questions can also accelerate and mainstream open science practices. 
Open science aims to ensure the free availability and usability of data that result 
from scholarly research, as well as the methodologies used to generate the data. 

2 Questions, Crowdsourcing, and Polycentricism 

The use of questions as a device for widening and making data governance 
more efficient and responsible shares much in common with polycentric 
approaches to governance, particularly when combined with crowdsourcing. Of 
course, the particular areas of overlap depend on how specific questions are 
used (and sourced), which can take many manifestations. Here, we outline three 
broad areas of commonality or intersection, based on our experience with the 
100 Questions Initiative described further below. 

�	 Multi-leveled and Diffuse: As noted by Scholte, polycentrism is characterized 
by “multi-layered and diffuse” sites of authority. A questions-based approach 
to data similarly widens the aperture of governance, conceptually by chal
lenging existing norms and principles, but more fundamentally by increasing 
the number and types of stakeholders with seats at the governance table. 
This widening is characterized not only by greater numbers of participants 
but also by greater diversity in the types of stakeholders and their relative 
positions (or “levels”) in existing governance hierarchies. In particular, a 
process of crowdsourcing can bring together expert opinions alongside citi
zens and citizen groups to create a “thicker” approach to governance, and to 
the questions that are asked, investigated, and ultimately acted upon. 

�	 Equity, Diversity, and Pluralism: Polycentrism is an essentially pluralistic 
approach. In much the same way, the use of crowdsourced questions can 
bring traditionally marginalized and excluded voices into the process of data 
governance. This pluralistic approach itself operates at multiple levels and 
jurisdictions. It may involve demarginalizing formerly excluded voices within 
a specific community (or town); equally, it may operate at the supra-national 
level, for example allowing citizens or other stakeholders from developing 
countries who are directly impacted by a policy or governance issue to help 
reshape the underlying assumptions and hypotheses that currently guide data 
governance. Such a commitment to equity can ultimately result in more 
effective governance—mechanisms that are more attuned to local conditions 
and context, and capable of iterative self-improvement. 
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�	 Fluidity: The process of challenging existing hypotheses and asking new 
questions is essentially one of breaking down existing structures, 
assumptions, and rigidities. Instead, a polycentric questions-based 
approach replaces traditional methods of governance with a new set of 
often more informal and fluid approaches. Indeed, one of the underlying 
motivations for a questions-based approach is an understanding that 
existing (“legacy”) approaches to data governance are somewhat stultified and 
inadequate for the pace of technical innovation. In addition, by bringing 
together experts and non-experts from a wide range of disciplines, there is 
both an understanding that law (and regulation) may be a blunt instrument 
and a desire to replace it with a more fluid combination of formal and infor
mal (e.g., norm-based) approaches to data governance. As described below, 
the process of using questions is fundamentally “deliberative,” opening up 
space for more informal approaches to data responsibility. 

3 The 100 Questions Initiative 

Driven in part by an awareness of this new interest in a science of questions, 
The GovLab, an action research center I co-founded at New York University’s 
Tandon School of Engineering, launched the 100 Questions Initiative in 2019. 
This initiative uses a unique participatory methodology to identify the world’s 
100 most pressing, high-impact questions across a variety of domains—includ
ing migration, gender inequality, air quality, the future of work, disinforma
tion, food sustainability, and governance—that could be answered by unlocking 
datasets and other resources. The approach is based upon the premise that truly 
has social, political, and economic impact, we need to start with collectively 
formulating the questions that can define our greatest challenges rather than 
simply focusing on the available data. Avoiding a regression to the data mean, 
the 100 Questions Initiative transitions question creation from a supply-driven 
to a demand-driven approach. 

The unique methodology used by the 100 Questions Initiative is one of its 
defining features. Driven by recent research demonstrating the positive impact 
of crowdsourcing in science, the initiative is participatory, maximally transpar
ent across all stages, and iterative by design (Beck et al., 2022; Wahl et al., 
2022). It seeks input from a wide variety of stakeholders—domain experts, 
partner organizations, average users, and citizens—to help map topic areas, 
identify pressing questions, and then vote on and prioritize these questions. The 
initiative follows a four-step process. 

1.	 Sourcing ‘bilinguals’: A key role in this process is played by so-called 
bilinguals’—individuals who are both domain experts and data science 
experts. Their braintrust serves as the linchpin of the question generation 
process. This melding of context-specific and data expertise ensures that 
the questions selected are both relevant to the field and answerable by 
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data. Bilinguals help guide topic-mapping direction and draft first-stage 
questions. Their participation is fundamentally inter-disciplinary and cuts 
across policy and professional domains, once again emphasizing the poly
centric potential of a new science of questions. 

2.	 Topic mapping: Following stakeholder input, the initiative organizes issues 
and questions raised by the bilinguals into a topic map. This map serves as 
a springboard for the creation of data-actionable questions that have 
practical and/or scientific impact and are novel, feasible, and of high 
quality. Bilinguals use the topic map to put forward informed questions. 
This practice of crowdsourcing questions from a variety of experts draws 
on an experiment conducted in 2012 by Cambridge University’s Depart
ment of Zoology to determine 100 fundamental ecological questions 
(Sutherland et al., 2012). Through input from 388 academic participants, 
754 questions were submitted and narrowed down to a final 100 through a 
process of open discussion and voting. This initiative successfully provided 
a “substantial enhancement in understanding” of the discipline of ecology 
to steer the agenda for further research in that field. 

3.	 Clustering and reformulation: The questions generated by the bilinguals 
are then grouped and reformulated thematically. By taking stock of the 
questions posited by experts, the 100 Questions Initiative is fundamen
tally deliberative and embodies its participatory and collective design 
values. Also, this practice introduces nuanced and multifaceted per
spectives to the conceptual stage of a research project by leveraging 
different points of view that result in the creation of unique research 
questions. The bilinguals then vote on the most important questions, of 
which the top ten questions are published for prioritization voting by 
the public. This combination of expert curation with public prioritiza
tion is a good instance of the multi-leveled, polycentric potential of 
questions discussed above. 

4.	 Creating Data Collaboratives: The end of question deliberation and selec
tion marks the beginning of policy action. Equipped with expert and 
public inputs of which questions are the most pressing, the project brings 
stakeholders together to examine the top three issue areas and find avenues 
to build purpose-driven data collaboratives. For example, the Migration 
Domain led to the creation of the Big Data for Migration Alliance, the 
first-ever network of stakeholders furthering data collaboration for 
migration and human mobility policymaking. 

The 100 Questions Initiative is a rigorous and time-intensive process—but it 
leads to a big payoff. Not only does it identify the global and cross-sectoral 
research areas but it also ensures that policies are actually addressing issues that 
are considered to be key problems. By building a strong, research- and stake-
holder-backed foundation for the problems at hand, the proposed interventions 
are better equipped to serve communities and steer the creation (and 
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governance) of common goods. Also, working with the public at the early 
stages of policymaking increases overall engagement throughout the project 
lifecycle because people are placed in the center, not at the margins, of action. 

II Questions as Tools for Data Responsibility 

Although these efforts to transform the way we define questions are ongoing, 
they have already begun to yield valuable insights into the potential of questions 
to enhance data responsibility, and more generally, into the possibilities offered 
by a new science of questions for polycentric policymaking. Based on the 
research conducted thus far, as well as the theoretical context, we believe that 
an updated science of questions can play an important role in enabling practi
tioners to develop fit-for-purpose data responsibility strategies and identify and 
address any gaps in their approaches for responsibly handling information 
across the data lifecycle. Specifically, questions can help to advance three main 
values or principles that are key to enhanced data responsibility. These include: 

1. Data Minimization and Proportionality 
2. Participation (Democratization) 
3. Accountability 

1. Data Minimization and Proportionality 

Driven partly—though not only—by the European Union’s General Data Pro
tection Regulation (GDPR) requirement that data collection should be “ade
quate, relevant and not excessive,” data minimization and the related concept of 
proportionality are integral to data responsibility and remain a key pillar of the 
Fair Information Practice Principles (FIPPs) (Biega et al., 2020; Antignac et al., 
2014; Hartzog, 2017). Data minimization can be defined as the practice of col
lecting and storing only personal information that is directly relevant (i.e., 
proportional) to a given task or purpose (i.e., purpose specification). 

Asking the right questions can advance the pursuit of data minimization in 
several ways. First, questions can serve as devices to frame problems more 
effectively. Any initiative that collects or uses data can begin by asking what 
public problems the data is intended to solve. Too often, data is collected 
simply because it exists. Indeed, while this practice is data rich, it is informa
tion poor. As noted previously, the current supply-driven approach to data-
driven policymaking is better replaced by a demand-driven approach that 
understands the true nature of social, political, economic, cultural, or other 
public needs that can be served by the data. 

Relatedly, questions can help determine the purpose for data collection and 
reuse. Determining the purpose of data closely follows from the broader task of 
problem definition. Understanding a problem may alter or limit the types or 
extent of data collected, and the ways in which it is subsequently stored or 
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used. These are all vital steps in ensuring data proportionality and minimiza
tion across the data value chain. 

Questions can also help organizations determine data retention policies. A  
key principle of data minimization is that not all data available (within or 
external to an organization) are required at all times. Asking the right questions 
about what data are needed and what problems they are intended to solve can 
help determine if any data should be discarded, or at least archived. 

Finally, questions can encourage data minimization by allowing organiza
tions to develop an overall data strategy. Such a strategy would clearly identify 
top-level priorities and force data-holding organizations to focus on high-value 
problems and seek out the low-hanging fruit—the readily actionable issues—to 
ensure that data has the maximum impact in a responsible way. A prioritized 
data strategy discourages the creation of general data platforms or repositories 
and leads to a more tailored use of data that advances several related causes: 
data minimization, individual privacy, and more efficient allocation of 
resources. 

2 Participation (Democratization) 

As noted, the participatory, inclusive potential of questions has significant 
overlap with multi-stakeholder and more specifically polycentric approaches to 
governance (Kalfagianni & Pattberg, 2013; Matasick, 2017; Reggi, 2020). 
Recently, questions about inclusiveness and equity have moved to the core of 
conversations surrounding data responsibility as the focus has shifted to the re
use of data collected for one initial purpose to address other questions. Many of 
these conversations involve opening up data and its potential to spur transpar
ency and democratization but they apply more widely to how all forms of data 
are collected, used, and re-used (Reggi, 2020). Our research suggests that asking 
the right questions can play a critical role in increasing democratization and 
participation by giving average people, who are usually the end-target of 
resulting policy interventions, a say in the design and direction of public pro
gramming. Furthermore, research has shown that increasing communication 
between users and producers of knowledge is essential to cultivate relevant and 
credible institutional and technological solutions to some of today’s most 
pressing issues (Sutherland et al., 2011). 

These consultations can also provide the needed social license for the re-use 
of data. These benefits can be achieved in at least four ways. As the example of 
the 100 Questions Initiative suggests, questions can themselves be formulated in 
a participatory manner by crowdsourcing opinions and priorities from citizens. 
This sets the foundations for a more inclusive and democratic approach to data 
governance and data re-use, whereby those most affected are part of the 
agenda-setting and conversation from the very beginning. This idea is not based 
on the notion that scientists lack questions, but that involving a broader range 
of actors can help leverage unique perspectives that result in more well-rounded 
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(and well-received) research questions (Beck et al., 2022). This can be thought 
of as ensuring participation by design, and it also ensures transparency in the 
question-setting process (i.e., how the questions came to be is traceable and 
justifiable). 

Questions also offer a more sophisticated way for researchers, policymakers, 
and data holders to engage with the public than many other commonly used 
approaches. They offer a way to create more cohesion between stakeholders 
in the government, academic, private, and civil society sectors of society and 
foster greater collaboration. In particular, they are a more nuanced and 
interactive method than standard consent forms with checkboxes that pre
sent users with binary questions and offer little opportunity for laypeople to 
shape an agenda. This approach puts forward a more polycentric approach 
to problem-solving by encouraging greater discussion on some of the world’s 
biggest research priorities by stakeholders across levels, domains, and 
jurisdictions. 

At their broadest level, questions offer a mechanism to foster a more inclu
sive public debate on the issues that really matter to society. The benefits go 
beyond participation or democracy (though these are valuable ends too). A 
more inclusive, and less ideological, debate leads to more efficient allocation of 
resources, and helps ensure that a wider pool of expertise is tapped into, thus 
opening up new solutions and avenues for innovation. It is important to 
recognize, though, that in order for the debate to be truly inclusive, the ques
tions must themselves be subject to questioning, and in particular, be closely 
examined for their own implicit biases. Formulating questions in a participa
tory manner (see above) can help in this regard. 

Among the many pressing areas where questions offer potential for better 
public conversation and debate across fields, few are as vital as the need to 
acquire social license for re-using data beyond initial consent, a key element of 
data responsibility. Such a license is vital to achieving the critical balance 
between risk and opportunity offered by data, and to unlocking innovative and 
unexpected public goods from privately held data. 

3 Accountability 

The third way in which questions can contribute to data responsibility is by 
enhancing accountability. Accountability can be captured in various ways. 
Broadly, it refers to the ability of a system or initiative to self-correct in 
response to impact or to the measured opinions and feedback expressed by 
those most affected. In this way, accountability is inextricably linked to the 
previous value: more participation and inclusiveness create virtuous feedback 
loops that, when filtered through a responsible data framework, will enhance 
responsiveness. 

Questions can begin to establish accountability by forcing data stewards and 
other stakeholders to ask who has been impacted by a data project, and who 
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has benefited from its insights (Verhulst, 2018). By identifying demographic 
groups and subpopulations, questions allow policymakers to identify and 
engage with key stakeholders, a vital initial step in creating feedback loops, 
reclaiming agency for marginalized populations, and encouraging a more open, 
polycentric approach to responsible data governance. Importantly, questions 
can also help identify experts and domain specialists who might otherwise be 
overlooked in such initiatives. 

When filtered through a responsive system or framework, feedback loops 
create the ability to fine-tune and iterate on initial versions of projects. In this 
way, questions create the conditions not only for accountability but also for 
improvement and enhanced impact via internal, rapid beta-tests of project 
directions and ideas. By pinpointing the relevant issues and risks of a problem, 
questions also create incentives for data holders (e.g., large technology compa
nies) to share data and participate in initiatives. This also helps build account
ability by allowing data holders to identify potential uses (and misuses) of 
information, thus building in more adequate safeguards into the way data is 
used and re-used. 

Finally, questions can enhance accountability by helping project holders 
anticipate and measure impact and risk, as shown in Table 6.1. Any self-correcting 
system relies on adequate inputs in order to fine-tune and iterate. Developing and 
collecting appropriate metrics is a vital part of ensuring accountability, allowing 
all stakeholders (including society at large) to maximize the possible benefits of 
data use and re-use while minimizing its harms. 

TABLE 6.1 Questions as tool for data responsibility 

Questions as a tool for Questions as a tool for parti- Questions as a tool for 
data minimization and cipation (democratization) accountability 
proportionality 

Questions, developed Questions, developed in a Questions, developed in a 
in a polycentric way, polycentric way, can: polycentric way, can enable 
can enable actors to: actors to: 

�	 Determine the pur �	 Offer a more sophisticated 	 Identify and engage with 
pose for data col

�
way for researchers, policy- key stakeholders; 

lection and re-use; makers, and data holders to �	 Create feedback loops to 
�	 Determine engage with the public; fine-tune and iterate on 

data retention �	 Foster a more inclusive initial versions of projects; 
policies; public debate; �	 Create incentives 

�	 Develop an overall �	 Enable data users acquire a for data holders to share 
data strategy. social license for re-using data and participate in 

data beyond initial data sharing activities; 
consent. �	 Enhance accountability by 

helping project holders 
anticipate and measure 
impact and risk. 
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III Conclusion: Toward a New Movement and Science of Questions 

Current debates about data and its use (and re-use) generally stem from the 
supply side. Researchers and policymakers examine the data that is most readily 
available and ask which questions or problems it can address. This paper has 
argued for a different approach—one that brings a more polycentric perspective 
that begins from the demand side of the equation. This approach begins by 
asking questions about what really matters to identify and consider true societal 
needs. At its core, this is a deeply humanistic approach, one that prioritizes 
society and its members—and the diversity of their needs—above data. Ulti
mately, data is a means, not an end. This approach also provides an additional 
component by fostering enhanced data responsibility. This paper is a call for a 
new science of questions that would complement many values of polycentrism 
(specifically, multi-leveled governance, pluralism and diversity, and fluidity), in 
the process creating a new governance device and more inclusive conditions for 
data collaboration and re-use. As we have outlined above, this science of ques
tions would help to advance the following three principles: 

�	 Data Minimization: Questions serve as a device to frame problems more 
effectively by defining the challenges that data scientists and policymakers 
seek to address to establish a gestalt of the problem space. Taking stock of 
the organization of data collection, use, and re-use helps determine the 
purpose for these practices and advances the vital goal of reducing the 
amount of data collected frivolously. 

�	 Increased Participation and Democratization: Through crowdsourcing 
techniques, bringing together domain experts, beneficiaries (including those 
among the public), and policymakers who will ultimately be tasked with 
implementing any recommendations or actions generated by the questions 
can develop richer questions. Increasing the awareness and agency of citi
zens can herald a more participatory, multi-leveled, and trusted policy-
making environment. 

�	 Increased Accountability: Finally, a science of questions must include rig
orous methods of (open) assessment to audit the types of questions put 
forward, the data available, and the impact of any data use and re-use that 
results from question-driven initiatives. In essence, we need to be able to 
question the questions’ provenance and action steps. Opening policy con
versations from intervention inception can create virtuous feedback loops 
that enhance responsible data frameworks and produce meaningful expert 
and citizen responsiveness, advancing the science of open question 
generation. 

We are in the very incipient stages of developing this science of questions. In the 
coming months and years, our methods will be fine-tuned and improved, always 
in as participatory a manner as possible. Already, though, we can confidently 
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say that questions are no longer simply devices for inquiry. Their potential 
impact is much bigger. Questions are living, active devices to ensure data 
responsibility—and even more, to generate positive social impact. They are 
fluid tools that can be used to collectively define the borders of common 
goods—and thus enablers for polycentric governance. 
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DECENTRALIZED BUT COORDINATED 

Probing Polycentricity in EU Data Protection 
Cross-border Enforcement 

Wenlong Li and Dan Yang 

Introduction 

The concept of polycentricity or polycentric governance is rarely used in data pro
tection scholarship, despite some work that addresses polycentric systems of var
ious sorts in relation to the GDPR without reference to this concept. For instance, 
Bennett and Raab (2006, p. 233) contend that the governance of data protection is ‘a 
complex regime which includes multiple actors and structures and many tools’, 
with DPAs acting simultaneously as ‘advocates, ombudspersons, and administrative 
authorities’. Jóri (2015, p. 134) contends the two functions of DPA – that is, shaping 
(as a privacy advocate) and applying (as a mediator) data protection law – are not 
equally written within the data protection law explicitly. Consensus started to 
emerge on the basis that data protection enforcement is not monocentric, static, and 
technical. Rather, it is inherently political, dynamic, and polycentric, taking into 
account social interactions between national authorities, EU bodies, and other sta
keholders, particularly in the case of cross-border enforcement. With a detailed 
comparison between CNIL (French DPA) and Garante (Italian DPA), Righettini 
(2011) shows that local enforcement of the GDPR is hierarchical and court-centered 
in France, but polycentric in Italy, in the sense that Garante shares responsibilities 
and competences with courts. Vranaki’s (2016, p. 265) surveys of cloud investiga
tions conducted by several data protection authorities (DPAs) in the EU suggest 
that, unlike the usual image of enforcer or advocate, DPAs subscribe to what she 
calls ‘bargaining enforcement’, i.e., regular bargaining with cloud service providers 
with either sticks or carrots. In addition, some empirical works are undertaken on 
data breaches of a cross-border nature (Kloza & Mościbroda, 2014; Malatras et al., 
2017) with enforcement challenges facing DPAs identified, such as language bar
riers, lack of a single point of contact, lack of (sensitive) information exchange, and 
divergence in the interpretation of the law. 
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There are generally two ways in which the GDPR enforcement can be viewed 
as a polycentric system. First, the fact that each data protection authority 
retains ‘absolute independence’ from their equivalents in other Member States 
as well as from the EU authority (i.e., the EDPB) to investigate, issue fines, and 
take other enforcement measures aligns with the principles of polycentric gov
ernance. Second, the GDPR is characterized by its extraterritorial reach which 
extends an enforcement landscape beyond the EU and occasionally involves 
international cooperation and coordination schemes (such as bilateral Memor
anda of Understanding) or on an ad hoc basis. Yet, this form of coordination 
and collaboration corresponds more to networked governance rather than 
polycentric governance. 

This chapter primarily addresses the first aspect, characterizing the EU’s 
handling of cross-border enforcement under the GDPR as a polycentric system, 
with a particular reference to the relevance and impact of coordination. The 
creation of a polycentric system for the handling of cross-border enforcement 
stems from the EU’s fear of centralization of power (Franchino, 2007), but the 
enforcement powers conferred upon the EDPB are limited to the instance of 
strict necessity. As such, the board’s coordinating role is crucial in fulfilling the 
practical goal of ending fragmentation in the Directive era while ensuring a 
consistent enforcement landscape. 

This chapter presents case studies the compromises and intricacies of the 
current polycentric system for data protection enforcement. On the one hand, 
the GDPR (enforcement) overlooks, somewhat intentionally, borderless and 
‘establishment-less’ practices that fall outside the scope of the one-stop-shop 
(OSS). This leads to significant fragmentation and inconsistency in several 
aspects of the GDPR application, including the identification of the controller/ 
processor (particularly in the context of public–private partnership), the types 
of violation across the GDPR provisions, and the types of impositions. On the 
other, the fine line between the EDPB serving in its dispute resolution role only 
in circumstances of utmost necessity and the EU entity overstepping its remits 
and projecting itself as a higher hierarchy is difficult, if not impossible, to draw. 
We further illustrate that the latest various endeavors, respectively by the EDPB 
and the European Commission, in improving the cooperation and coordination 
between the DPAs are not intended to address these structural issues. 

The chapter has four parts. After the Introduction, Section II provides a primer 
to polycentric governance that provides contexts for the following analysis. Sec
tion III situates data protection enforcement within the context of polycentric 
governance, examining in particular the role of the EDPB in both sustaining and 
threatening the system. The endeavors made by the EDPB in addressing this issue 
are briefly mapped and analyzed as well. Section IV provides two case studies – 
respectively on Clearview AI and Meta – which illustrate the two contrasting 
problems concerning GDPR enforcement as a polycentric system. Whereas the 
EU investigations into Clearview AI reveal the critical loophole intentionally left 
by the EU legislators to deal with processing by establishment-less undertakings, 
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Meta shows the intricacy of coordination and conflict between national DPAs 
and the EDPB. The chapter ends in Section IV with reflections on these two case 
studies and polycentric governance more generally. A caveat of the chapter is that 
it focuses only on the interplay between data protection authorities, as well as 
that between DPAs and the EDPB. Other relationships across realms (e.g., courts 
and arbitrators) and across fields of law (competition and consumer authorities) 
are not within the scope of this chapter. 

II Polycentric Governance: A Primer 

Polycentric governance refers to a normative framework that involves multiple 
centers of authority and decision-making (Ostrom, 2010; Carlisle & Gruby, 
2017; Bruns, 2019). It is decentralized in nature in the sense that each actor has 
its own rules, powers, and responsibilities. Yet, a certain degree of cooperation 
and coordination is necessary to make the system sustainable and fulfilling. The 
idea behind it is that it allows for flexibility, diversity, and adaptability, while 
encouraging the integration of diverse perspectives and knowledge, with a view 
to improving overall effectiveness and resilience (Gasser & Alemeida, 2017). 

Polycentric governance is employed often in complex and interconnected 
systems, such as environmental management (Jordan, 2018; Nagendra & 
Ostrom, 2012; Morrison, 2017), resource allocation (Baldwin et al., 2016), and 
commons (Carlisle & Gruby, 2019). In the legal realm, it is discussed in 
decentralized architecture (Gasser & Almeida, 2017), adjudication and justice 
(King 2008, 2012; Shawoo & McDermott, 2020), as well as early discussions on 
internet/cyberspace governance (Reidenberg, 2000). 

There are some related concepts, such as ‘networked governance’ (Caplan, 
2022), ‘nested governance’ (Shackelford & Dockery, 2019), or multi-level gov
ernance (Stephenson, 2013), which share some similarities with polycentric 
governance. In brief, polycentric governance features the existence of multiple 
centers of authority, whereas networked governance emphasizes the inter-
connectedness and collaboration among actors. Multi-level governance concerns 
how authority is distributed vertically among different levels of government 
(central, regional, and local), while polycentric governance involves a horizontal 
distribution of power across a diverse range of entities, including non-govern
ment actors, communities, and organizations. 

In sum, several common parameters can be used to describe or evaluate the 
overall quality and effectiveness of a polycentric system, including decen
tralization (distribution of decision-making authority among multiple centers), 
subsidiarity (empowerment of local and regional institutions), coordination (e. 
g., presence of communication channels, collaborative mechanisms, and shared 
goals), adaptability (to changing circumstances), equity and inclusiveness, effi
ciency and effectiveness, and legitimacy (determined by the transparency, 
accountability, and fairness of the decision-making processes). 
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III Cross-border Enforcement as a Polycentric System 

The ways in which data protection authorities interact and cooperate with each 
other with a view to reaching a consensus on a decision correspond approxi
mately to a polycentric system. It is a complex, layered regulatory landscape in 
which each DPA has, in principle, ‘absolute independence’. A number of deci
sion-making centers operate autonomously and yet somewhat coordinated and 
under cooperation through a number of mechanisms. On the one hand, DPAs 
compete in a subtle and even arguable manner. The fact that they have varying 
approaches to enforcement (e.g., the level of activism, the trade-off between 
action and guidance) could create a perception of competition among DPAs, 
but not necessarily intentional or harmful. The perceived competition is a by-
product of their efforts to achieve effective enforcement. On the other hand, 
DPAs are also obliged to cooperate, primarily in the case of cross-border pro
cessing, with a view to achieving the so-called one-stop shop mechanism (OSS). 

1 GDPR and its Predecessor 

Prior to the GDPR, the EU data protection laws were enforced by each data 
protection authority for each individual country. Supranational undertakings 
that operate across borders therefore must engage with multiple DPAs for the 
same subject matter. As the CIPL rightly points out, this was ‘unmanageable 
for companies … and an inefficient waste of resources for regulators’ (CIPL, 
2021, p. 7). The Directive witnessed a fragmented, decentralized enforcement 
model (Lynskey, 2017), where each DPA was competent to enforce data pro
tection rules in their own territory, with the Art. 29 Working Party (A29WP) 
lacking power or agency to coordinate. This purely decentralized model 
emphasizes the independence and autonomy of authorities in accordance with 
the EU’s principles of subsidiarity (Hartley, 2004), and hence aligns with the 
principles of polycentric governance. Yet, due to the lack of cooperation and 
coordination marked as one of the primary enforcement problems in need of 
reform, it is debatable whether the Directive’s enforcement corresponds to a 
polycentric system. 

This issue of consistency and coordination is explicitly addressed by the new 
GDPR. Its enforcement is operated in a decentralized manner in which each 
DPA has competence to independently perform their tasks or exercise powers 
on their own territory. For data processing taking place or, having effects on 
data subjects, in multiple countries, the GDPR provides a system of cooperation 
called ‘one-stop shop’ (OSS), within which DPAs cooperate in order to reach 
consensus. The OSS is devised to reduce the administrative burdens for con
trollers or processors who would otherwise have to engage multiple authorities 
on the same matter, and to make it simpler for individuals to exercise their 
rights from their own country, without needing to engage with other authorities 
even in cross-border cases. The OSS operates principally as follows: a lead 
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supervisory authority (LEAs) is determined on the basis of the main or single 
establishment of the controller or processor concerned. LEA is in a position to 
coordinate with concerned supervisory authorities (CSA) by drafting and 
tabling a decision for deliberation and approval. CSAs may raise ‘relevant and 
reasoned objections’ that LEA shall have due regard. In that case, a LEA may 
either accept the objection(s), thereby revising the draft decision accordingly, or 
refuse to do so, hence referring the case to the EDPB. The EU body is in that 
case obliged to make a binding decision that shall be adopted by the LEA. 
Under the OSS, the DPAs are obliged to assist each other (Art. 61), including 
but not limited to information exchange and, where possible, conduct joint 
operations (Art. 62). 

Unlike the A29WP that serves only in an advisory capacity, the EDPB is 
granted with limited powers to sustain a polycentric decision-making process 
while in the meantime ensuring consistent and coherent application of the law. 

It serves two main roles in OSS: it first maintains the polycentric system by 
facilitating consensus-building so that decisions can be made collectively and 
effectively. It promotes consistency primarily by offering guidelines, recommen
dations, and binding decisions on matters relating to the protection of personal 
data. Second, in the case of a dispute between DPAs that cannot be resolved 
with best efforts, the EDPB is placed in a position to make a binding decision. 

When the EDPB promotes cooperation between DPAs, it does not replace 
DPAs or affect their enforcement powers by any means. DPAs retain their 
autonomy and decision-making powers, capable of delivering regulatory actions 
independently. The coordinating role of the EDPB is designed only to sustain 
the decentralized decision-making structure, and hence the OSS may be viewed 
as a polycentric system. Hence, the polycentric nature of data protection 
enforcement is deeply rooted in the emphasis on independence of various forms 
explicitly stated in the GDPR, and further consolidated by the Court of Justice 
of the European Union. In certain circumstances, the engagement of the EDPB 
may deviate from a polycentric approach to enforcement, as there is a cen
tralization of decision-making power within the EDPB in some circumstances. 
As Lynskey (2017) rightly points out, the ways in which the EDPB’s activities de 
facto reduce the DPA’s independence could cause problems of subsidiarity and 
national identity. However, polycentric governance does not necessarily exclude 
all forms of coordination. Quite the opposite, it characteristically requires some 
degree of coordination, particularly in complex systems involving inter
dependences and shared objectives. In the context of data protection, coordi
nation facilitated by the EDPB is a critical way to ensure consistency in GDPR 
enforcement, particularly in the cases of a cross-border nature. 

There is one critical weakness of the OSS, which might be deliberately 
designed, that may affect the polycentric nature of EU data protection enforce
ment. The OSS is predicated on the fact that the controllers/processors involved 
have an establishment in the EU, interpreted by the EDPB (2020, p. 6, echoing 
recital 22) as ‘effective and real exercise of activity through stable arrangement’. 
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As the EDPB explains, the threshold for ‘stable arrangement’ can be quite low, 
and the presence of one single employee or agent of a non-EU entity in the 
Union ‘acting with a sufficient degree of stability’ would suffice. While the 
EDPB claims (2022c, p. 7) that OSS applies to cooperation between DPAs ‘in all 
cases based on cross-border processing’, the omission of those who don’t have 
an establishment are intentionally left to engage separately with all the EU 
authorities where relevant, without any sense of cooperation or collaboration. 
As the A29WP states, in its guidelines on the identification of a leading super
visory authority (2017, p. 10), ‘the mere presence of a representative in a 
Member State does not trigger the one-stop-shop mechanism … [and] con
trollers must deal with local supervisory authorities in every Member State they 
are active in, through their local representative’. Similarly, in the EDPB’s 
guidelines on the GDPR’s territorial scope (2019, pp. 6–7), the notion of estab
lishment is read as ‘broad [but] not without limits’; the mere fact that the 
undertaking’s website is accessible in the Union is not adequate to conclude that 
the non-EU entity has an establishment. As the EU’s incentive for companies 
overseas to establish within the EU and contribute to its digital economy is 
obvious, the lack of arrangement can be understandably viewed, not as a blind 
spot, but as an intentional design. As we will show in the case study on Clear-
view AI, however, the lack of any coordinating arrangement for ‘establishment
less’ undertakings is neither negligible nor justifiable, particularly when they are 
capable of exerting cross-border impacts. 

2 Controversy and Reform 

Despite the carefully crafted mechanisms of consistency and cooperation, DPAs 
still confront practical challenges in cooperation with each other. As revealed in 
a recent report prepared for the EDPB (Herveg et al., 2023), multiple factors 
affect effective cooperation and coordination, including looming deadlines, 
varying thresholds for admissibility, inconsistent procedures, and so on. 

Since early 2020, the EDPB has made multiple attempts to improve enforce
ment and cooperation between DPAs. Some of the attempts are clearly stated 
within the GDPR (such as dispute resolution, urgency procedures, and joint 
operations), and the EDPB is committed to operationalizing them in a more 
effective manner. Others do not have explicit legislative backing and hence rest 
upon the EDPB’s broad powers stipulated in Art. 66 GDPR. It appears that the 
EDPB attends not just to some typical agendas, such as information sharing, 
but also to resources that may be better pooled and shared, including academic 
expertise and resource support from each Member State. The EDPB’s reform 
culminated in the two-day meeting held in Vienna in April 2022, with a state
ment adopted (known as the Vienna Declaration) reflecting the consensus 
reached about a diversity of methods to improve enforcement cooperation 
(EDPB, 2022b) (see Table 7.1). 
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TABLE 7.1	 An overview of the EDPB’s initiatives to improve enforcement by and coop
eration between the DPAs 

Starting Name Nature Objective (original quote Measures taken 
date from the EDPB) 

28/04/ Enforcement State To express the agreement Document on the 
2022 Cooperation ment by the EDPB members Selection of the Cases 

(Vienna achieved in the Vienna of Strategic 
Meeting) Meeting Importance 

20/10/ Coordinated Project To allow DPAs to pursue Carried out on an 
2020 Enforcement joint actions in a flexible annual basis to define 

Framework but coordinated manner topics of common 
(CEF) interest (e.g., use of 

cloud-based services 
by the public sector in 
2022, and the DPO’s 
role in 2023) 

15/12/ Pool of Project To provide material sup Call for expression of 
2020 Expert (PoE) port to EDPB members in interest in February 

the form of expertise that 2022 
is useful for investigations Document on the 
and enforcement activities Terms of Reference of 

the EDPB Support 
Pool of Experts 

2023 Joint Investi Project To provide an operational The cookie Banner 
gations (Art. platform (taskforces) for Taskforce (lead by 
62) cases requiring coopera CNIL)’s report adop

tion on enforcement ted by the EDPB on 17 
matters January 2023 

ChatGPT taskforce 

10/10/ Harmoniza Project To iron out the differ Letter to Commis
2022 tion of pro ences in administrative sioner Reynders 

cedural rules procedures and practices Possible Opinion (as 
in relation to which may have a detri indicated in the Work 
the GDPR mental impact on cross- Programme 2023–2024) 
enforcement border cooperation on the EC draft propo

sal for legislation 
(“Wishlist”) 
Best practices 

2023– Mutual Guide To further operationalize Work Programme 
2024 Assistance lines the mechanisms of mutual 2023–2024 

(Art. 61) assistance per Art. 61 
GDPR by offering gui
dance and details 

2023– Urgency Guide To further operationalize Work Programme 
2024 Procedure lines the mechanisms of 2023–2024 

(Art. 66) urgency procedure per 
Art. 66 GDPR by offering 
guidance and details 
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Starting Name Nature Objective (original quote Measures taken 
date from the EDPB) 

05/08/ Resources Report	 To respond to the request Document on the 
2021 support	 from the Committee on Resources made avail

Civil Liberties, Justice able by the Member 
and Home Affairs (LIBE States 
Committee) of the Eur
opean Parliament to share 
some statistics on resour
ces made available by 
Member States to the 
supervisory authorities 

14/03/ International Report	 To provide adequate safe Document on the 
2022 Cooperation	 guards for personal data Toolbox for Interna

transferred to a third tional Enforcement 
country in case of inter Cooperation 
national enforcement 
cooperation 

Almost all the cooperation mechanisms established by the GDPR now have a 
bearing on the EDPB’s coordinating role, with subtle implications for the cur
rent polycentric model of enforcement. Whereas an ‘action plan’ is expected to 
be created at the EDPB level (albeit initiated by the LEA) to ensure efficient 
cooperation through the OSS mechanism, taskforces would be created (as are 
shown in the case of cookie banners and ChatGPT) to stimulate joint opera
tions (EDPB, 2023). Notably, despite that Art. 62 GDPR does not explicitly 
engage the EDPB, a new unofficial role is created by the EDPB itself in sum
moning taskforces, in response to the realities that DPAs may ‘not engage as 
actively as expected, thereby incurring delay, conflict and stifled progress’ 
(EDPB, 2022a). A common enforcement framework would be established at the 
EDPB level, on an annual basis, in which the DPAs exchange national enforce
ment strategies at the EDPB with a view to setting joint priorities. Further, the 
EDPB is explicitly committed to streamlining dispute resolution and urgency 
procedures, possibly via guidelines, while consolidating joint operations and 
consistency mechanisms. DPAs are also expected to overcome institutional 
barriers via unofficial and unformal methods, such as ‘rapid informal consensus 
building’, and  ‘alignment-stimulating’ regular internal workshops (organized by 
the EDPB). 

Apart from institutional and organizational arrangements, the EDPB has a 
notable indication of its enforcement strategies or orientations. Gwendal Le 
Grand, Head of Activity for Enforcement Support and Coordination, contends 
that the primary objective of the EDPB’s reform is distinct from the focal point 
of media attention and public debate, that is, actions against tech giants, parti
cularly from the LEAs (Bracy, 2022). A concept of ‘case of strategic importance’ 
is thus proposed, with no relevant references to the GDPR provisions. The 
EDPB does not provide a clear definition but proposes a range of criteria, 
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quantitative and qualitative, such as a large (but undefined) number of data 
subjects affected, existence of a ‘structural or recurring problem’ in several 
member states, and the interplay between data protection and other areas of 
law (e.g., digital competition). What falls within the scope of strategic impor
tance remains to be contextually assessed. 

Since 2020, the EDPB has been initiating discussions on the improvement of 
cooperation between DPAs in cross-border cases. In its statement on enforce
ment cooperation in April 2022, the EDPB made a ‘wish list’ for procedural 
aspects that can be brought to consistency across the EU. The commission 
responded by legislating a GDPR Procedural Regulation in July 2023, which 
intends to harmonize several aspects of the GDPR enforcement, including the 
form, the structure and procedure of a complaint, and the right of the parties 
under investigation to be heard (European Commission, 2023). However, the 
procedural regulation intends to complement, rather than revise, the GDPR. No 
clarity is provided on either the scope of cross-border processing or the remit of 
the EDPB’s enforcement powers. 

In conclusion, the latest developments appear to initiate a shift from the 
polycentric model established by the GDPR, with the decentralized decision-
making structure reserved but more coordinated by the EDPB via a wide array 
of methods. These initiatives and regulations, considered as a whole, would 
empower the EDPB in its role of organization, coordination, and dispute reso
lution, herding the DPAs towards more coordinated course of action. Yet, in 
the meantime, it consolidates the de facto powers of the EDPB to intervene with 
coordinated, direct, and even set agendas, which may reconfigure the poly
centric model in a way that raises legitimacy concerns. The more it drives 
enforcement away from a polycentric governance model that stresses the 
importance of the horizontal distribution of decision-making power, the more it 
encounters concerns of legitimacy, subsidiarity, and constitutionality. There is 
an inherent intention deeply embedded in the EU legal order: polycentricity as 
underpinned by the EU legal principles remains at the core of the legal order, 
but is increasingly contested by the dynamic, complex, and out-of-bounds 
technological landscape. 

III Case Studies 

This section further provides two case studies, respectively, on Clearview AI 
and Meta, that illustrate the compromises and intricacies of the handling of 
cross-border enforcement cases as a polycentric system. 

1 Clearview AI 

Clearview AI was founded in 2017 by Richard Schwartz and now-CEO Hoan 
Ton-That with financial support from Peter Thiel and Naval Ravikant, among 
other investors. (Tarantola, 2020) Claiming to be a ‘web search for faces’ 
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(Stevens & Brandusescu, 2021), it scraped facial images and voice recordings 
tagged with people’s names and identities (without consent) from Facebook, 
Instagram, Twitter, Venmo, YouTube, and elsewhere on the internet. The 
company publicly regarded these data to be up for grabs despite multiple cease
and-desist letters sent to the company. Clearview AI had existed as an incon
spicuous and unknown start-up until early 2020, when a database of over three 
billion images was reported to have been massed by Clearview AI and used to 
market surveillance tools to law enforcement agencies and to several private 
entities (including Walmart, AT&T, the NBA, Bank of America, and Best Buy) 
for security purposes (Spivack & Garvie, 2020, p. 87). Originated from the 
United States, Clearview AI is said to have engaged over 600 law enforcement 
agencies since 2019 (Rezende, 2020), and its global expansion as rapid as a 
pandemic, reaching over twenty countries around the world, including a few 
having been accused of committing human rights abuses or experiencing social 
and political strife (Tarantola, 2020). Clearview AI is not the only company 
specializing in this contentious venture. PimEyes, for instance, markets a data
base of over 900 million images scraped from the internet and allows anyone to 
find matching photos online (Laufer & Meineck, 2020). Another instance is 
FindFace app, launched by NtechLab in 2016 but is no longer available, allow
ing for facial matching on the Russian social network VK (Roussi, 2020). 

Clearview AI’s practices are legally contested on multiple grounds. In the EU, 
a number of data protection authorities have engaged either Clearview AI or its 
public sector partners, yet the multiple regulatory actions are uncoordinated 
due to the fact that the company does not have a European headquarters or 
other forms of stable arrangement whatsoever. For instance, the Swedish 
Authority for Privacy Protection (Integritetsskyddsmyndigheten, IMY herein
after) initiated an investigation against the Swedish Police Authority for using 
Clearview AI’s services to process personal data for identification purposes 
(Chiusi et al., 2020, p. 249). An administrative fine of SEK 2,500,000 (approxi
mately €250,000) was imposed, along with mandatory training and education to 
employees, disclosure of information about the impact on individuals, as well 
as deletion of all personal data that had been transferred to Clearview AI (IMY, 
2021). In Hamburg, Germany, the local authority Hamburgische Beauftragte für 
Datenschutz und Informationsfreiheit (HmbBfDI) reacted to a complaint 
brought by Matthias Marx, who claimed ‘a right to face’ and asked his perso
nal data to be deleted. Marx has an explicit intention of initiating a pan-Europe 
effect, yet contrary to this, the HmbBfDI limited the impact of its decisions to 
Marx’s case only, and demanded the deletion of mathematical hash values only, 
instead of his personal data (noyb, 2021). The UK’s Information Commis-
sioner’s Office also intervened before Brexit, in collaboration with the Office of 
the Australian Information Commissioner (OAIC). This international coopera
tion was based on the Global Privacy Assembly’s Global Cross Border Enfor
cement Cooperation Arrangement, as well as the Memorandum of 
Understanding between the two authorities. Yet, the cooperation is restricted to 
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the investigation stage, with two separate different decisions made later. At the 
time of writing, a total of seven DPAs in the EU have engaged with Clearview 
AI but mostly on their own accord, with little or no cooperation known 
between them. The ways in which DPAs investigated and acted were apparently 
uncoordinated, heterogenous, and caught in controversy for failing to produce a 
pan-European consistent impact (noyb, 2021). Clearview AI has been challenged 
elsewhere in the world, such as the United States (primarily litigations) and 
Canada, but these actions fall outside the scope of this chapter. 

The case of Clearview AI shows how regulatory actions and outcomes can be 
highly heterogenous and fragmented (see Table 7.2), due to the inapplicability of 
the coordination and consistency mechanism set out by the EU data protection 
law. First, there is discretion in choosing the regulatory target and the legal fra
meworks in the case of the public–private partnership (PPP). For instance, the 
Scandinavian countries (Sweden and Finland) approached the public–private 
partnership by examining the processing of personal data by law enforcement 
agencies. Conversely, authorities from other jurisdictions engaged Clearview AI 
solely. The decision on which sector to scrutinize seems within the DPA’s dis
cretion, and none of the intervening authorities have acted upon both sectors. 
Whichever party is engaged initially, the legality of the activities conducted by the 
other party is left unaddressed. Purtova (2018, p. 53) captures this intricacy by 
pointing out that the two contexts can ‘cross-contaminate’, that is, the powers of 
the public sector authority may ‘radiate’ onto the private sector, and the public– 
private engagement may ultimately pose a threat to public values. Similarly, 
Taylor (2021) warns against the case of ‘public actors without public value’, 
which neither business ethics nor private law are able to properly address. 

Second, despite the direct application of the GDPR across the EU, there are 
significant disparities in the types of violations identified, and outcomes 
imposed, by the authority on the same set of practices of Clearview AI. A 
variety of grounds have been identified on which Clearview AI’s practices are 
deemed unlawful (see Table 7.3). The lack of consent appears the most com
monly used, but some referred to accountability. Only a handful of authorities 
scrutinized the existence and adequacy of Clearview AI’s data protection impact 
assessment (DPIA). From a global perspective, disparities can be even greater. 
The European DPA stressed the importance of lawfulness and data subject 
rights, but Canadian commissioners attended primarily to legitimate purposes 
(Scassa, 2021). The Australian OAIC, despite the collaboration with the UK’s 
ICO, had to identify violations in accordance with its domestic laws that are 
not necessarily aligned with the GDPR (OAIC, 2021). 

2 Meta 

Meta (formerly Facebook) is, as a matter of fact, the most scrutinized US-based 
undertaking on grounds of data protection. Meta found itself in multiple 
investigations and lawsuits relating to cross-border transfer, combining different 
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TABLE 7.3 The DPA’s selected regulatory targets in their investigations 

Jurisdiction Regulatory Outcome 
target 

Sweden The Swedish An administrative fine of SEK 2,500,000 
Police Authority (approximately €250,000); training and educa
(IMY) (public) tion of its employees; notification to the affected 

data subjects; data erasure 

Finland Finish Central To bring the processing into compliance (if not 
Criminal Police done already) and to notify the affected data 
(CCP) (public) subjects about the breach. No fine was issued to 

the CPP 

France (upon indi Clearview AI (1) Cease processing of biometric data; (2) 
vidual complaints) (private) exercise of data rights, and the right to erasure 

in particular 

Austria (Max Clearview AI Deletion of the mathematical hash value repre
Schrems’s (private) senting the biometric profile (but not the photos) 
complaint) 

Canada Clearview AI (1) Cease offering of services; (2) cease proces
(private) sing of biometric data; (3) delete all the bio

metric data along with other information 

Australia/UK Clearview AI £17 million fine by the ICO; cease the proces
(private) sing of biometric data collected; data erasure 

sources of data, and lawful grounds of processing (consent). Of the top ten 
administrative fines ever imposed at the time of writing, half of them relate to 
Meta platforms. DPAs manifest significantly contrasting views in these cases to 
the extent that consensus can barely be achieved. As such, the EDPB is often 
engaged to reach a binding decision. In one of these cases, Meta was pursued by 
Max Schrems, a leading data protection activist, for the fact that the US company 
changed its Terms of Services at the dawn of the GDPR in Austria, resulting in 
the shift of lawful basis from that of consent to that of the performance of con
tract under Art. 6 GDPR. This means that Meta can process personal data 
without consent, and Schrems challenged this as a violation of the GDPR. 

Unlike Clearview AI, Meta had its European headquarters established in 
Ireland. Due to the likelihood that Meta’s practices significantly affect data 
subjects in more than one member state, thereby constituting ‘cross-border 
processing’, the OSS was triggered. Datenschutzbehörde (DSB), the Austrian 
DPA had first received the complaint, transferred it to the Irish Data Protection 
Commission (DPC). The latter was identified as the Lead Supervisory Authority 
(LEA) which was expected to initiate an investigation and deliver a draft deci
sion. The DPC’s draft decision, submitted on 18 October 2021, received general 
support but was not unanimously held by the Supervisory Authorities con
cerned (CSA). Some contend that the fines should be increased, and others 
proposed objections about Facebook’s reliance on performance of contract for 
processing personal data for advertising purposes. Without any chance of 
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consensus building, the case was referred to the EDPB for dispute resolution, 
resulting in a binding decision adopted on 5 December 2022. In that decision, 
apart from questions raised by the DPC’s draft as well as the objections raised 
by the CSAs, the EDPB required the DPC to ‘carry out a new investigation […] 
to determine if Meta [Ireland] processes special categories of personal data (Art. 
9 GDPR) in a compliant manner and then issue a new draft decision’ (EDPB 
2022, para 487). 

In their pleas to the CJEU, the DPC argues that the EDPB has misinterpreted 
Art. 4(24) and Art. 65(1)(a) as conferring a competence to instruct a supervisory 
authority to carry out a new investigation and, on that basis, issue a new draft 
decision. A literary reading of the provisions leads to the conclusion that Art. 
65(1)(a) requires the decision to be adequately responsive to the objection(s) 
raised but is largely silent on the nature and contents of the decision. This 
argument is likely to hold, in our view, as neither Art. 4(24) nor Art. 65(1)(a) 
has conferred powers on the DPA to act, except to adopt a binding decision in 
case of unresolvable disputes between the LEA and the CSAs. The EDPB is not 
envisaged to oversee the DPAs’ decisions, nor does it have a hierarchical 
advantage over national DPAs. This requirement was, from the outset, uncon
ventional and contested. The DPC criticizes in a public release that the EDPB’s 
demand was ‘open-ended, speculative, and jurisdictionally problematic’ (DPC, 
2023). The former has referred the case to the Court of Justice of the European 
Union (T70/23; T84/23; T-111/23) on the grounds that the EDPB ‘does not have 
a general supervision role akin to national courts in respect of national inde
pendent authorities’, thereby constituting an overreaching of its coordinating 
powers. These cases before the CJEU are, at the time of writing, pending and 
under review. 

IV Reflections and Conclusion 

Polycentricity lies at the heart of EU data protection law enforcement but, for 
political and practical reasons, it is not in an optimal state and is promptly 
being challenged by new socio-technological momentums as indicated in the 
case studies of this chapter. The Clearview AI case indicates a loophole, which 
the EU legislators might have deliberately designed to nudge or promote estab
lishment within the EU territory, that has seriously backfired and caused pro
blems for data protection authorities handling cross-border processing. This 
loophole, somewhat intentionally left by the legislators to discriminate against 
controllers without a stable presence in the EU, is not negligible and incon
sequential. As shown in the Clearview AI investigations, the enforcement land
scape was shockingly dispersed and inconsistent, particularly in circumstances 
where stakes are reasonably high due to the processing of sensitive data and the 
consequential use cases in relation to law enforcement. The fact that OSS is 
built upon the concept of ‘establishment’ has a practical reason that the dis
tribution of competence and power in cross-border cases would be fairly 
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difficult, or impossible, without reference to their operational presence. One 
might argue, however, that there can be an alternative or complementary set of 
rules to be developed in the reform of the GDPR that covers establishment-less 
undertakings. 

The Meta case is a snapshot of how difficult consensus can be achieved, or 
how a polycentric system can be maintained, thereby facilitating the EDPB’s 
ambition in promoting consistent application of the law ultra vires. According  to  
the EDPB’s latest annual report, only eight binding decisions have been made by 
the EDPB (2023) since its inception in 2018, with three of them in a series against 
Meta platforms (Facebook, Instagram, and WhatsApp respectively). It is on very 
rare occasions that the conflict between DPAs ends up with a referral to the 
EDPB for dispute resolution. In most cases, these conflicts are resolved via con
tinuous, back-and-forth negotiations between DPAs. That said, in the case of a 
resolvable conflict, the scope and nature of the final adjudicating power of the 
EDPB remains elusive and broad. With the best efforts already undertaken by the 
authorities, the fulfillment of the objectives pursued might justify a reduced level 
of autonomy from the polycentric governance point of view. However, the con
cern for the legitimacy of the EDPB’s direct directive to the DPAs stands. This 
might potentially make the polycentric governance structure, characterized by a 
horizontal distribution of decision-making power, shift to a hierarchical one. 
While the coordinating presence is justifiable within a polycentric nature, its 
adaptation into a dictating presence is not, even if such dictation is likely to align 
with the objectives concerned. It is without doubt that the initiatives being 
undertaken by the EDPB, such as rapid consensus-building, taskforces, and 
expert pools, would be jointly instrumental in reducing conflicts between DPAs 
in the mid- or long term. However, these latest efforts are mostly pragmatic and 
realistic, leaving the fundamental issue concerning the relevance of polycentricity, 
and the trade-off between it and the stated objectives mostly unaddressed. We 
argue that this fundamental issue should be urgently brought to the surface as a 
basis for structural reform in the near future. 

The current layout of GDPR enforcement is sub-optimal in the sense that 
DPAs do not cooperate by default, as required by the GDPR, in cases where 
there is no establishment within the EU. Remedial mechanisms are being 
established by the GDPR but, again, on an ad hoc basis, which may or may not 
effectively address the threats posed by Clearview AI and the like. Moreover, 
the inability to reach consensus among CSAs, which is commonly seen in 
complex and controversial major decisions against tech giants, places the EDPB 
in an awkward position to promote consistent application. As the EDPB and 
DPAs are not in a strictly hierarchical relationship, any politicized DPA could 
exploit this structural deficit in impeding any attempts to touch upon critical 
and controversial legal matters of significant impact. 

It is pivotal to recognize that the path towards consistent and effective 
enforcement is fraught with tension and paradoxes. The cases of Clearview AI 
and Meta not only underscore the existing fissures within the polycentric system 
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but highlight the imperious need for a recalibration of the GDPR’s foundational 
concepts, principles, and mechanisms in relation to application and coordina
tion. As the EU stands at the juncture to consider the reform of the GDPR, it 
must do so with the wisdom that the strength of a polycentric approach lies in 
its fluidity and its capacity to adapt without losing its essence. This short 
chapter ends with a reflective pause, inviting the reader to gaze beyond the 
immediacy of legal challenges posed by tech giants while considering poly-
centricity as a useful concept to deal with such paradoxes. 
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8 
TRADE AGREEMENTS AND 
CROSS-BORDER DISINFORMATION 

Patchwork or Polycentric? 

Susan A. Aaronson 

Introduction1 

Disinformation is not like pornography; most of us do not know it when we see 
it.2 While there is some disagreement on an exact definition, disinformation can 
be defined as information designed to mislead, deceive, or polarize (Nemr and 
Gangware 2019). Moreover, unlike pornography, disinformation is dangerous 
to individuals, democracy, and good governance. 

We are all complicit without direct intent in the dissemination of disin
formation because in almost every country, users, firms, and policy makers 
perpetuate disinformation. Here’s why. Netizens around the world turn to 
Facebook, Google, WeChat, and other sites, apps, and browsers for news and 
information.3 These users provide their personal data to these sites, apps, and 
browsers provide their services to netizens for free in return for free services. 
These firms in turn aggregate it and use it to provide users with both tailored 
advertising and free content (Amnesty International 2019; Zuboff 2021). 

But many critics argue that it is not the freemium model that is the problem 
but firm dependence on ever-growing troves of personal data to utilize and sell 
to other companies. Critics accuse many of these platforms of feeding their 
users divisive content to gain their attention and increase their time on the 
platform, which, in turn, encourages more advertisers (Ghosh et al. 2020). 
Meanwhile, these ads provide a global revenue stream that both incentivizes 
and sustains the spread of disinformation within countries and across borders. 

Individuals, organizations, and governments have spread propaganda, fake 
news, and conspiracy theories offline for centuries (Wardle and Derakhshan 
2017). However, as life has moved online, so too has disinformation, flowing 
within and across borders (Vigneault 2021). As a result, the global internet has 
become both an information platform and a “battlefield” (Weaver 2013). 
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According to scholar Shoshana Zuboff (2021), advertisers use this data to 
manipulate us to think, buy, believe, do, or join something that we otherwise 
would not have done (Angwin 2021). 

Disinformation is simultaneously a domestic and an international problem 
(Ewing 2020). It can be created and disseminated by domestic actors, or it can 
be created and transferred from individuals in one group or country to another. 
There are no reliable statistics, but one can see mounting qualitative evidence 
that disinformation increasingly crosses borders (Nemr and Gangware 2019; 
Office of the High Commissioner for Human Rights 2021). In fact, disin
formation is one of several negative spillovers of a shared internet (a commons) 
built on cross-border data flows shared by governments, firms, civil society and 
individuals (Raymond 2012). 

Because of its global and continuous nature, disinformation is a “wicked 
problem” that transcends nations and generations. Wicked problems cannot be 
“solved,” but they can be mitigated (Barclay 2018; Montgomery 2020). 
According to Brian Pierce (n.d.), former director of the Information Innovation 
Office at the Defense Advanced Research Projects Agency (DARPA), “wicked 
problems are typical of open, nonlinear systems that involve people and 
machines.”4 No one knows how best to counter disinformation at the local, 
national, or international levels (Tucker et al. 2018). 

As Aguerre, Campbell-Verduyn and Scholte note in Chapter 1 of this volume, 
we can best understand disinformation as a problem of polycentric governance. 
A polycentric problem in their conception transcends nation states with many 
different segments of society involved in its governance. Authority is diffused 
and no one agency, platform, civil society group can effectively govern it. 
Moreover, there are no shared definitions of the problem of disinformation, nor 
shared strategies. 

Disinformation is built on data which is a resource that requires collective 
governance to achieve proper functioning. Data has both a commercial/eco
nomic and a public good nature. Thus, data governance is not just about poli
cies designed to promote data-based innovation and rules limiting how and 
when data can be collected, stored, analyzed, and monetized. Data governance 
is also about strategies to ensure that data serves the common good. So, to 
govern data in a polycentric manner requires that we treat data as a commons 
to ensure that the benefits of data are not limited or blocked, but also design 
and establish institutions that will allow us to better use data to attain societal 
goals. Therefore, when data is misused, for example, so as to create disin
formation, it can affect individuals and communities to whom the data pertains. 
When data crosses borders, disinformation is best addressed collectively, in a 
multinational and multi-sectoral manner. Yet in general, governments are not 
acting collectively, thus revealing limits to polycentric data governance? 
Many nations have adopted a wide range of strategies to mitigate disin

formation, including platform regulation, data regulation, competition policies, 
investment rules, technological fixes, and citizen education strategies, among 
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others. With so many different approaches, policy makers are able to achieve a 
clearer understanding of what works and what does not. However, this poly
centric arrangement may not be effective in mitigating cross-border disinforma
tion. Moreover, the lack of coherent approaches could also lead to trade 
distortions and spillover effects on internet openness and generativity (Organiza
tion for Economic Co-operation and Development [OECD] 2016; World Eco
nomic Forum 2020). There is growing evidence that the data giants have acted at 
the national level to weaken and contest domestic regulations aimed at addressing 
disinformation. These firms may be trying to game the system (Petre et al. 2019). 

Given the governance dilemma posed by disinformation, it is incumbent on 
scholars to suggest not only new ways of thinking about disinformation but 
also ways the world can collaborate to mitigate it. Herein I argue that trade 
agreements might help governments deal with cross-border disinformation. 
When a netizen uses a dating app, searches for information on COVID-19 or 
watches a movie on Netflix, they are engaging in international trade. To pro
vide the user with this data, firms often use servers located across different 
countries to improve access speed and reduce network traffic. Moreover, with 
the adoption of cloud computing, data may be stored and analyzed in many 
countries simultaneously. In recent years, trade diplomats have included rules to 
govern these cross-border data flows in a growing number of trade agreements. 

Trade agreements are an imperfect and inexact remedy to the challenge of 
disinformation. First, they can’t address domestic disinformation. Secondly, 
policy makers cannot use trade agreements to directly regulate the business model 
that underpins the problem of disinformation, although trade agreements could 
do more to encourage cooperative regulation of the many platforms that fail to 
sufficiently tackle disinformation. Moreover, I note that trade agreements such as 
the WTO, are not well-liked or understood. Many people believe that these 
agreements are negotiated in an opaque process that is indirectly democratic, time 
consuming, and out of sync with the digital economy (Kilic 2021; Epps 2008). 
Despite the limitations of digital trade agreements, many recent digital trade 

agreements contain language designed to build trust among online market actors. 
Moreover, trade agreements include useful language on competition policy, as 
well as provisions designed to ensure that national regulation does not lead to 
trade distortions. In short, with some refinements, these agreements can help 
nations coordinate counterweights for cross-border disinformation flows includ
ing data protection rules, content moderation and competition policies. 

The chapter proceeds as follows: First, I define disinformation and its effects. 
Then I discuss the role of state actors followed by that of platforms and their 
business model. The work then discusses several initiatives that have been 
undertaken by governments to address disinformation. Then I discuss what 
trade agreements say about data flows, exceptions, competition policy, reg
ulatory coherence, and spam. Finally, I present suggestions for a broader 
approach to govern cross-border information that nations can use within trade 
agreements. In doing so, this work traces different levels, institutions, and 



128 Susan A. Aaronson 

actors involved to address cross-border disinformation as a polycentric complex 
of institutions, norms, and national and international policies and practices. 

Disinformation and its Global and Social Effects 

Researchers traditionally defined disinformation as the purposeful dissemination 
of information designed to mislead, deceive, harm, and/or polarize people within 
a country or among countries. It is not the same as misinformation, which is 
generally understood as the inadvertent sharing of false information that is not 
intended to cause harm (Derakhshan and Wardle 2018). Governments tend to 
have similar definitions. For example, the European Union defines disinformation 
as “false or misleading content that is spread with an intention to deceive or 
secure economic or political gain and which may cause public harm” (European 
Commission 2020b). While there may not be a consensus on how to define it, 
many researchers agree that the data-driven economy and the rise of platforms 
have facilitated the spread of disinformation. In fact, some scholars call disin
formation “computational propaganda” because, increasingly, disinformation is 
spread by individuals who rely on algorithms, automation, and human curation.5 

As the Technology and Social Change Team (2021) noted, 

opaque algorithms, policies, and enforcement mechanisms determine what 
information is available to whom … Social media, especially, brings with it 
mechanisms and tactics that allow for large-scale coordinated disinforma
tion campaigns that are often hard to recognize and nearly impossible to 
mitigate once they have reached millions. 

The instruments at hand for disinformation are multiple, and diffused across 
actors, jurisdictions, and technologies. 

There is, however, a growing consensus among international human rights 
bodies and organizations that disinformation is dangerous to both human rights 
and democracy. If policy makers could develop a coordinated and effective 
international approach, they could possibly reduce these costs. A recent study 
found that unilateral data regulations can either raise or reduce global welfare, 
but a coordinated approach would yield substantial gains (Chen et al. 2020, 4). 
Policy makers have a long history of trying to develop a coordinated approach 
to other issues such as environmental protection and labor rights (Aaronson 
and Zimmerman 2007). Some have also tried to develop a coordinated approach 
to the governance of cyberspace and cyberthreats (Council on Foreign Relations 
2018; Talihärm n.d.). 

The Role of State Actors 

State actors are both the perpetrators and the victims of disinformation. The 
Government of Canada’s Communications Security Establishment (2019) 
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reported that half of all advanced democracies holding national elections had 
their democratic process targeted by cyberthreat activity including disinforma
tion, a three-fold increase since 2015. A 2021 study found that foreign actors 
were most active in disinformation campaigns against the United States, the 
United Kingdom and Egypt (Goldstein and Grossman 2021). 

Researchers cannot easily attribute disinformation directly to a state. A govern
ment entity could be the creator and disseminator of disinformation, or it could 
use  bots or trolls  or hire a  firm to do this dirty work. Government officials may be 
unable or unwilling to prove attribution because that could require government 
entities to release information about technical and physical intelligence capabilities 
and operations. As a result, even when intelligence agencies can attribute disin
formation with a high degree of confidence, they face a second attribution problem 
in the court of public opinion (Newman 2016; Lindsay 2015). 

Some governments actively spread disinformation, and firms are organizing 
to serve their needs. The US Department of Justice found that the Kremlin-
backed Internet Research Agency initiated its efforts to interfere in US politics 
as early as 2014. This privately held Russian company, owned by a friend of 
President Vladimir Putin, spent US$1.25 million per month on its combined 
domestic and global operations, which included 76 staffers fluent in English 
focused on the 2016 US presidential campaign.6 In 2020, researchers at the 
Oxford Internet Institute estimated that some 65 firms deployed computational 
propaganda on behalf of a political actor in 48 countries. These types of activ
ities reveal the failure of the current governance model to develop institutions to 
protect people from data harm. 

The Role of Platforms and Business Model in Fostering 
Dissemination Across Borders 

The purveyors of disinformation—individuals, groups, firms, or governments 
rely on websites, apps, social networks, and other means to disseminate infor
mation. Hence, they are dependent on the large companies that provide the 
tools for human connection in the internet age – the so-called platforms. Plat
forms can be defined as digital services that facilitate interactions between two 
or more distinct but interdependent sets of users (users can be firms, groups, 
and/or individuals) who interact through the service via the internet (OECD 
2019, 11). Platforms present a real challenge to governance of disinformation 
because they are global and powerful, and they are generally not incentivized to 
address disinformation. 

Although every platform is distinct, and there are several business models 
used by various platforms, social networking platforms tend to rely on the 
“freemium” model, where users provide personal data in return for free digital 
services (Lynskey 2017). But these users are being “used”7 (United Nations 
Conference on Trade and Development 2019). After collecting this data, the 
platforms aggregate users into groups divided by preferences, race, location, 



130 Susan A. Aaronson 

income, and other features. Many data firms then make and sell predictions 
about users’ interests, characteristics and, ultimately, behavior to generate 
advertising revenue (Zuboff 2019; Amnesty International 2019; Snower and 
Twomey 2020). No one knows if the services that users receive for free are 
worth the direct and indirect costs of providing such data. 

Many researchers have shown that this business model incentivizes platforms 
to show sensationalistic or otherwise addictive content to keep people using and 
the ad money flowing. Platforms also gamify usage with like buttons, retweets, 
and video view counters to keep people hooked. Hence, netizens are also 
incentivized to share and disseminate disinformation as well as information 
(Stoller 2021; Donovan 2021; Tworek 2021; Ryan et al. 2020). 

Many of the large platforms are under extreme public pressure to moderate 
content and change their business model, but that is not necessarily what 
shareholders want. “Social media companies’ mission statements focus on 
sharing, community and empowerment. But their business models are built 
on … their ability to grow, as measured in attention and engagement metrics: 
active users, time spent, content shared” (Etlinger 2019, 24). 

Not surprisingly, disinformation seems quite profitable (Ryan et al. 2020). In 
2019, the GDI analyzed website traffic and audience information from 20,000 
domains it suspected of disinformation and estimated the sites generated at 
least US$235 million in ad revenue (Price 2019). Harvard University scholar 
Joan Donavan described disinformation as “a very lucrative business, especially 
if you’re good at it” (Heim 2021). 

Platforms have and continue to receive significant revenue from the “freemium” 
business model, which in turn gives them influence. Some of the biggest platforms 
have revenues significantly larger than many governments (Babic et al. 2018; 
Owens 2019). There is growing evidence that firms are using their market power to 
prevent governments from regulating or to shape such regulations so as not to 
reduce their dominant positions (Babic et al. 2017). While governments retain sig
nificant tools to act against these firms, a coordinated international approach 
might forestall such bullying of governments by the data giants. But policy makers 
lack international tools to enable such a coordinated approach. 

An Overview of Government Efforts to Tackle Disinformation 

Disinformation is a form of speech (self-expression), and nations have evolved 
different visions of what speech should be regulated online, what should be 
removed, and who should decide these questions (business, government, civil 
society). The United States sits on one side of a continuum, where law and 
culture dictate that there should be relatively few restrictions on speech, and 
government plays a limited role in regulating social networks. US policies are 
guided by section 230 of the 1996 Communications Decency Act, which states 
that “no provider or user of an interactive computer service shall be treated as 
the publisher or speaker of any information provided by another information 
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content provider.” The protected intermediaries include not only regular inter
net service providers but also a range of “interactive computer service provi
ders,” including basically any online service that publishes third-party content 
from sites such as Amazon, Target, Trip Advisor, and Yelp.8 

China, Iran, and Vietnam are examples of countries on the other site of the 
continuum. In these countries, free speech is extremely restricted and govern
ment censors decide what is appropriate and inappropriate content (Levush 
2019; Morar and Martins dos Santos 2020). Most democracies sit somewhere in 
between these positions. 

But most countries do not have sufficient leverage to influence the practices of 
the platforms, unless they are large and growing data markets such as India. 
Moreover, many netizens do not agree with the notion that companies should 
decide how and when to moderate content online when they profit from mon
etizing personal data. They want to put forward their own approaches 
(McCabe and Swanson 2019). 

Some countries have advanced domestic strategies to mitigate disinformation, 
although it is too early to evaluate whether these strategies are effective. For 
example, Germany created legislation to regulate hate speech, known as the 
Network Enforcement Act (NetzDG),9 while the United Kingdom and Australia 
require firms to remove “online harms” (Hern 2020). Around the world, policy 
makers10 (and firms11 [Chakravorti 2020]) are not only using content modera
tion regulations to address disinformation but they are also trying to develop 
technical fixes, regulate political advertising, train citizens to recognize disin
formation, fund investigations and enforcement actions, and help other gov
ernments address disinformation. Given this patchwork of approaches, policy 
makers (and executives) recognize the need for collective action. The members 
of the Group of Seven (G7) who met in Canada in June 2018 agreed to the 
“Charlevoix commitment on defending democracy from foreign threats.” The 
G7 agreed to “establish a G7 Rapid Response Mechanism to strengthen our 
coordination to identify and respond to diverse and evolving threats to our 
democracies, including through sharing information” (Fried 2019). At the 
initiative of France, some 95 nations have banded together to discuss effective 
solutions to the problems of disinformation and cyber insecurity (Government 
of Canada 2021a). 

However, these strategies can do little to mitigate cross-border disinforma
tion flows or prod firms to address some of the problems with their current 
business model. As with labor and the environment, uncoordinated national 
strategies to address the problem could lead to a race to the bottom among 
some nations to encourage firms to locate in their countries. Trade agreements, 
especially at the regional and binational levels, increasingly contain rules that 
could lead to a more coordinated international approach to directly tackle 
cross-border disinformation. The next section delineates what trade agreements 
currently say and how they may provide building blocks for language to govern 
cross-border disinformation flows. 
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The State of Digital Trade Agreements and the Governance of 
Malicious Cross-border Data Flows 

This section delineates what trade agreements say about regulating cross-border 
data flows, competition policies, spam, and the use of trade tools to target 
entities that disseminate disinformation across borders. The author notes that 
for the purposes of this writing, they use e-commerce and digital trade agree
ments simultaneously. 

Much of the language in trade agreements is built on and highly influenced 
by the US approach to governing the internet, the companies that provide its 
infrastructure and the data that underpins that network of networks. For this 
reason, the author argues, the free flow of data, with certain exceptions, became 
the default for almost every trade agreement until recently. The United States 
was and is home to many of the world’s largest digital firms, and it drafted the 
original principles designed to govern e-commerce and cross-border data flows 
(Aaronson 2015). 

The United States began that effort in 1997 when then president Bill Clinton 
announced a Framework for Global Electronic Commerce. This framework 
articulated what the regulatory environment “should” look like if nations wanted 
to encourage national and global e-commerce. The framework focused on private 
sector leadership, a limited role for government intervention, and principles to 
reassure consumers that their data would be protected and secure.12 

But, to some extent, the effort to build trust in e-commerce by ensuring users 
that they and their data would be safe took a back seat to the notion of free 
flow of data across borders. Free flow of data would allow US companies to 
expand their access to data and grow ever bigger. The Clinton administration 
made it clear that “the US government supports the broadest possible free flow 
of information across international borders.”13 This framework very much 
influenced the OECD Action Plan for Electronic Commerce, which, in turn, 
influenced the bilateral and regional agreements on e-commerce described below 
(Aaronson 2015, 2018; Burri 2013). 

Unfortunately, almost every trade agreement does not acknowledge the 
catch-22 underpinning cross-border data flows. Much of the data flowing across 
borders is aggregated and allegedly anonymized personal data. While users may 
benefit from services built on data, the people who are the source of that data 
do not control it. It is their asset, yet they cannot manage, control, exchange, or 
account for it (World Economic Forum 2011, 11). Individuals’ data can essen
tially be weaponized to create malicious cross-border data flows, whether 
through disinformation, malware, spam, or other means. 

Provisions to Encourage Cross-border Data Flows 

In the absence of consensus on how to govern data at the WTO, many coun
tries including Australia, Canada, Chile, EU member states, Japan, Singapore, 
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the United Kingdom, and the United States have placed language governing 
cross-border data flows in the e-commerce chapters of recent free trade agree
ments (FTAs). Some 52 percent (182 of 345) of recent (2000–2019) trade agree
ments have e-commerce or digital trade provisions, and such language is 
increasingly binding (Burri and Polanco 2020). 

Some of these agreements such as the United Kingdom’s withdrawal from the 
European Union (Brexit), the Canada–United States–Mexico Agreement 
(CUSMA), and the Comprehensive and Progressive Agreement for Trans-Pacific 
Partnership cover a wide range of sectors. However, some nations including Chile, 
Japan, New Zealand, Singapore, and the United States have established sector-
specific stand-alone digital trade agreements. As noted above, these agreements are 
built on principles first enunciated by the United States in 1997, in the Framework 
for Global Electronic Commerce. Trade negotiators focus on rules to govern cross-
border data flows and generally rely on nations to enforce their own laws to pro
tect consumers and citizens from harmful or malicious cross-border data flows. 

Almost every recent agreement has binding language that makes the free flow 
of data a default. They contain language such as “Neither Party shall prohibit 
or restrict the cross-border transfer of information, including personal infor
mation, by electronic means, if this activity is for the conduct of the business of 
a covered person.”14 But policy makers also acknowledge that nations have 
other important policy objectives such as preserving public order, privacy, 
consumer welfare, or public morals. Hence, by using the exception as justifica
tion, a nation can restrict cross-border data flows.15 

Nations are supposed to turn to these exceptions only in extraordinary cir
cumstances. However, there are few shared norms and definitions regarding 
how nations should behave when rules governing data flows conflict with the 
achievement of other important policy objectives (Aaronson 2018). Conse
quently, there is a patchwork of strategies to build consumer and user trust at 
the national level, but less of a focus on shared and/or interoperable strategies. 

Moreover, the exceptions were not built for the digital age. Ciuriak (2019) 
argues that the socially harmful use of data such as “fake news” and disin
formation for personally targeted advertising and/or messaging (for example, 
the exploitation of psychological vulnerabilities for marketing purposes or for 
political manipulation) should be considered a legitimate exception. 

Protecting privacy and personal data is a widely accepted “exception” to the 
free flow of data. The 2020 Singapore Australia Digital Economy Agreement 
(SADEA) seems to be the first agreement calling for interoperability of data 
protection regimes. Interoperability would make data protection more effective, 
as national approaches would be more coherent. 

The exceptions on the free flow of data become sources of authority for 
digital trade which undermine their authority as other legitimate public policy 
concerns are brought to the table. This brings another layer of complexity to 
the arguments and different sets of actors in the national and international 
environment that are part of a polycentric governing issue in the making. 
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Intermediary Liability and Content Moderation 

As noted above, countries have different ideas on how content should be regu
lated and what entities – whether business, government, or a combination of 
the two – should do such regulating. US rules have protected online platforms 
from lawsuits related to user content and legal challenges stemming from how 
they moderate content. Not surprisingly, in recent years, the United States tried 
to include its approach to content moderation in some trade agreements. The 
United States demanded language on intermediary liability in the US–Japan 
Digital Trade Agreement and CUSMA. 

Provisions to Encourage a Shared Approach to Regulating 
Platforms (Competition Policies) 

The WTO has limited competence on competition/antitrust policies, which 
could be used by states collectively to tackle the business model. As an example, 
GATT and GATS contain rules on monopolies and exclusive service suppliers. 
The principles have been elaborated considerably in the rules and commitments 
on telecommunications. The agreements on intellectual property and services 
both recognize governments’ rights to act against anti-competitive practices and 
their rights to work together to limit these practices (Anderson et al. 2018). 

Specifically, GATS generally prohibits WTO members from adopting reg
ulations that discriminate among foreign service suppliers (“most favored 
nation treatment”) (GATS article 2.1). GATS, moreover, requires WTO mem
bers to regulate reasonably, objectively, and impartially and provide foreign 
service providers with a possibility to express concerns and have a regulation 
reviewed (GATS article 6). GATS also requires WTO members to be trans
parent about regulations that may affect services trade (GATS article 3). These 
regulations can include labor laws and competition policies (Basedow and 
Kauffmann 2016). 

But policy makers have greater freedom to export their competition policy 
strategies in their bilateral and regional FTAs. In its FTAs, the European Union 
requires regional trade agreement parties to prohibit specific anti-competitive 
practices to the extent that they affect trade; these agreements include obliga
tions to establish or maintain competition laws and to create an institution to 
enforce them. The United States and Canada require signatories to establish 
and enforce their own laws (Anderson et al. 2018).16 The United States and 
Canada have also added accountability provisions with requirements relating to 
non-discrimination, transparency, and/or procedural fairness (WTO 2020, 147). 

In a 2020 report, the OECD (2020, 3) suggested that “competition authorities 
seeking to address abuses of dominance in digital markets would benefit from 
deeper international co-operation, given the international scope of many digital 
firms.” Recent FTAs seem to be moving in that direction with cooperation 
language. 
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Taken in sum, given different national objectives and approaches to compe
tition policies, trade agreements have yet to effectively encourage cooperation 
across borders to tackle the negative spillovers of this new data-driven econ
omy. These approaches could be considered polycentric since they are diffuse, 
span different levels, and are framed differently but they could also be a sign of 
patchwork approaches where each center of decision making promotes its own 
rules and practices. 

Provisions to Promote Regulatory Coherence 

Policy makers understand that nations have different norms and strategies for 
regulation, but a patchwork of regulation could cause problems for both pro
ducers and consumers of goods and services. In recent years, trade diplomats 
have drafted provisions in trade agreements to encourage greater coherence. 

There are many strategies to achieve coherence, from measures to produce 
cooperation to mutual recognition and harmonization of regulations. Reg
ulatory coherence includes competition policies, yet these most up-to-date 
FTAs do not have specific language facilitating such competition cooperation. 
DEPA, for example, calls for signatories to “pursue the development of 
mechanisms to promote compatibility and interoperability between their dif
ferent regimes for protecting personal information. Such strategies can include 
mutual recognition, regulatory sandboxes (where regulators can experiment) 
or shared international frameworks.”17 CUSMA, a broader trade agreement, 
has a regulatory chapter, which states that “each Party should encourage its 
regulatory authorities to engage in mutually beneficial regulatory cooperation 
activities with relevant counterparts of one or more of the other Parties in 
appropriate circumstances to achieve these objectives.”18 EU trade agreements 
have a section on regulatory cooperation, which notes, “Recognizing the 
global nature of digital trade, the parties shall cooperate on regulatory issues 
and best practices through the existing sectoral dialogues.”19 The Brexit 
agreement simply states, “The Parties shall exchange information on reg
ulatory matters in the context of digital trade.”20 

Taken in sum, these provisions are unlikely to encourage a shared approach 
to regulation that can serve as a multilateral counterweight to the power of the 
big firms. Moreover, such strategies cannot prevent a race to the bottom as 
many countries have no digital regulations or are just learning how to regulate 
digital firms. For example, developing countries must trade with Europe, which 
increasingly means they must adopt European standards for data protection. 
They do not have the time or policy space to develop their own standards (Pisa 
et al. 2021). Moreover, data governance is expensive and requires good policy 
governance skills. Data governance will be essential to development, and donor 
nations have a responsibility to work with developing countries to improve 
their data governance. Yet trade policy makers have yet to effectively link digi
tal trade governance and data governance capacity building (Aaronson 2019). 



136 Susan A. Aaronson 

This has implications for polycentric governance of digital data, there are some 
centers of political and economic power that traction more centrality and 
authority than least developed countries. 

Provisions to Reduce Spam 

Many, but not all, countries have laws that ban spam.21 In 2006, members of 
the OECD issued recommendations on cooperation to address spam. They 
acknowledged that spam undermined trust and consumer confidence, “which 
is a prerequisite for the information society and for the success of e-com
merce,” and that it led to “economic and social costs. 22 

” They also recognized 
that “spam poses unique challenges for law enforcement in that senders can 
easily hide their identity, forge the electronic path of their email messages, and 
send their messages from anywhere in the world to anyone in the world, thus 
making spam a uniquely international problem that can only be efficiently 
addressed through international co-operation. 23 

” The signatories agreed that 
they must cooperate to investigate and enforce cross-border spam problems 
(OECD 2006). 

The OECD Recommendations have influenced e-commerce and digital trade 
language. Almost every trade agreement that covers e-commerce or digital trade 
includes language to govern spam (Asian Trade Centre 2021). Many FTAs have 
taken steps to regulate unsolicited commercial electronic communications. 

Bans on Certain Practices 

Trade agreements create rules to ensure that certain practices do not dis
criminate between domestic and foreign providers of services or create unfair 
advantages for domestic companies. Some practices are regulated, and other 
more egregious practices are banned. 

Almost every digital trade agreement or chapter bans two practices: perfor
mance requirements and data localization because these practices can dis
criminate against foreign providers of data services (and in so doing impede 
market access). The EU–UK Trade and Cooperation Agreement states that 
cross-border data flows shall not be restricted by data localization strategies 
and “a Party shall not require the transfer of, or access to, the source code of 
software owned by a natural or legal person of the other Party. 24 

”

Trade diplomats have not yet banned other practices. Yet disinformation, 
such as malware and distributed denial-of-service attacks, can undermine 
market access and raise costs for firms that must hire researchers to ascertain 
who is responsible for these attacks while simultaneously correcting disin
formation. Moreover, disinformation may have hidden costs, including redu
cing internet generativity and perceptions that the internet is a safe and stable 
place to be. 
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Retaliatory Measures 

For example, the United States has used sanctions to deal with “malicious 
cyber-enabled activities originating from, or directed by persons located, in 
whole or in substantial part, outside the United States.”25 Since 2016, US law 
has authorized sanctions related to interfering with or undermining election 
processes or institutions. In this regard, the United States has sanctioned 
Russian and Iranian entities. The US process requires an investigation, attri
bution, and then development of a strategy to target the responsible entities.26 

The United States justifies its actions as legitimate under the national security 
exceptions. 

Conclusion 

The World Economic Forum ranks the spread of disinformation and fake 
news as among the world’s top global risks (Edmond 2020). Under current 
legal frameworks and economic conditions, many of the giant global plat
forms are unwilling to address the business model that both finances and 
perpetuates disinformation. These platforms are centers of power and their 
decisions challenge polycentric arrangements given their gatekeeping posi
tions. In one sense it could be argued that these platforms have more 
authority than many other actors and instruments. In another, platforms 
compete for attention and subscribers, none of them control the totality of 
global data flows but can exercise a great degree of control and authority 
over their spaces. 

At the same time, disinformation is both a global and a national problem 
that nations must cooperate with each other to mitigate. Rather than con
straining governments, international cooperation may help the bulk of nations, 
many of which lack digital prowess to develop their national policies. More
over, such language could build trust and, in so doing, expand markets for 
data, in particular in the developing world. 
While trade agreements are not the only answer to the problem of cross-

border disinformation, digital trade provisions can provide some tools for 
mitigating such flows and provide more power to states to address this pro
blem. In addition, while trade agreements cannot address the business model 
underlying disinformation, they could help policy makers collaborate to chal
lenge platform practices that fuel disinformation. These agreements may also 
help ensure that policy makers do not avoid regulating for fear of firm bully
ing. Given the predominant role played by large platforms in disinformation, 
a more diversified and empowered landscape of actors across the national and 
international levels with an additional instrument at hand in trade agreements 
brings more nuance to the polycentric nature of the issue and more choices for 
global digital cooperation. 
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Notes 

1	 This chapter was first published as a paper by the Centre for International Govern
ance Innovation in 2021. The author is grateful for their permission to revise and 
update the paper as a chapter in this book. 

2	 In 1964, US Supreme Court Justice Potter Stewart tried to explain “hard-core” por
nography by saying, “I shall not today attempt further to define the kinds of material 
I understand to be embraced … [b]ut I know it when I see it.” See https://corporate. 
findlaw.com/litigation-disputes/movie-day-at-the-supreme-court-or-i-know-it
when-i-see-it-a.html. 

3	 As an example, in 2018, some 40 percent of Facebook users got their news from the 
platform. See www.journalism.org/2018/09/10/news-use-across-social-media-platform 
s-2018/. 

4	 Cognitive security is the application of artificial intelligence (AI) technologies pat
terned on human thought processes to detect threats and protect physical and digital 
systems. 

5 See https://comprop.oii.ox.ac.uk/. 
6 United States of America v. Internet Research Agency LLC, 18 USC §§ 2, 371, 1349, 

1028A. 
7	 Researchers at the Brown Institute for Media Innovation, a joint initiative between 

Columbia University and Stanford University, have shown that Amazon, Apple, 
Facebook, and Google collect more than 450 different pieces of information about 
their users. See https://brown.columbia.edu/mapping-data-flows/. 

8	 See https://uscode.house.gov/view.xhtml?req=(title:47%20section:230%20edition:prelim) 
and www.eff.org/issues/cda230. The Trump administration proposed several reforms; see 
www.justice.gov/archives/ag/department-justice-s-review-section-230-communications-de 
cency-act-1996. 

9	 See www.loc.gov/item/global-legal-monitor/2021-07-06/germany-network-enforcem 
ent-act-amended-to-better-fight-online-hate-speech/. 

10	 For a listing of national laws regarding fake news, see www.reuters.com/article/ 
us-singapore-politics-fakenews-factbox/factbox-fake-news-laws-a 
round-the-world-idUSKCN1RE0XN. 

11	 As an example, Twitter is asking some of its users to point out disinformation (to 
crowdsource it) (see www.cnn.com/2021/01/25/tech/twitter-birdwatch/index.html); 
while Facebook is trying to make its campaign advertising business more transparent 
and making tweaks to its algorithms to support verified news and to curb political 
advertising during times of political volatility (see www.axios.com/2021/01/27/fa 
cebook-to-downplay-politics-on-its-platform). 

12	 See Framework for Global Electronic Commerce at https://clintonwhitehouse4. 
archives.gov/WH/New/Commerce/. 

13	 See Framework for Global Electronic Commerce; see presidential directive at https:// 
fas.org/irp/offdocs/pdd-nec-ec.htm. 

14	 See Agreement between the United States of America and Japan Concerning Digital 
Trade, 7 October 2019, art 11 (entered into force 1 January 2020) [US-Japan Digital 
Trade Agreement], online: https://ustr.gov/sites/default/files/files/agreements/japan/ 
Agreement_between_the_United_States_and_Japan_concerning_Digital_Trade.pdf; 
DEPA, 12 June 2020, art 4.2 at 4–1–4–2 (entered into force 7 January 2021), online: 
www.mfat.govt.nz/assets/Uploads/DEPA-Signing-Text-11-June-2020-GMT.pdf. 

15	 The exceptions include “measures (a) necessary to protect public morals or to main
tain public order; (b) necessary to protect human, animal or plant life or health; (c) 
necessary to secure compliance with laws or regulations which are not inconsistent 
with the provisions of this agreement including those relating to: (i) the prevention of 
deceptive and fraudulent practices or to deal with the effects or a default on services 
contracts; (ii) the protection of the privacy of individuals in relation to the processing 
and dissemination of personal data and the protection of confidentiality of individual 

https://corporate.findlaw.com/
www.journalism.org/
https://comprop.oii.ox.ac.uk/
https://brown.columbia.edu/
www.eff.org/
www.justice.gov/
www.loc.gov/
www.reuters.com/
www.axios.com/
https://clintonwhitehouse4.archives.gov/
https://ustr.gov/
www.mfat.govt.nz/
https://corporate.findlaw.com/
https://corporate.findlaw.com/
https://uscode.house.gov/
https://clintonwhitehouse4.archives.gov/
https://fas.org/
https://fas.org/
https://ustr.gov/
www.journalism.org/
www.justice.gov/
www.loc.gov/
www.reuters.com/
www.reuters.com/
www.cnn.com/
www.axios.com/
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records and accounts; [and] (iii) safety.” See www.international.gc.ca/trade-comm 
erce/assets/pdfs/agreements-accords/cusma-aceum/cusma-19.pdf. 

16	 See e.g., CUSMA, supra note 58. 
17	 Ibid. 
18	 See CUSMA, supra note 58, c 28, art 28.17(1), online: www.international.gc.ca/tra 

de-commerce/assets/pdfs/agreements-accords/cusma-aceum/cusma-28.pdf. 
19	 See Modernization of the Trade part of the EU-Mexico Global Agreement, not yet 

signed, art 11(1) [not yet entered into force], online: https://trade.ec.europa.eu/doclib/ 
docs/2018/april/tradoc_156811.pdf. 

20	 See Trade and Cooperation Agreement between the European Union and the European 
Atomic Energy Community, of the one part, and the United Kingdom of Great Britain 
and Northern Ireland, of the other part, 30 December 2020, OJ L 149, title III, art 16 
(1), (entered into force 1 May 2021) [EU-UK Trade and Cooperation Agreement], 
online: https://assets.publishing.service.gov.uk/government/uploads/system/uploads/atta 
chment_data/file/948119/EU-UK_Trade_and_Cooperation_Agreement_24.12.2020.pdf. 

21	 See https://en.wikipedia.org/wiki/Email_spam_legislation_by_country. 
22	 See https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0344. 
23	 Ibid. 
24	 See EU-UK Trade and Cooperation Agreement, supra note 69, Title III (Digital 

Trade), art 12(1). 
25	 See www.whitehouse.gov/briefing-room/presidential-actions/2021/03/29/notice-on-the

continuation-of-the-national-emergency-with-respect-to-significant-malicious-cyber-ena 
bled-activities/. 

26	 For more on sanctions against Russian entities, see https://home.treasury.gov/news/p 
ress-releases/sm1118; on sanctions against Iranian entities, see https://www.state.gov/ 
iran-sanctions/; and on the executive order imposing sanctions against foreign inter
ference in US elections, see https://home.treasury.gov/system/files/126/election_execu 
tive_order_13848.pdf. 
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9 
TRACKERS AND CHASERS 

Governance Challenges in Disinformation 
Datafication 

Clara Iglesias Keller and Bruna Martins dos Santos 

Introduction 

This chapter explores the intersection of data governance and digital disin
formation also referred to only as “disinformation”, to demonstrate how com
prehensive approaches to the former allow for insightful regulatory legitimacy 
assessments of recently proposed regulatory strategies against disinformation. 
We build our analysis on the polycentric perspective of data governance 
advanced in this volume, which understands “the roles of digital data as both 
objects and forms of contemporary governance” (see Chapter 1, this volume). 
As we will show, this versatility of data is well represented in debates on how 
to regulate disinformation. First, disinformation itself is a polycentric issue that 
originates from and is shaped by different centers of information production 
and decision-making. Furthermore, the polyvalency of data, as prospected in 
the chapters in this volume, is one of the elements that add yet more layers to 
the compounded phenomenon that is disinformation. This chapter explores two 
policy trends that illustrate the versatility of data, particularly in the realm of 
disinformation regulation. The first one is the regulation of microtargeting, a 
technique that allows selected distribution of content in accordance with users’ 
pre-expressed preferences – the chasers. The second trend is the institution of 
traceability obligations, through which digital platforms and other private 
agents are bound to obligations of data storage and referral to authorities, as a 
way to allow the identification of disinformation distribution chains – the 
trackers. 

Notwithstanding the blurred lines that distinguish dis- from misinformation 
and other practices that came to be understood as elements that amount to an 
“information disorder” (Wardle and Derakhshan, 2017), we refer to disin
formation as “false or misleading information that is intentionally spread for 
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profit, to create harm, or to advance political or ideological goals” (Marwick et 
al., 2021). As a multidimensional phenomenon, digital disinformation can be 
better understood through a polycentric perspective. This approach includes 
comprehending the often-overlapping instances that contribute to its develop
ment; this plurality of centers rests at the core of structured disinformation 
strategies. Disinformation production is often centralized in content clusters 
(Evangelista and Bruno, 2019), while distribution involves actors of different 
natures, from marketing agencies to individual users; once distributed, digital 
disinformation travels through different media and communication channels, 
which can also shape the way it is presented. This path can also involve differ
ent jurisdictions so that coping with disinformation potentially will also involve 
different centers of state power and policy making. 

This polycentric essence is also reflected in the strains of debate that focus on 
countermeasures towards disinformation. These discussions have already set 
ground on the premise that disinformation is a phenomenon best captured by 
polycentric approaches to governance, as it requires different responses from 
different actors. This implies, for instance, a role for fact-checking and media 
literacy to be performed by journalistic or civil society organizations, and for 
digital platforms to implement their own moderation and certification proce
dures (Iglesias Keller, 2021, p. 488). While principles and structures of data 
governance hold relevance for several of these fronts, this chapter focuses on 
how they should inform statutory regulation that targets data. 

The importance of exploring such responses to disinformation lies in the 
relevance of datafication processes for the intentional spread of false content 
online, as data-based content distribution has been at the centre of disinforma
tion strategies in different national contexts (Cadwalladr, 2017; Evangelista and 
Bruno, 2019). Together with a number of concerns that accrue from expansive 
Big Data techniques, disinformation also inspires both general and specifically 
targeted regulation, urging the need for comprehensive conceptual frameworks 
on data governance that inform these policy debates with a nuanced perspective 
and legitimacy standards. For these purposes, we recognize the importance of 
understanding data governance beyond corporate processes, to include 

the power relations between all the actors affected by, or having an effect 
on, the way data is accessed, controlled, shared and used, the various socio
technical arrangements set in place to generate value from data, and how 
such value is redistributed between actors. 

(Micheli et al., 2020, p. 3) 

Among other implications, this means that data governance for disinformation 
encompasses different things – including what sort of institutional and technical 
mechanisms should be in place to safeguard the way private companies handle 
data; what duties of care these companies should be bound to; what is the role 
of alternative models of data governance; and the fundamental question that 
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cuts through the biggest dilemmas of our field: what can and what cannot be 
done with personal data (legitimate uses)? In this chapter, we explore the part 
of this greater scenario that refers to governments’ duties, notably with regard 
to their role in regulating data in the face of disinformation threats. 

Following this Introduction, in Section 1 we bridge data governance and 
disinformation regulation by exploring the idea of disinformation datafication, 
as well as the comprehensive and collective approaches to data governance that 
the phenomenon requires. Section 2 places overarching data protection reg
ulatory frameworks (as a key center of polycentric data governance), within 
disinformation regulation, to show limitations and contextualize the imple
mentation of the specific policies described in the next sections. In the following 
sections, we will approach regulatory strategies against disinformation that 
reflect the polyvalence of data. Section 3 tackles statutory limitation to micro-
targeting (as the possibility of distribution of content and disinformation tai
lored to users’ preferences) – as well as the relevance of international data 
protection frameworks in this regard. Section 4 addresses traceability regula
tions, which entail processes of governance undertaken at various centers. Such 
strategies were adopted in the realm of disinformation regulation in Brazil and 
India, but these logics were also considered amidst the debates of the recently 
approved European Digital Services Act (DSA). 

1 Disinformation Datafication and Data Governance 

We understand disinformation as an expression of tensions and transformations 
that, while deeply related to digitalization, result from a broader constellation 
of technological, social, and political factors. This perspective has challenging 
implications for disinformation research, a field that aims at understanding 
practices that originate from various centers while also being inherently mingled 
with historical circumstances, social practice, and political disputes. This reali
zation sets a departure point for governance debates, whose task is to explore 
which actors and practices engage (or should engage) in countermeasures 
against digital disinformation. As a multi-layered and varied phenomenon, 
containing disinformation requires more than governmental action (in and 
outside of statutory regulation), encompassing formal and informal responses 
from different societal actors. Among popular remedies are journalistic and civil 
society’s fact-checking and media literacy initiatives, as well as digital plat
forms’ (sometimes debatable) duties of care in content moderation. Against this 
wide context, data governance and data regulation are among many mechan
isms that operate in the realm of digital communications with the potential to 
mitigate the implementation and effects of disinformation strategies that rely on 
the use of personal data, which we refer to as disinformation datafication. 
Datafication alone is an overarching concept, broadly used to refer to the 

ways in which data shapes or reshapes social practices (Steensen, 2019). It can 
be skeptically approached as the “transformation of information about people 



Trackers and Chased 151 

into a commodity” (Viljoen, 2021, p. 577), or even associated with “legitimate 
means to access, understand and monitor people’s behavior” (Van Dijck, 2014, 
p. 198). Beyond its different applications, the relevance of the concept lies in its 
historical importance as a “new method of quantifying elements of life that 
until now were not quantified to this extent” (Mejias and Couldry, 2019). 
Datafication allows us to access knowledge on collective behavior in an unpre
cedented manner. Even though its essence can be perceived as procedural, the 
generation of different kinds of value from data (be it financial, participatory, 
cultural, or epistemological) is an inseparable substantive element of datafica
tion (Mejias and Couldry, 2019). 

In the realm of online communications, datafication rests at the core of digi
tal platforms’ business models, as it determines information and attention 
fluxes through access to and processing of user preferences (Jungherr and 
Schroeder, 2021). The immediate value extracted out of this process is the 
ability of platforms to monetize their businesses “by using such data to sell 
products or services to the users, or by selling the data to parties wishing to 
influence or persuade users towards various goals” (Mejias and Couldry, 2019). 
In addition, datafication also grants digital platforms with great understanding 
of users’ preferences and their on- and offline behavior, which can be used in a 
manner beyond microtargeting by advertisements (either for the sake of 
improving their own services, or to serve other interests). Digital disinformation 
strategies operate within these very logics. The same techniques that allow for 
advertising can be used to identify political interests and thus collective and 
individual tendencies to engage in certain content. 

While the empirical evidence on the effects and reach of disinformation 
datafication are disputed (Barberá, 2020), the misuse of personal data remains a 
relevant concern for governance, and more specifically, statutory regulation 
debates. Beyond the fact that said disinformation strategies might operate out
side of data protection legal requirements, they also inspire a greater societal 
conversation about what sort of economic, political, or ideological interests the 
use of our personal data should support. Depending on how it is shaped, data 
governance as both a normative framework and institutional arrangement has 
the potential to mitigate or countermeasure harmful effects of datafication pro
cesses that risk individual rights and collective values – especially to the extent 
to which it can limit the quality of the data being collected and treated in each 
case (i.e., one’s political preferences) or the purpose served by the data usage. 

Therefore, exploring the overlap of data and disinformation governance is an 
exercise that highly benefits from the polycentric approach promoted in this 
volume, as disinformation countermeasures is also a field where data appears as 
both an object and a form of governance. Data is an object of governance in 
this field because disinformation datafication inspires the implementation of 
structures and norms whose role is to prevent or mitigate the use of data as an 
instrument of disinformation practice. These measures rest on the key role that 
personal data plays as fuel to automated systems intended to spread 
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disinformation. In this sense, data governance law (in the form of national 
frameworks for data regulation) and specific regulations (e.g., the limitation of 
microtargeting) use data as a target for regulation – i.e., the object to which 
regulation intends to conform (Iglesias Keller, 2021, p. 501). Other regulatory 
trends approach data as a form of governance, by implementing obligations of 
storage or processing of personal data to meet their ends. This is the case of 
traceability provisions, where data storage is required in order to allow for the 
production and distribution of disinformation to be traced to its source, and 
thus sanctioned. Here, data appears as an instrument of disinformation regula
tion, an element that allows for the implementation of a certain public policy. 
Under this guise, concerns with misuse of and legitimacy over data are strik
ingly reshaped in the policy debate (as we will show in our analysis of specific 
policy initiatives throughout this chapter). Furthermore, data itself, as both 
object and form of disinformation governance, needs to be considered against 
its multi-faceted ontological quality (see Chapter 1, this volume). In the realm 
of disinformation governance, data can be referred to as personal information 
that allows for identification, or as metadata on information flows. Data can 
even take non-numerical forms such as images, audio and video, what is cur
rently referred to as ‘content’ (see Chapter 1, this volume). 

Among the varied lenses through which data governance can be understood, 
we find it particularly important for this analysis to approach data protection 
as a collective right, besides its enshrined role of assuring individual guarantees. 
This implies tackling data governance from what Salomé Viljoen calls a “rela
tional” perspective that focuses on how data flows are structured, collected, and 
produced so as to generate population-level insights on how people relate to 
one another, thus allowing for inferences on collective behavior (Viljoen, 2021). 
The author emphasizes the importance of a “horizontal relationship” in datafi
cation, which relates data subjects to each other through “informational infra
structures that make sense of data subjects via group classification and that 
operationalize classifications to act back on subjects” (Viljoen, 2021, p. 607). 
On the other hand, the “vertical relationship” is the one between individual 
data subjects and data collectors, expressed in corporate-centered “hegemonic 
models” that refer data governance to the forms and mechanisms through 
which collectors retain control over the data they collect (Carballa Smichowski, 
2019, p. 227). 

The relationship between corporations and data subjects as key centers of 
polycentric governance is still relevant to the degree that it reflects the way 
corporations structure their business models and the type of safeguards over 
data governance that they put in place in day-to-day activities. But because 
disinformation datafication is inspired precisely by the intent to identify collec
tive political preferences and influence speech and behavior, governance solu
tions that focus solely on the rights that individuals exercise over their own 
data are essentially limited to address the level of social risk entailed in these 
strategies. This is the core of the problem identified by Viljoen, as “data 
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subjects possess only a fraction of the interests in a certain data flow”, while 
data collectors are motivated to collect as much data as they can, from as many 
subjects as possible, so they can exploit the insights of horizontal data relations 
(Viljoen, 2021, p. 613). The main implication of such an approach, for ours and 
other debates, is that instead of reasserting “individual control over the terms 
on one’s own datafication” data governance debates ought to “develop institu
tional responses necessary to represent (and adjudicate among) the relevant 
population-level interests at stake in data production” (Viljoen, 2021, p. 579). 

Nevertheless, the regulatory framework developing around data governance 
and its relation to disinformation is mostly oblivious to this horizontal rela
tionship, as policy solutions continuously replicate individualistic under
standings of privacy and mechanisms that either focus on corporate procedures 
or on controlling and securing individual behavior. In the next section, we 
provide an overview of this regulatory framework. 

2 The Role of Data in Disinformation Regulation 

Data is one of the most relevant and promising regulatory targets for statutory 
regulation that aims to prevent disinformation, both from an efficiency and a 
legitimacy perspective. The promise of efficiency rests on the idea of disinforma
tion datafication, that is, on the role that the (mis)use of data might play in 
feeding the dynamics of information distribution in digital platforms. The 
assumption is that if such processes are embedded with safeguards capable of 
mitigating social and individuals’ risks posed by data usage, so would the initia
tion and impacts of disinformation strategies. Focusing on regulating data (as 
opposed to regulating content, for instance) also reaches higher legitimacy stan
dards because it poses lesser threats to a desirably heated digital public sphere. 

Governmental action towards digital disinformation mingles with the ever-
delicate exercise of regulating freedom of expression – i.e., establishing rules 
regarding what can and cannot be said, published, and distributed. Even though 
every right can be subject to restrictions, freedom of expression is an indis
putable pillar of modern democracies, and the line that separates these restric
tions from state censorship can be thin. This is especially important in the case 
of legal provisions that assume an element of “truth” to define illegal content, 
which, together with the elements of harm and intent is usually the case for 
disinformation. Provisions that establish countermeasures for disinformation 
based on content essentially rest on an understanding of truth or falsity that can 
either be pre-established in legislation or left to the discretion of the body 
responsible for enforcing them. This will ultimately lead to imposing one ver
sion of facts – whether it be that from judges, executive authorities, or digital 
platforms – over others. Strategies based on a concept of disinformation will 
inevitably steer the dispute over truth and fact away from where it belongs: in 
society and public debate. For these reasons, it is possible to make a case for 
prioritizing statutory regulation initiatives that target the use of data and other 
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aspects of platforms’ business models, such as transparency standards and due 
process obligations. 

Data regulation that countermeasures disinformation entails a set of 
mechanisms with different levels of potential to effectively prevent the use of 
data for the purpose of disinformation distribution. Data governance law refers 
to legal frameworks that regulate the collection, treatment, and storage of per
sonal data for different purposes. These frameworks approach data protection 
across sectors to protect rights holders in increasingly digital economies and 
take shape through the enactment or updating of laws dedicated to data pro
tection, most often based on “the guarantee of a fundamental right and the 
realization of this right by means of a legal regime of data protection, in the 
form of a general law on the subject” (Mendes, 2014, p. 47). They pose resis
tance to disinformation depending on how bound data collectors and processors 
are to legal requirements. Broad data protection laws can limit collection (e.g., 
by prohibiting unlawful surveillance or commercialization of voters’ personal 
data), sharing (by prohibiting international data transfer for specific purposes, 
possibly electoral), and data management, as in cases where there is a deviation 
from the purposes authorized by the agent. In several countries, these con
straints have been carried out by personal data protection rules and by autho
rities that enforce these rules (Cruz, 2020, p. 377). 

Notwithstanding their fundamental role in providing institutional frame
works for the healthy development of digital economies, data protection laws 
are often built around the “vertical relationship” identified by Viljoen and 
herein above described. They conceive of data as an individual medium, focus
ing on legal inquiry and “legal relevance to data’s potential to cause personal 
harm and as therefore appropriately subject to private, individual ordering” 
(Viljoen, 2021, p. 594). By failing to acknowledge “the role that horizontal data 
relations play in producing social value and social risk” (Viljoen, 2021, p. 608), 
general data protection laws are not enough to address social harm caused by 
disinformation. 

Overall, data protection legislation already serves different aspects that reg
ulate the use of data in electoral processes, but the expansion of digital com
munications that base political communication in and outside of such processes 
builds up the case for strengthening enforcement of data protection legislation 
in such contexts (Nenadić, 2019, p. 13). Specific mechanisms may include 
restrictions on data gathering and accumulation for political microtargeting 
purposes – like in Japan, where “the capture of personal data on the electorate, 
and the communication of personalized political messaging” is understood to be 
“largely prohibited” by the current legislation (Bennett and Oduro-Marfo, 2019, 
p. 6). 

More recently, disinformation datafication has inspired measures particularly 
directed at the phenomenon, either in or outside of electorals. These initiatives 
were either inspired by the necessity of, or tailored to, conform or monitor the 
content distribution dynamics that allow for the spread of disinformation (and 
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possibly other forms of harmful speech that operate within similar logics). It is 
within these strategies that data presents itself in the most varied roles, as illu
strated by the idea of mechanisms for chasers and trackers that we will further 
approach in the next sections. Beyond exploring the polycentric mechanisms 
and implications of such strategies, our analysis aims to highlight how, 
depending on the position occupied by data, different degrees of legitimacy 
concern are imbued in the debate. 

3 The Chasers: Regulation of Microtargeting 

Microtargeting is defined as the technique that allows selected distribution of 
content in accordance with users’ pre-expressed preferences. According to the 
United Kingdom’s Information Commissioner’s Office, microtargeting is a form 
of online targeted advertising that analyses personal data to identify the inter
ests of a specific audience or individual to influence their actions. Microtarget
ing may be used to offer a personalized message to an individual or audience 
using an online service such as social media.1 

We refer to microtargeting techniques as chasers because it is a technique 
that entails the pursuit of granular steps of users’ day-to-day lives that will 
allow for them to be “chased” with content that is likely to be appealing, 
according to their pre-assessed preferences. This inference of what sort of con
tent is likely to engage a certain user (or, the inference on what user or group of 
users are likely to engage with certain content) is based on the collection of vast 
amounts of data regarding users’ online experience. When transferred to 
broader information ecosystems, microtargeting can be a powerful tool to 
spread disinformation, as the analysis of data such as cookies or social media 
analytics can help direct disinformation to groups that will potentially be more 
receptive to the message therein (CITS, 2018). 

Every website visit that a user makes is valuable in this scenario, as well as 
the technologies that allow the collection of data such as cookies, third-party 
cookies, website navigation, mouse movements, or even keystrokes (Nield, 
2017). All of this information is normally connected not just by marketplaces 
and social media companies, but also by third parties whose business model is 
based on curating advertisements to users. Such companies are responsible for 
deploying analytics software that can record an individual’s browsing sessions 
and collect exceptional amounts of user data in ways that are not entirely dis
closed to the tracked individual (TIKU, 2017). 

As mentioned previously, the same mechanisms that allowed for Internet 
users’ data collection in order to feed targeted ads can be used to attempt to 
influence electors all over the world. The Cambridge Analytica (CA) case is 
notorious for shedding light on these practices, as it revealed that a strategic 
communications company deployed abusive collection and usage of the personal 
data of electors to, later on, share electoral content through social media plat
forms (Santos and Varon, 2018). This communication strategy supports the 
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development of “data-driven campaigns” (Rennó, 2018), where data collected 
through social media platforms and private messaging apps allows companies 
such as CA to come up with well-defined audiences and prepare political ads 
according to their references and beliefs (Cadwalladr and Graham-Harrison, 
2018). Together with the targeted ads, it was often the case that electors would 
also be targeted by disinformation (Pallero and Arroyo, 2018). The debate on 
the role played by the misuse and abuse of personal data in electoral processes, 
or data-driven elections, was also touched upon by authors such as Colin Ben
nett and David Lyon when analyzing the CA case. The intersection between the 
use of data in contemporary campaigns and social media platforms brought a 
new group of issues regarding process integrity and newer vulnerabilities 
introduced by the spread of disinformation and “Fake News” (Bennett and 
Lyon, 2019). 

Whereas the CA case was related to political content and attempts to influ
ence elections in countries such as the United States and Brazil, the case also 
shed light on the relevance of data protection frameworks and dedicated laws 
to extend some level of protection to users during elections. In this context, the 
poor level of data protection – or even the absence of user-centric frameworks – 
is understood to have been one of the factors that facilitated the abuses and 
malpractices of companies such as CA. In Brazil, the CA case notably con
tributed to the approval of the current General Data Protection Legislation 
(LGPD) (Omari, 2020), as it shed light on the need to impose control mechan
isms over data processing activities performed in the Country and empower 
users against the abuses. 

Regardless of the content of targeted ads being political or merely commer
cial (that is, when such a distinction is possible), microtargeting techniques 
paved the way to forms of political campaigning based on Internet users’ con
stantly monitored behavior. Furthermore, when used for spreading disinforma
tion, microtargeting rests on all sorts of questionable premises, like the idea 
that disinformation is a legitimate purpose for the use of personal data, or that 
users’ consent to data collection in social media or private messaging platforms 
would be well informed enough to legitimize this sort of data usage. In light of 
that, data governance measures can indeed provide interesting arrangements 
and tools to countermeasure disinformation datafication. General data protec
tion legislation forms relevant frameworks since, by limiting the use of data, 
they are likely to have (at least some) impact on the reach potential of micro-
targeting techniques. However, recent policy trends explore other avenues to 
prevent or mitigate the use of data as an instrument of disinformation practice, 
notably related to limiting microtargeting. They include acts of legislation that 
(a) aim to control or ban the use of targeted ads in the electoral context, (b) 
limit the possibilities of personal data use on microtargeting, and (c) improve 
platform transparency and accountability with regard to online advertisement 
and microtargeting. 
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The recent developments on this topic in the European Union are particularly 
interesting. In the Digital Services Act (DSA), the European Commission has 
introduced the discussion of stronger transparency and accountability obliga
tions for platforms, including in the field of targeted advertising (Stolton, 2021). 
The motivation behind this proposal was to provide Internet users with more 
information with regard to all ads directed at them, including an explanation 
on why a certain person was the target of a certain ad. As the DSA discussions 
moved forward, more provisions introducing the right for an individual to 
oppose being the subject of profiling activities and a ban on profiling of minors 
were also introduced to the bill (Lomas, 2022) – following, at least to some 
extent, the recommendation of the EU data protection supervisor that suggested 
a European ban on targeted advertising (EDPS, 2021). The final version of the 
DSA introduced in Article 24 a ban on the presentation of advertisements based 
on activities such as profiling and the use of certain categories of sensitive data 
by online platforms that decide to showcase ads to their users (European Par
liament, 2022). This measure, according to civil society networks such as the 
European Digital Rights (EDRi), can represent a turning point for effectively 
tacking surveillance-based advertisement (EDRi, 2022) 

Regulation tailored to contain disinformation distributed specifically through 
microtargeting could also aim at data collection or at restriction of purpose (i. 
e., prohibiting microtargeting for political purposes, or during election). In 
relation to the first aim of microtargeting, data collection often happens 
broadly, to then be assigned to a certain purpose. So, further restricting data 
collection thinking about microtargeting, specifically, could have a limited 
effect. In the second case, depending on how legislation deals with restriction of 
purpose, limitation or prohibition of the use of data for “political purposes” is 
likely to lead to another intricate exercise of interpretation regarding what is a 
political purpose or not. The electoral time frame can provide a more stable 
criterion – however, in a highly digitalized public sphere, electoral campaigning 
is submitted to transformations of its own, which means that the relevance of 
such time frames as the key moment for political communication is diminished. 
Political content standards based on characteristics of a certain kind of message 
will probably be fully subjected to the perception of their enforcer, and there
fore provide less legal certainty. 

Current regulatory approaches on microtargeting also hold some level of 
convergence to the above-mentioned EDPS opinion as they seem to understand 
that in order to fight the multitude of risks associated with online targeted 
advertising, regulatory frameworks need to go beyond rules dedicated exclu
sively to increasing transparency (EDPS, 2021). On that note, increasing user 
control and the avoidance of basing recommender systems on individuals’ pro
filing, should and can be two of the possible avenues explored by stakeholders 
all over the world. 

This shows that the regulation of microtargeting is a debate that advances 
questions of how prepared our data governance, and more specifically, data 
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regulation institutions, are to contain the whole of social risks entailed in dis
information datafication. Beyond that, it inspires a broader, and also very 
necessary, conversation about what can and cannot be done with our personal 
data, and what are the mechanisms (currently missing) that can impose de facto 
barriers to the dissemination of disinformation and other sorts of harmful 
behavior – as opposed to allowing the practice and application of sanitizing 
standards, such as transparency. Overall, it mostly flows in the direction of 
improving individual and collective rights over data. This, however, is not the 
case with other recent trends for regulating disinformation through data, as we 
will show in the next section. 

4 The Trackers: Traceability Mechanisms 

Another set of regulatory obligations that stem from this debate consists of the 
implementation of obligations that result in the expansion of personal data 
processing for specific purposes. As referred to in the first section of the present 
chapter, the deployment of traceability mechanisms on private messaging 
apps – or the collection of data and/or metadata referring to certain types of 
content such as the number of shares or the name of the author – is a recurring 
trend that deserves attention due to the fact that it perceives data as an instru
ment of disinformation regulation (see Section 1). 
Unlike the chasers case, where limiting the data processing and collection 

activities is key to halting the abuses and misuses, disinformation regulation 
strategies grounded on traceability mechanisms are responsible for expanding 
the collection and storage capacities of certain groups of intermediaries, in 
order to allow authorities to conduct broader law enforcement and investiga
tion activities (Muirhead and Porter, 2019) – we call these mechanisms the 
trackers. Recent legal provisions referring to traceability mechanisms that have 
been either proposed or implemented take two forms: (a) traceability of traders 
(as referred to in the draft EU regulation Digital Services Act) and (b) trace
ability of disinformation-related content in private messaging apps (as is the 
case of the Indian legislation and the Brazilian Fake News Bill). 

The DSA approaches traceability with regard to the possibility of online 
platforms allowing the celebration of contracts between traders and consumers 
in its Article 24c. According to this provision, whenever an online platform 
allows consumers to conclude contracts with traders, it should ensure that such 
actors can only offer products within such spaces if they (a) are located within 
the European Union, (b) provide social media platforms with their details such 
as name, address, telephone number and electronic address of the trader, (c) a 
copy of the identification document of the trader or any other electronic iden
tification as defined by Article 3 of Regulation (EU) No 910/2014 of the Eur
opean Parliament and of the Council (European Commission, 2020, and 
European Parliament, 2022), (d) the payment account details of the trader and 
other pre-requisites such as (e) a self-certification by the trader committing to 
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only offer products or services that comply with the applicable rules of Union 
law. According to policymakers and MEPs who participated at the DSA dis
cussions, whilst the main goal of the above-mentioned provision is to “help 
combat illegal content online and enhance consumer protection” (Greens-EFA, 
2021), it would be important to restrict its application to online marketplaces. 
A general provision could be problematic considering the “number of potential 
parties along the supply chain that this term may cover, and that this informa
tion would be required at the time of opening an account” (Greens-EFA, 2021). 
At the same time, stakeholders such as civil society have welcomed the intro
duction of measures that allow for platforms to verify users who qualify as 
traders and have the means to conduct checks on these actors’ legitimacy and 
also to further inform customers (BEUC, 2021). Interestingly, the expansion of 
data collection here refers to personal data that embodies information about 
users that allows for their identification and localization, like their names and 
addresses. This is not the case for the other set of traceability policies, whose 
implementation will require a broader collection of metadata. 

By the time this chapter was submitted (mid-2022), two countries have either 
implemented or at least discussed the concrete options for the application of a 
traceability-related mechanism in private messaging applications for disin
formation regulation purposes: India and Brazil. In India, the “Intermediary 
Guidelines and Digital Media Ethics Code” started being enforced in 2021, 
introducing a new set of online intermediary application rules and forcing said 
applications to track online communications (Ministry of Electronics and 
Information Technology, 2021). On that note, the Indian legislation demands 
the following: 

A significant social media intermediary providing services primarily in the 
nature of messaging shall enable the identification of the first originator of 
the information on its computer resource as may be required by a judicial 
order passed by a court of competent jurisdiction or an order passed under 
section 69 by the Competent Authority as per the Information Technology 
(Procedure and Safeguards for interception, monitoring and decryption of 
information) Rules, 2009, which shall be supported with a copy of such 
information in electronic form. 

(Ministry of Electronics and Information Technology, 2021) 

This provision applies to the majority of private messaging apps that operate in 
the Country – such as WhatsApp, Facebook Messenger, and others – and, 
according to civil society organizations, could also be responsible for weakening 
current end-to-end encryption present in these platforms (Rodriguez, 2021). 
This provision is also perceived as the construction of a backdoor for current 
encryption tools (Gopani, 2022) due to the fact that it requires messaging 
applications to trace users’ data in order to facilitate investigations, prosecu
tion, or punishment related to acts practised by them (Katira and Grover, 
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2022). In May 2021, WhatsApp sued the Indian government over the Inter
mediary Guidelines and Digital Media Ethics Code claiming that the trace
ability requirements regarding the origin of the message would “severely 
undermine the privacy of its users” (Isaac, 2021) and reinforced the claims of 
civil society organizations about the possibility of the tracing requirement 
posing a threat to end-to-end encryption (Porter, 2021). 

In Brazil, the discussions surrounding Draft Bill n. 2630/2020 in Brazil (a bill 
intended to regulate social networks and private messengers which is deceivingly 
referred to as the “Fake News Bill”) are currently attempting to introduce trace
ability of disinformation-related content to the Country’s legal scenario. If 
approved, the draft bill – whose official name is “Brazilian Internet Freedom, 
Responsibility and Transparency Act” – will introduce a new set of responsi
bilities for social media platforms, private messaging apps, and search mechan
isms operating in the Country (Câmara dos Deputados, 2020), with the general 
aim of fighting disinformation. So far, this draft bill has seen at least two main 
versions of the section dedicated to instant/private messaging applications that 
expanded the obligations for this specific group of actors with regards to trans
parency and accountability as well as some increased level of users’ data collec
tion for the same purposes as the above-mentioned Indian legislation: facilitation 
of investigations, prosecution activities, or punishment of users. 

Initially, the draft bill proposed a traceability mechanism that would require 
private messaging applications to store, for a period of three months, all metadata 
related to messages that were sent by “more than five users and reaching out at 
least 1000 users under the period of 15 days” (Câmara dos Deputados, 2020). The 
provision required the storage of data such as (a) information on users responsible 
for broadcasting these messages, (b) time and date stamps, and (c) total number of 
users who had access to the messages, all in order to canvass and hold liable the 
group of individuals who would have participated in the dissemination of content 
deemed illicit (Coalizão Direitos na Rede, 2020). Unsurprisingly, this provision 
was the object of a lot of discussion between different groups of stakeholders such 
as Academia and Civil society. On one side, the concerns are concentrated around 
the possible threat to end-to-end encryption that imposing a requirements of 
metadata retention could represent (InternetLab, 2020; Rodriguez and Alimonti, 
2020), added to that, others also highlight consider the possible “negative impacts 
on freedom of expression in the Country caused by the constant monitoring of 
messages” (Coalizão Direitos na Rede, 2021). Despite the critique, some actors 
also defend the measure as a surgical and relevant approach to halt the dis
semination of disinformation and make the case that the metadata collection is not 
as invasive as some might argue (Hartmann, 2020). 

Recently, on the report issued by the congressional working group dedicated 
to discussing amendments to the proposal at the House of Representatives, this 
provision was replaced by a new text that states that judicial authorities “may 
determine instant messaging service providers to preserve and make available 
records of user interactions determined by a period of up to 15 days, 
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considering the requirements established in the Brazilian law” (Câmara dos 
Deputados do Brasil, 2021). The new provision also forbids generic requests or 
ones made outside the scope and technical limits of the services provided by 
private messaging platforms. Also, to the extent the new wording submits the 
collection of metadata to a court order based on a specific request, this can be 
seen as a more limited and less invasive approach to the previously suggested 
traceability mechanism. 

Disinformation datafication has been one of the main inspirations to law
makers all over the world, resulting in measures and draft provisions directed at 
halting the spread of disinformation. In cases such as the traceability provisions 
present in two countries that are important centers of polycentric data govern
ance – Indian and Brazilian – the need to control or monitor the dissemination 
of viral messages might not be proportional to the level of threats posed to 
rights such as privacy and freedom of expression for users in both places. Will 
the ends (or the expansion of prosecution and law enforcement agencies’ capa
cities to conduct investigations online) justify the means (or the possibility of 
weakened end-to-end encryption and chilling effect on freedom of expression)? 

Conclusions 

This chapter explored the intersection of data governance and disinformation 
regulation, in order to address some of the current approaches being deployed at 
the state level through statutory regulation. Through an analysis of two policy 
trends surrounding the chasers (microtargeting) and the trackers (traceability) as 
well as the regulatory efforts dedicated to them, its main finding is that the legiti
macy standards currently expected of data as an object are not equally reflected in 
its implementation as a form of polycentric governance. Data governance mea
sures, particularly in the form of statutory regulation, can ultimately amount to 
both restrictions and amplification of data collection. While data protection fra
meworks addressing the abuse and misuse of personal data for microtargeting 
mostly impose limits on data collection and treatment, traceability obligations 
expand these activities (that are still to be pursued by private companies) to enable 
law enforcement, increasing risks for users privacy and data protection rights. It is 
of utter importance for policymakers to consider how to better coordinate the 
current strategies and regulatory approaches while upholding rights and avoiding 
possible threats to speech. A polycentric approach to disinformation, data, and 
data governance can be particularly helpful in identifying not only the varied 
dimensions of each of these elements but also the diversity of actors, governance 
centers, and practices that weigh into the challenge of regulating disinformation. 

Note 

1	 See https://ico.org.uk/for-the-public/be-data-aware/social-media-privacy-settings/microta 
rgeting/. 

https://ico.org.uk/
https://ico.org.uk/
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PRIVACY GOVERNANCE FROM A 
POLYCENTRIC PERSPECTIVE 

Rotem Medzini and Dmitry Epstein 

Introduction 

There is growing interest in understanding mechanisms that govern the crea
tion, collection, processing, security, and transmission of identifiable data. A 
polycentric approach calls for a more institutionally oriented take on privacy 
governance. Governance, including privacy governance, occurs through multiple 
types of institutions and involves diverse actors. Most fundamentally, these 
institutions and actors challenge and transform the central role of the state in 
governing the internet and information flows. Supranational, intergovern
mental, and private institutions attempt to govern and influence data flows 
through the creation and enforcement of norms, standards, and practices 
(Raymond and DeNardis 2015; Hofmann 2017). Commercial actors engage in 
the governance of both internet infrastructure and information flows through 
their business and operating decisions (Flyverbom et al. 2019). Seemingly tech
nical bodies performing mundane tasks of standardizing and maintaining 
internet infrastructures are also recognized as spaces where governance occurs, 
typically outside of the purview of the state (van Eeten and Mueller 2013). 
Mapping junctions where constitutive decision-making occurs thus becomes an 
important task in understanding the dynamics of privacy governance. 

In this chapter, we focus on regulatory intermediaries as actors with unique 
capacities and expertise, who are pivotal to the interpretation, monitoring, and 
implementation of privacy and data policies in organizations (Abbott et al. 
2017). We argue that such intermediaries exemplify the polycentric nature of 
privacy governance. We illustrate that argument with two distinct cases of reg
ulatory intermediation context: institutionalization of the role of data protec
tion officer (DPO) in the EU and technology adoption for remote teaching in 
the early stages of the COVID-19 pandemic. The two cases are substantially 
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different. The DPO is a formally structured role that should be applicable across 
contexts of institutional activity, while educators responsible for technology adop
tion in the initial chaos of the pandemic often acted as informal, albeit influential, 
intermediaries. Yet, the cases are also similar in making the polycentric structures of 
privacy governance explicit, and in demonstrating how privacy governance is shaped 
through continuous interaction between formal structures and human agency. 

We start this chapter by reviewing relevant literature on regulatory govern
ance, information policy, and polycentrism. In doing so, we set the stage to 
discuss the institutionalization of privacy governance from a polycentric per
spective, while accounting for broader structural context. We then proceed to 
discuss two empirical cases of formal and informal privacy governance 
arrangements through policy intermediaries. Those cases demonstrate transsca
larity and transsectorality, diffusion of knowledge and authority, as well as the 
dynamic nature and fluidity of privacy governance arrangements. We conclude 
this chapter with a discussion of potential future research trajectories. 

From Regulation to Regulatory Governance 

The idea that the ordering of the digital realm spans beyond nation states or a 
narrow view of regulation is well established, particularly in the context of 
information policy (Braman 2009; van Eeten and Mueller 2013; Hofmann 2017). 
While traditionally the concept of regulation has been associated with the state 
via the premise of command and control regulation, scholarship has moved 
towards viewing it in terms of regulatory governance. The latter acknowledges 
plural forms of regulation in which government, industry, civil society, and the 
public share responsibility for achieving policy goals and promoting social, 
political, and economic ends (Levi-Faur 2011; Levi-Faur et al. 2021). We posi
tion our analysis of polycentric arrangements around digital privacy governance 
within this conceptual shift. 

The political science and legal literature is rich with descriptions and con
ceptualizations of the shift towards regulatory governance. Some of it focuses 
on the macro changes in the normative and institutional arrangements describ
ing them as the rise of the regulatory state (Majone 1994), decentring regulation 
(Black 2001), the post-regulatory state (Scott 2004), and regulatory capitalism 
(Levi-Faur 2005). Others explore the broadening repertoire of tools of public 
action (Salamon 2011), the proliferation of instruments for smart regulation 
(Gunningham et al. 1998), and emerging regulatory mechanisms such as audits 
(Power 1999) or regulatory intermediation (Abbott et al. 2017). This body of 
work acknowledges that non-state and transnational actors can have regulatory 
impact alongside national governments; that such impact can occur not just at 
the state, but also on supra-national as well as local or regional levels; and that 
the involved actors and institutions are interconnected, interdependent, and 
sometimes competing over legitimacy, authority, and power (Levi-Faur 2012; 
Scholte 2017). 
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Polycentrism and Regulatory Governance 

Within the move towards regulatory governance, polycentrism emerges as a 
framework that allows for systematic, critical analysis and evaluation of com
plex, interdependent, and decentralized regulatory systems as transscalar, 
transsectoral, diffused, and fluid arrangements of actors and institutions with 
overlapping mandates, ambiguous hierarchies, and lacking a final arbiter 
(Scholte 2017). Underpinning polycentric regulatory governance arrangements 
are notions of fragmentation of knowledge and power (Black 2001). First, no 
single actor has the knowledge necessary to solve what are now complex, 
dynamic, and sometimes wicked problems. Second, power is also distributed, so 
that no actor single-handedly controls all critical resources or has a dispropor
tional ability to dictate policy processes, even if it is located in a locus with 
relatively more power, compared to the rest of the network. The emergent 
assemblage of interdependencies breaks the dichotomy between the public and 
private. It acknowledges the interactive nature of relationships among actors 
and institutions, particularly those between state and non-state actors, and 
results in shifting normative propositions that recalibrate power structures 
underpinning governance institutions and processes (Black 2001) as well as 
mundane practices through which governance is enacted (Epstein et al. 2016). 

The notion of actors – both institutional and noninstitutional – is central to a 
polycentric analysis of governance. We explicitly adopt a broad perspective for 
the study of polycentric data governance, as we find the institutionalist 
approach to be overly narrow. While an institutional perspective can depict 
polycentrism as an immediately perceptible phenomena (Koinova et al. 2021, p. 
1991), this tangibility is achieved by focusing on authority relationships between 
actors as constructed through formal organizations, explicit regulations, and 
administrative frameworks. A noninstitutional perspective adds intangible 
practices, by accounting for informal norms, practices, and techniques. Com
bining the institutionalist and non-institutionalist perspectives allows for 
examining polycentric governance as a state of ordered chaos – having order 
without a central authority (Koinova et al. 2021, p. 1992). Untangling the 
responsibilities, functions, and capacities of actors, while acknowledging that 
they can perceive and understand regulation differently, is fundamental to 
mapping polycentric governance. 

The classic understanding of regulation focuses on two primary categories of 
actors – those who make and those who are targeted by rules. The first cate
gory consists of actors with the power, resources, and authority to set guidance 
and structures aimed at modifying the behavior of the latter category of actors, 
who are the subjects of the regulation (Levi-Faur 2011). This distinction 
between rule-makers and rule-takers has been used to describe both second-
party and first-party regulation. The former refers to an arrangement where 
rule-makers and rule-takers are socially, politically, economically, and admin
istratively separate from each other. The latter refers to configurations where 
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actors who set the rules and actors who are their subjects are the same actors, 
as in the case of self-regulation (Black 1996). 

Moving towards a regulatory governance perspective calls for expanding the 
classification matrix of actors involved. Some scholars describe regulatory 
regimes that explicitly empower rule-beneficiaries – groups of actors whose 
interests the rules and policies are meant to advance or protect – in their capa
city as citizens, consumers, or users. However, rule-beneficiaries may also be 
actors who stand to benefit indirectly from a particular rule, for example, an 
interest group that successfully captured a share of the benefits of regulation or 
even actors affiliated with the rule-makers themselves (Levi-Faur et al. 2021). 
Polycentrism acknowledges that among the group of citizens, that is, the gen
eral public, several sub-groups can capture the benefits of regulation. For 
example, consumers are a broad group of beneficiaries that profit from food 
safety regulation, even though they are typically not the direct rule-takers 
(Havinga and Verbruggen 2017). In some cases, beneficiaries might even be 
empowered in the regime, as is the case with data subjects invested with infor
mation and rights to access, rectify, erase, restrict, and transmit their data. 
Being empowered, however, does not mean these actors act upon their powers. 

Other researchers of regulatory governance focus on third-party regula
tion – an arrangement where an independent third party acts as a regulatory 
intermediary between various other actors (Abbott et al. 2017). While inter
mediaries can be both individuals and organizations acting either formally or 
informally, they are set apart by unique capacities, resources, expertise, and 
responsibilities that neither rule-makers nor rule-takers have. Auditors, for 
example, are viewed as regulatory intermediaries engaged in the evaluation 
and verification of conformity with a standard. Power (1999, pp. 43–46) noti
ces that many organizations publish reports on their financial performance, 
yet they require auditors to check the reports to add another level of assur
ance. A single regulatory regime, however, might simultaneously incorporate 
different groups of intermediaries with diverse responsibilities and capacities. 
Focusing on intermediaries in a regime, while controversial and contested, is 
one way to operationalize polycentrism as a mechanism explaining the 
dynamics of governance arrangements. 

The broad trend of understanding regulation as a multifaceted, iterative 
process that involves a plurality of actors and evokes a range of sources of 
power, is arguably more pronounced in the digital realm. As Braman (2009) 
suggests, in an increasingly digitized society, informational power becomes 
fundamental in manipulating the informational basis of all other forms of 
power, such as instrumental, structural, and symbolic power. In relation to 
privacy, protecting access to and controlling the flow of information about 
oneself (including derivatives of such information) becomes fundamental for 
empowering the public and enabling individual autonomy and agency. If gov
erning information and its flows involves “decision-making with constitutive 
effects” (Braman 2009, p. 3) that occurs across the domain of regulation and 
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technology design in both formal and informal settings, privacy governance is 
intimately interwoven in the governance of other aspects of the digital domain. 
Such aspects include governance of the physical and logical resources of the 
internet, security of and on the network, and platform governance with their 
diverse institutional arrangements, plurality of actors, and distributed resour
ces. In the following section, we unpack the polycentric dynamics of governing 
those aspects of the information realm, building towards a conceptualization of 
polycentric privacy governance. 

Polycentrism and Information Policy 

In the field of information policy, polycentric tendencies could be found across 
domains, even when they were not labeled as such. Liberalization and privati
zation of telecommunication markets in the 1980s both acknowledged that 
relevant regulatory expertise may lay outside of the purview of nation states 
(Cowhey 1990) and introduced strong private and transnational actors into 
formal policy processes (Zacher 2012). With the emergence of the internet, it 
became increasingly accepted that informal and non-institutionalized forms of 
regulation, particularly through technology design and maintenance, play 
important roles in the emerging governance ecosystem (e.g., Braman 2009; 
Epstein 2013; Epstein et al. 2016; Hofmann et al. 2017; Mueller 2010; van Eeten 
and Mueller 2013). 

When it comes to distributed technology such as the internet, expertise and 
resources span private and public actors and institutions across local, national, 
regional, and global levels of operation and analysis. The lack of a single point 
of control or a dominant rule-making authority over the internet, underpinned 
the early debates surrounding internet governance (Mueller 2010). The most 
broadly used (and criticized) formal definition of internet governance, adopted 
by the UN Working Group on Internet Governance (WGIG 2005), places the 
plurality of actors and their roles at the core by framing it as “the development 
and application by governments, the private sector and civil society, in their 
respective roles, of shared principles, norms, rules, decision-making procedures, 
and programmes that shape the evolution and use of the Internet” (WGIG 2005, 
p. 4; emphasis added). 

Insofar as the internet infrastructure and applications that operate on it under
pin data flows (Benkler 2006; Solum and Chung 2004), dynamics of internet gov
ernance arrangements are central to understanding privacy governance in the 
digital realm. One of the most persistent questions in internet governance is who 
gets to govern. Leveraging the WGIG’s definition, scholars engaged in nuanced 
discussions of multistakeholderism – or the multistakeholder approach – mapping 
actors, grouping them, and discussing sources of their authority, power, and 
legitimacy in an attempt to systematically describe and explain the emerging 
structures ordering the net (DeNardis 2015). Further, they asked questions about 
where governance happens and through which mechanisms lead to 



170 Rotem Medzini and Dmitry Epstein 

conceptualizations of internet governance in terms of ecosystem (Hofmann 2017), 
networked governance (Mueller 2010), and co-regulation (Marsden 2011). 

Scholte (2017) was one of the first to explicitly apply polycentrism to internet 
governance, describing it as transpiring through interplays between local, 
national, and international levels (transscalarity) and involving government, 
commercial, and civil society actors (transsectorality). Internet governance is 
also understood as spreading across multiple entities and institutions (diffusion) 
with unclear chains of command (ambiguous hierarchies) and ever-changing 
boundaries (fluid; see also Epstein 2013). These latter attributes also result in 
entities that can simultaneously claim competence over a given regulatory issue 
(overlapping mandates) with no agreed-upon designated site of ultimate deci
sion-making authority (no final arbiter). 

Polycentric tendencies can be observed across internet-related and internet-
dependent domains. In cybersecurity literature, for example, scholars have been 
observing a departure from state-centric views of security towards con
ceptualizing cybersecurity as “the aggregate of all attempts by organizations and 
individuals to institutionalize rules, standards and practices that manage and 
minimize the risks associated with engagement in cyberspace” (Mueller 2017, p. 
422). In a rather polycentric fashion, cybersecurity governance involves those 
stakeholders that are most familiar with both questions of internet governance 
and questions of security. Devising appropriate rules, and combining relevant 
policy and technological instruments, require knowledge and appreciation of 
both domains (Shackelford 2013; Weber and Studer 2016). 

Similarly, literature on platform governance argues that traditional and state-
centric approaches to the regulation of platforms fall short in addressing concerns 
about private censorship, abuse of informational power, and human rights 
harms. Major platform providers (e.g., Facebook, Amazon, Apple, Microsoft, 
and Google) are global corporations that navigate a plethora of local laws and 
regulations in order to operate (Gorwa 2019). They also lead standardization 
efforts for information transmission, storage, and security (Weyrauch and 
Winzen 2021). They self-regulate by involving a vast range of actors in each 
economy where they operate (Medzini 2021b). In other words, the understanding 
of both governance by and governance of the platforms can benefit from a poly
centric approach that acknowledges the complexities, interdependencies, and the 
lack of a single final arbiter. The question comes in two parts: to what extent are 
polycentric tendencies manifested in digital privacy governance, and what can we 
learn from identifying them? 

Privacy Governance 

Literature on privacy governance is vast and diverse. Legal analysis, for 
instance, focuses on the rights-based premise that individuals are capable of 
determining for themselves when, how, and to what extent information about 
them is communicated to others. Informational self-determination is the 
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backbone of European data protection and a vital part of the American infor
mation privacy legal framework (Bamberger and Mulligan 2015, p. 21). The 
regulatory approach, meanwhile, focuses on the role and political power of 
independent data protection supervisory authorities in Europe, known as DPAs 
(Newman 2008), which are juxtaposed with inherent limits of private self-reg
ulation (Medzini 2021a), or the relative political power and perceived regulatory 
strength of US American privacy regulators (e.g., the Federal Trade Commis
sion). An economic perspective zooms in on processes of privacy valuation and 
calculus involved in resolving the tension between ideal and attainable states of 
personal information sharing (Acquisti et al. 2016). It is tightly linked to beha
vioral approaches, which emphasize privacy literacy as a mechanism through 
which individuals gain agency and autonomy in datafied environments (Masur 
2020). While these threads of research do touch on institutional aspects of 
privacy regulation, there is a need for scholarship to map explicitly the loci of 
control in privacy governance arrangements. This is where a polycentric 
approach can be particularly insightful. 
Institutionally oriented privacy governance research has flagged polycentric ten

dencies in the past, even if not explicitly labeling them as such. Bennett and Raab 
(2003), for example, identified four groups of data protection policy instruments: 
transnational, legal, self-regulatory, and technological. Based on this analysis they 
explained that privacy governance is exercised through a variety of institutional 
forms where laws are not the dominant instruments and formal government reg
ulators are not necessarily the most pivotal actors. Thus, when they defined priv
acy governance as “a complex phenomenon that involves a plurality of actors and 
a range of methods of operation and coordination” (Bennett and Raab 2003, p. 
294), they implicitly acknowledged its polycentricity. 

In another example, Mayer-Schonberger (2010) criticized the effectiveness of 
Western emphasis on empowering individuals to enforce their information rights. 
He suggested learning from the European experience of relying on privacy profes
sionals for privacy governance arrangements, among other forms of information 
intermediation. According to Mayer-Schonberger, these information governance 
intermediaries are pivotal to ensuring information privacy in organizational and 
societal contexts, thus highlighting their polycentric tendencies. 

Yet in another example, Bamberger and Mulligan (2015) used a comparative 
approach to explore how corporations in five different countries operationalized 
privacy protections and why. They found that ambiguity in regulatory require
ments, activist regulators, and stakeholder scrutiny in the US and Germany 
resulted in empowering and resourcing privacy professionals. Managers, in 
turn, relied on privacy professionals’ knowledge about risks within the firm and 
how to manage them (Bamberger and Mulligan, 2015, pp. 222–223). Finally, 
others have called attention to the practices and, sometimes narrow, percep
tions of privacy of technologists and engineers who design information products 
and factor (or not) privacy into their work products (Waldman 2018; Ribak 
2019). 
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While appealing and versatile, the polycentric approach to privacy govern
ance has been criticized for neglecting the broader structural context within 
which authority and responsibility are both defined and assigned (Koinova et al. 
2021), and, perhaps by extension, inadequately reflecting the empirical reality. 
Julie Cohen (2012), for example, has found the new privacy governance para
digm that emerged in the U.S. to be ill-equipped to address privacy concerns 
raised by surveillance capitalism as “it is rooted in a regulatory ideology that 
systematically downplays the need to hold market actors accountable for harms 
to the public interest” (Cohen 2012, pp. 1927–1928). According to Cohen, such 
a paradigm places excessive emphasis on private regulation, notice, and choice, 
and involves politics that are resistant to critical scrutiny (Cohen, 2012, pp. 
1928–1931). Along similar lines, Bennett and Raab (2020) have recently hypo
thesized that currently, the governance of privacy seems to revert to two-party 
relationships between regulators and organizations, thus undermining privacy 
governance as inherently polycentric. 

Taken together, we observe polycentric tendencies in privacy governance lit
erature, which acknowledges the plurality of players, distributed power, as well 
as diverse norms and perceptions of what privacy actually is. At the same time, 
we also see criticism of the same polycentric tendencies as failing to compre
hensively address the concerns of surveillance capitalism and the need to hold 
market actors – and especially the big tech – to account. To engage with this 
tension between polycentric tendencies found in privacy governance, and their 
critique, we paraphrase van Eeten and Mueller (2013) by asking: where is the 
governance in privacy governance and why does it matter? To answer this 
question, we analyze two cases – one dealing with formal and another with 
informal polycentric privacy governance arrangements. 

Formal Arrangements – The Case of Data Protection Officers 

The case of ‘data protection officers,’ or the DPOs, is emblematic of the diffu
sion of regulatory authority in the European data protection regime. Acting as 
information governance intermediaries in organizations, the DPOs are empow
ered to interpret laws, manage risks, and strengthen the accountability and 
responsibilities of rule-takers towards data protection. The path to having such 
authority delegated from the EU and national rule-makers to an organizational-
level role passed through three major milestones: national privacy legislation in 
Germany in the 1970s, exemptions to the broad registration requirement that 
empowered national data protection authorities (DPAs) in the 1990s, and the 
recent adoption of three EU-level data protection reform, including the General 
Data Protection Regulation (GDPR). 

Attempts to institutionalize polycentrism in privacy governance in the EU go 
back to the German Federal Data Protection Act of 1977 (the Bundesda
tenschutzgesetz or BDSG). Responding to the growing use of governmental and 
corporate databases, BDSG stipulated the mandatory appointment of 
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independent compliance officers – the betriebliche Datenschutzbeauftragten (a 
DPO) – in organizations that processed private information and had a certain 
number of employees. Organizations that failed to appoint a capable officer, 
ensure their independence, and their ability to fulfill their duties, could face 
enforcement actions by the data protection supervisory authorities of the 
German federal states (the Länder). Germany was also the first country to 
establish an association for DPOs in 1977, followed by Austria in 1983, and 
then the UK in 1993. At the time, however, the UK and Austria had no 
requirement for (or even recognition of) the role of DPOs, similar to that of 
Germany (Medzini 2021a). 

DPOs evolved from a national solution to a European policy instrument as 
part of a political compromise. The broad goal of European rule-makers, and 
especially national DPAs, was to fight against possible data havens. The com
promise at the time, however, limited the ability to effectively delegate authority 
to DPOs. On one side of this political struggle was a French‐led coalition that 
sought to concentrate power with national DPAs. Members of this coalition 
had already empowered their national DPAs by establishing an extensive noti
fication scheme for most, if not all, automatic processing operations in organi
zations. On the other side was the German delegation that favored a more 
diffused regulatory approach. They suggested a notification exemption either by 
permitting organizations to appoint their own supervisory authority or by 
enabling national supervisory authorities to delegate responsibilities to DPOs 
(Medzini 2021a, p. 372). The Council Presidency reached a compromise 
between the two approaches by promoting an exemption where, instead of 
registering their databases, organizations appoint and register a data protection 
official with the DPA. As such, this compromise reflected an attempt to for
malize transscalar and transsectoral diffusion of authority. 

At the national level, however, rule-makers and regulators refrained from 
both delegating responsibilities to DPOs and providing them with formal 
authority. First, European policymakers limited the scope of responsibilities of 
the DPOs to the national level. They bound DPOs to the application of only 
national data protection legislation, and tasked them to maintain publicly 
accessible registries of processing operations as well as notify national DPAs in 
cases when individuals’ freedoms or rights were being jeopardized. Second, the 
Directive gave member states extensive discretion in adopting the DPOs’ 
exemption into their national legislation. National politics and regulatory cul
ture governed these arrangements (Bignami 2011). For instance, in Belgium and 
in the UK, the parliaments adopted a DPO provision into national legislation, 
but the governments did not issue the implementing decree or ordinance. 
Finally, when member states and national DPAs adopted provisions regarding 
DPOs, most of them continued with a centralized approach – they considered 
the DPOs as the DPAs’ eyes and ears within the organization or as a tool for 
sanctioning problematic organizations by excluding their officers from national 
registries. Such sanctioned organizations had no choice but to re-register their 
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processing operations with the DPAs. The limited scope of the DPOs’ respon
sibilities and the broad discretion assigned to member states had been the bane 
of the polycentric recognition of the DPOs as a mechanism of regulatory inter
mediation until the adoption of three European data protection regulations and 
directives. 

The adoption of three European regulations and directives, including the 
GDPR, altered the role of DPOs in governing privacy. This step was possible 
due to the adoption of the Lisbon Treaty, which allowed European policy-
makers to address the regulatory shortcomings harming the free movement of 
personal data in the EU. The most significant decision the European Commis
sion made at that time was to reform the data protection framework around a 
directly applicable regulation (Medzini 2021a). While the Commission con
sidered a regulation that comes into force and is legally binding without any 
need for national implementation legislation as the best policy alternative to 
achieve a high degree of harmonization, it also created a disruption in how 
member states rely on DPOs. Among the many provisions in the proposed 
regulation, the European Commission, with the later support of the European 
Parliament, offered to mandate the appointment of DPOs. This suggestion was 
part of a more significant proposition to simplify the notification system, 
increase managerial responsibilities, and implement additional self-regulatory 
mechanisms. The European Commission relied on its suggestion about the 
practices and experiences concerning DPOs already established by the member 
states, especially Germany, and by the European data protection supervisor, the 
DPA for European institutions. 

The proposal to appoint DPOs, however, met intra-European politics. The 
European Council offered the most vigorous opposition. Delegates of the 
member states at the Working Party on Information Exchange and Data Pro
tection (DAPIX) debated whether DPOs should become a mandatory require
ment or whether to take a granular approach that considers the characteristics 
of relevant organizations and sectors. The delegates further negotiated which 
entitlements the officers should receive. Most importantly, the delegates 
strongly disagreed with the Commission’s proposal to legislate a directly 
applicable regulation and to include in it about fifty provisions that empower 
the Commission to adopt either delegated or implementing acts, including in 
regard to DPOs. The deciding factor between the Commission and the Council 
was the European Parliament. While it sided with the Commission on the 
functionality of DPOs and the need to incorporate them into the regime, it 
sided with the Council against empowering the Commission with the compe
tence to issue delegated and implementing acts, including regarding DPOs. The 
three institutions reached a compromise in December 2015, but the legislation 
was delayed until April 2016. 

The adoption of the new legislation advanced polycentric tendencies of the 
European data protection regime. The new legislation limited the discretion of 
the member states by requiring a range of institutions, public authorities, and 
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private organizations to designate a DPO or contract one externally as a ser
vice. European and national policymakers can decide what additional categories 
of organizations must assign DPOs, but they cannot withdraw from the pre
defined cases set by European policymakers. European policymakers also 
entrusted the DPOs with monitoring compliance, guiding managers and 
employees on how to process private information, and indicating to managers 
when and which appropriate organizational and technical measures they need 
to implement. Organizations are permitted to assign additional tasks to the 
officers, as long as these tasks do not conflict with their primary role/core 
activities/core tasks. 

European policymakers also require that organizations appoint proficient and 
knowledgeable DPOs and protect them from being dismissed or penalized for 
performing their tasks. Nevertheless, DPOs are not formally required to hold 
any one type of academic degree or receive formal certification. Whereas 
national DPAs, like the French CNIL, develop schemes to accredit providers of 
professional training courses and recognizable certifications to prove the offi
cers’ skills and knowledge, these national authorities cannot require certifica
tion as a prerequisite for practice. In conclusion, while the European data 
protection regime is still organized around roles and responsibilities held by 
supranational and national rule-makers and regulators, their decision to dele
gate authority to DPOs created a diffused and polycentric regime. As such, in 
contrast to an ideal model of polycentric governance (Scholte 2017), the current 
arrangement maintains a degree of hierarchy as DPAs act as arbiters for DPOs’ 
decisions on data protection in non-standard cases, with the court system acting 
as a final arbiter on both in times of crises. In this regime, DPOs interpret rules 
and manage risks as a mundane practice; in doing so, they rely on actors who 
are neither rule-makers nor regulators to share knowledge, gain credibility and 
proficiency, and in some cases, promote professional interests. 

Informal Arrangements – The Case of Remote Learning Technology 
Adoption During COVID-19 

In the spring of 2020, over 1.2 billion pupils and over 200 million college and 
university students worldwide found their institutions abruptly seizing in-
person classes due to the COVID-19 pandemic (Li and Lalani 2020; Salmi 2020). 
In the more resourceful places, the solution was moving to distance learning, 
joining a broader shift towards remote, computer-mediated social, cultural, 
political, and economic activities (Vargo et al. 2021). Such a move required the 
rapid adoption of information technologies, which inevitably involved digital 
privacy considerations, thus exposing the underlying informal governance 
arrangements. 

Since the beginning of the pandemic, scholars have paid substantive attention 
to the pedagogical aspect of this rapid move to distance learning (e.g., Babbar 
and Gupta 2021; Khanal et al. 2021). Less attention has been paid to privacy 
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implications or to privacy considerations given to decisions about the adoption 
and implementation of technological solutions for remote learning (e.g., Koml
jenovic 2021; Macgilchrist et al. 2021). Only a handful of projects tackled those 
questions explicitly (e.g., Bergdahl and Nouri 2021; Chang 2021; Cohney et al. 
2021; Epstein et al. 2021; John et al. 2022). Yet, moments of crisis like this 
expose the implicit governance structures insofar as they refer to decision-
making with constitutive effect (Braman 2009, p. 3; see Fortun et al. 2017 for a 
discussion of studying moments of crisis). The emerging picture is that of a 
mostly informal polycentric arrangement, where knowledge, expertise, agency, 
resources, and authority are distributed across and within institutions. 

While empirical evidence is still emergent and focused mostly on Western, 
educated, industrialized, rich, and democratic (WEIRD) countries, a number of 
case studies have documented how schools, universities, and educators renego
tiated privacy boundaries when quickly adopting digital tools for remote 
learning. Institutional privacy concerns associated with this rapid shift pri
marily involved the loss of control over student data when adopting commercial 
platforms, which leverage personal information for profit. Those concerns 
highlighted the shift of power within privacy governance arrangements away 
from the state towards commercial platform providers (Cohney et al. 2021; 
Komljenovic 2021). Social and pedagogical concerns centered on privacy 
boundary turbulence caused by the collapse of professional and personal set
tings when learning and teaching from home. Those concerns foregrounded the 
role of street-level bureaucratic practices and epistemic communities in shaping 
privacy governance arrangements on the ground (Cohney et al. 2021). 

The initial wave of lockdowns in the spring of 2020 created a sense of chaos 
for educators in both schools and higher education (Macgilchrist et al. 2021; 
John et al. 2022). On the one hand, it pushed the actors to fall back on existing, 
default structures that were often reflective of privacy cultures dominant in 
their states and institutions. Here, one could observe the path dependency set 
by hierarchical decision-making about which technologies to adopt and how to 
use them in educational settings (Cohney et al. 2021; Komljenovic 2021). In 
Israel, for example, teachers and pupils (and their parents) in schools had been 
extensively using WhatsApp for day-to-day communication prior to the pan
demic, paying little attention to privacy, but making it readily available as a 
major communication channel in the early stages of the pandemic (John et al. 
2022). In Germany, on the other hand, while the overall sensitivity to privacy 
was higher, educators had no readily available means to reach pupils, and 
sometimes even no contact details other than a postal address. Adopting 
WhatsApp, even under the circumstances, was perceived as an act of rebellion, 
thus exposing privacy confounds of considerations about that confounded 
technology adoption (John et al. 2022). 

Similarly, when institutions made decisions about the adoption of remote 
learning platforms, those decisions reflected both the top-down prescriptive 
nature of national privacy culture and the institutional autonomy to consider or 
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disregard vertical privacy concerns. For example, while some relied on cen
tralized, closed, commercial products such as Blackboard, Canvas (Cohney et al. 
2021) or Google Classroom (Bergdahl and Nouri 2021; John et al. 2022), either 
ignoring or accepting potential privacy risks (Rubel and Jones 2016), others opted 
out for more localized, self-hosted, and open-source solutions such as Moodle 
(Epstein et al. 2021; John et al. 2022). As the pandemic progressed, centrally 
supplied solutions, such as institutionally funded Zoom, Webex or Teams 
accounts, or BigBlueButton servers, further demarcated the realm of solutions 
available by default to teachers and lecturers. At the same time, at least in the US, 
data protection principles have often been regulated through institutional level 
Data Protection Addenda in lieu of central regulation (Cohney et al. 2021). 
Contrary to the case of the DPO regime described above, which was developed to 
govern the mundane, here, privacy governance structures emerged from a crisis 
and under the dual pressures of time and span. 

The same initial sense of chaos also created room for exercising both orga
nizational and individual agency, as it interacted with broader, structural 
arrangements. When it comes to the development of norms and practices 
around technology adoption and privacy management, the exercise of individual 
agency, as the basis of developing said norms and practices, highlighted the role 
of professional networks and epistemic communities, as well as that of educa
tors as policy entrepreneurs and street-level bureaucrats (Taylor 2007). First, in 
relation to knowledge and expertise, educators reported learning about new 
tools and the ways to adopt them through their personal and professional net
works, often at the expense of information coming from formal sources 
(Epstein et al. 2021; John et al. 2022). Particularly interesting in this regard is 
the emergence of hyperlocal, authentic expertise, such as colleagues teaching 
their peers about using technology for remote learning, with each such decision 
evoking (or not) privacy concerns (Bergdahl and Nouri 2021; John et al. 2022). 

Second, there is a sense of enhanced agency among educators when it comes to 
privacy practice within their classrooms. On the one hand, teachers and lecturers 
require their students to use additional digital tools for pedagogical reasons, but 
in ways that may expose them to data collection by third parties (Bergdahl and 
Nouri 2021; Cohney et al. 2021; Epstein et al. 2021). On the other hand, they may 
either enforce or circumvent established centralized policy. This was evident, for 
example, in the case of camera usage in Israeli schools, where teachers were both 
confused about formal policy for the use of a camera during classes and estab
lished policy based on their interpretation of their class’s needs (John et al. 2022). 
Another example is the eventual dominance of Zoom as the primary video
conferencing tool for remote learning in places like Estonia, where the point of 
departure was more towards GDPR-friendly solutions such as BigBlueButton 
(Bergdahl and Nouri 2021; Epstein et al. 2021). 

Taken together, this emerging body of evidence draws a picture of dis
tributed knowledge, expertise, agency, resources, and authority, as well as a 
multiplicity of interrelated public and private actors involved in renegotiating 
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privacy boundaries during the COVID-19 crisis. While institutional decisions 
both reflect and reify broader structures of legitimation and power with regards 
to privacy, the individual agency of educators and hyperlocal expertise result in 
decisions with constitutive effects on remote learning environments. Especially 
in times of turbulence, such decisions establish path dependency for future 
decision-making concerning ed-tech adoption and privacy. As such, the poly
centric view of privacy governance, in this case, allows unpacking informal 
institutionalization processes expressed through interaction between individual 
agency, social structures, and socio-technical systems within which street-level 
bureaucrats operate. 

Conclusions and Future Research 

In this chapter we asked to identify polycentric tendencies in digital privacy 
governance. Such tendencies have been observed in other areas of policymaking, 
as the research of governance has progressively moved from a top-down, state-
centric view of regulation, towards a broader view of governance as an ensem
ble of decentralized, distributed, and dynamic systems. Particularly, in internet 
governance, as Aguerre, Campbell-Verduyn, and Scholte suggest in Chapter 1 of 
this volume, the polycentric perspective has been found useful for systematic 
analysis of constitutive structures lacking a single point of control or a domi
nant rule-making authority, including in areas such as cybersecurity and plat
form governance. It is important that privacy researchers, also, pay greater 
attention to the question of locating governance in privacy governance. 

The two cases presented above – institutionalization of the formal role of the 
DPOs in the EU and the emergence of informal rules and practices around the 
adoption of technologies for remote learning in the early stages of COVID-19 – 
were selected as distinct examples of polycentric tendencies in privacy govern
ance. Both cases involve actors that are pivotal to the regulatory process with
out being rule-makers or rule-takers in the classic, state-centric sense. What 
makes those cases intriguing is that despite their apparent topical differences, 
both exhibit similar elements identified by Scholte (2017) as markers of 
polycentrism. 

First, the two cases demonstrate the transscalarity and transsectorality of 
privacy governance arrangements. Both DPOs and educators exercise a degree 
of agency when making decisions about the flow of personal information. Yet 
they make these decisions while acting outside of the formal institutions of 
government but within the shadow of hierarchical decisions by state regulators 
or technology designers. The DPOs have a formally delegated authority to 
interpret the law and establish organization-level practices. Educators, who 
have a limited ability to make choices between commercial shelf products, erect 
informal governance structures through norms-in-practice when it comes to 
surveilling and datafying their students’ experience or regulating the use of 
video in remote teaching. In both cases, decisions made at the organizational 
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level require interpretive flexibility that may exploit gaps or challenge existing 
rules, thus creating tensions between organizational-level practice and a top-
down order. While our analysis focuses just on two main groups of actors, a 
broader look at the privacy complex would include additional players, particu
larly engineers designing privacy into their products (Waldman 2018; Ribak 
2019) or certification and monitoring bodies as another source of constitutive 
decision-making (Medzini 2021c). Further research can help identify how, and 
possibly also why, additional actors expand the transscalarity and transsector
ality of privacy governance. 

Second, the two cases illustrate the diffusion of knowledge and authority 
within emerging privacy governance arrangements. The DPOs and educators in 
our examples, rely on epistemic communities and professional networks for 
expertise and for the legitimacy of their actions. DPOs heavily rely on their pro
fessional networking as they must demonstrate that they were designated based 
on professional qualities and knowledge. Professional associations, for-profit and  
nonprofit organizations, and even academic institutions that provide certifications 
offer a space for professional networking and enable knowledge exchange. Some 
professional associations even act as interest groups that defend and promote 
favorable policies on the national and European levels. Educators, meanwhile, 
rely on peers in lieu of formal, top-down advice about technology adoption, or 
respond to pressure from other stakeholders, such as parents, when making 
decisions about adopting technology at the expense of, or in the name of, privacy 
protection. This dynamic was further pronounced in the adoption of practices of 
technology use, such as requirements about the (non)use of webcams. One way 
to think about this observation is a new type of network effect: one that leverages 
the epistemic networks to augment literacy deficits, information overload, and 
lack of clearer authority or arbiter. Future research should study the isomorphic 
tendencies of the epistemic communities and professional networks, as well as 
how and to what effect they become political actors and interest groups. 
Finally, the two cases emphasize the dynamic nature and the fluidity of priv

acy governance arrangements. The evolution of formalization of the role of the 
DPOs in the EU, is in itself an example of a dynamic process. The legislation 
adopted at the state or the union level at different points in time reflected 
bottom-up technological developments and how the emergent practices utilized 
them. The case of education technology adoption during the pandemic con
densed similar dynamics in a much shorter period of time. One of the more 
vivid examples of the change introduced through this shock is the acceptance in 
Israeli higher education institutions of recording lectures, a practice that 
departed from previously established norms of respecting the privacy of the 
classroom, thus establishing a new norm and an expectation of having record
ings available also after the emergency has passed. This observation emphasizes 
the need for more longitudinal research, as well as the utility of studying crises, 
and disasters where privacy governance structures get revealed more vividly. 
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The analysis presented in this chapter is the proverbial ‘tip of the iceberg’ of 
polycentric privacy governance arrangements. The two cases we used to demon
strate polycentric tendencies are a proof of concept, which can and should be 
leveraged in future work. The dynamic nature of the phenomenon, and repeated 
exogenous shocks, such as major data breaches or a pandemic, continue to alter 
the structures of legitimation and domination in privacy governance. Moreover, 
regulatory thought itself continues to evolve, responding to both technological and 
economic changes in increasingly datafied societies. For instance, there is a grow
ing interest in the role of algorithms in communication, including algorithmic 
regulation, and governance of and by algorithms (Latzer and Just 2020). 

Further, the growing importance of (often informal) networks and the 
aforementioned dynamic nature of the field calls for expanding the metho
dological repertoires of privacy policy researchers beyond the emerging and 
existing methods of studying internet governance (DeNardis et al., 2020). In 
addition to tracing regulatory processes and analyzing policy outcomes, 
understanding the polycentrism in privacy governance requires mapping the 
dynamic networks that produce the norms, language, and practice which 
affect digital privacy. Finally, as we can see, e ven b ased on analysis of just  
two cases, comparative analysis holds the potential of revealing meta struc
tures that underpin decision-making processes with constitutive effects for 
privacy. Future research should engage in a more systematic comparative 
analysis of polycentrism across cultural, social, political, economic, and 
technological structures. 
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GLOBAL DATA GOVERNANCE BY 
INTERNET INTERCONNECTION 

Nathalia Sautchuk Patrício 

Introduction 

Global data governance needs Internet interconnection. Internet interconnection 
policies, as well as technical protocols and standards, are an integral but still 
poorly understood part of data governance debates. These matters are central 
to interoperability, as Chapter 3 by Aguerre in this volume has illustrated. The 
present chapter contributes to what Sacks and Sherman characterize as a need 
for “deeper study and mapping of the standards landscape across categories 
such as internet architecture, company activities, people, and governments … as 
a basis for any international framework for data governance” (Sacks and Sher
man 2019). I argue that polycentric lenses offer a way to foreground the typi
cally obscure “Internet interconnection layer” and its data governance tensions. 
Emphasizing interconnection to deal with the mechanisms that allow the 
transmission of data between different networks on the Internet is a recognition 
of polycentric arrangements governing data globally. Ultimately, the data used 
by platforms from their users rely on the Internet for both data production and 
circulation. 

Digital data travel through multiple protocols and pass through different 
networks (also referred to as Autonomous Systems, or ASes) as well as various 
physical media such as fiber optic cable and satellite radio spectrum. The defi
nition of what is allowed (or not) to be sent is based on interconnection policies 
set and maintained among networks that shape the possibilities of using and 
retaining data across platforms. In addition, data specifically related to sender 
and receiver communication can be retained and updated at the interconnection 
level. This means that, when content is sent on the Internet, it is “inserted” in a 
standardized data packet, containing data related to sender and receiver. These 
data are read during routing processes and updated by the routers from the 
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interconnection points. Global data governance is thus polycentric: through 
interconnections between seemingly autonomous but highly interconnected sys
tems that enable data to ‘travel’. The interconnection of these networks on the 
Internet represents an important but understudied form of global polycentric 
data governance. 

The chapter proceeds in three sections. The first section unpacks data gov
ernance by Internet interconnection. The second section then elaborates on how 
polycentric governance helps to understand “global data governance by Internet 
interconnection”. Specifically, it traces the role (and interconnections) between 
routing policies, Internet Exchange Points (IXPs), and Content Delivery Net
works (CDNs). Finally, the third section presents some considerations on chal
lenges and future research regarding global polycentric data governance. 

Data governance by internet interconnection 

What are data in the digital age? This definitional question remains at the heart 
of existing global digital data governance debates. The term data governance 
first focused on the corporate environment making use of data. One structured 
literature review synthesized a definition of data governance as follows: 

Data governance specifies a cross-functional framework for managing data 
as a strategic enterprise asset. In doing so, data governance specifies deci
sion rights and accountabilities for an organization’s decision-making 
about its data. Furthermore, data governance formalizes data policies, 
standards, and procedures and monitors compliance. 

(Abraham, vom Brocke and Schneider 2019) 

More recently, however, data governance debates are identifying the role of 
different actors and the broader social implications about data. Particularly the 
role of governments has contributed to international dimensions of data gov
ernance, including the issue of data flow between different jurisdictions (see 
Chapter 3, Aguerre in this volume). Government involvement is also important 
to Internet interconnectivity. Sacks and Sherman (2019) recognize this point in 
conceiving data governance as rules for how governments interact among 
themselves as well as with the private sector in order to manage data, under
stand the access and use patterns, and what should be included in the design 
and enforcement of standards, policies, and laws. 

Others, however, insist that the Internet’s network architecture is data gov
ernance. A change in the design of the networks, encompassing Internet-based 
services, as well as the global Internet itself, exemplifies how the politics of the 
Internet are affected, such as “the balance of rights between users and provi
ders, the capacity of online communities to engage in open and direct interac
tion, the fair competition between actors of the Internet market” (Musiani 
2013). As Musiani (2013) goes on to suggest, 
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technical architecture appears as one of the strongest, if not the strongest 
structuring element of internet governance: what is shaped into architecture 
and infrastructure can seldom be undone by institutional negotiation and 
dialogue alone, and institutions find it increasingly complicated to keep up 
with “creative” governance by architecture and by infrastructure. 

Musiani and collaborators (DeNardis and Musiani 2016) point to an aspect of 
Internet governance that is more broadly relevant to global digital data gov
ernance: the ways in which the interconnection of the network of networks 
operate, both through specific policies and technical implementation. The for
mulation and implementation of such policies is the key way of doing Internet 
governance, and not just an indirect influence. Internet governance is not just 
influenced by aspects of the network architecture, the very design of this archi
tecture is a form of Internet governance. Arguably, it is Internet governance, 
something that is also central to data governance. 

Building on these insights points to how the Internet layer becomes a crucial 
‘site’ for data governance and polycentricity allows us to see and connect these 
sites of power. Data governance is not only influenced by aspects of Internet 
architecture, such as network interconnections, but also fundamentally 
involves the design of this architecture and implementation of network inter
connection policies. Hence a key under-recognized aspect of digital data is 
governance by Internet interconnection. The likes of the 70,000 ASes that 
constitute the Internet today thus form an important basis not only for the 
understanding of the interconnections of the network of networks, but also 
data governance more generally. 

The technical architecture of the Internet thereby forms a central structuring 
element of data governance. Moreover, the Internet’s polycentric interconnec
tion architecture both affects and is affected by data production and flows. 
What is implemented in the architectural layers of the Internet often ends up 
going unnoticed, as key interconnection agreements are mostly informal and 
even handshake agreements (Van Eeten and Mueller 2013). This informality 
contributes to obscurity that in turn renders change by formal institutional and 
governmental negotiations less, but not entirely, infrequent. 

There are two main types of network interconnection at stake in data gov
ernance: peering and transit. A peering arrangement involves two Internet pro
viders that exchange their own traffic data with each other. That is, peering 
involves the exchange of traffic between two or more networks. Generally, a 
network has some peering policies with conditions that other networks have to 
meet in order to be considered as ‘peers’, and to exchange traffic without pay
ment between the parties. One of the factors to be considered when establishing 
a peering agreement is that both networks send each other approximately the 
same volume of data traffic. Those policies can be open, when a network is 
interested in peering with any other network; or restrictive, when a network is 
generally not interested in new peering; or selective, when the network chooses 



its peering partners on a case-by-case basis (Meier-Hahn 2016; Kende et al. 2021).
In a peering arrangement, a network does not allow a practice known as ‘transit’,
which means that the peer cannot use the network as a “bridge” to achieve con-
tent in a third network. To obtain access to the entire Internet, a network needs
to have many peering agreements with various networks. An alternative for many
peering agreements is to make a transit arrangement. This is normally a business
relationship between networks, where a fee is provided. In general, a smaller
network buys traffic from a larger one, which delivers this traffic to and from its
peers and any other transit arrangement it may have (Kende et al. 2021). Figures
11.1, 11.2, and 11.3 show three scenarios of network interconnection: pointing,
peering, and transit agreements among networks.

Analyzing Network A, we see that it has access to data from Network B
directly via peering agreement and can reach data from Network D through
Network C via transit agreement. When looking at Network E, we see that
it has access to networks B and D, via a peering agreement. However,
Network E cannot access data from Network C and A, since it has no
transit agreement that allows this interconnection.

Peering

Network BNetwork A

FIGURE 11.1 Peering agreement between Network A and B. Network A can reach
data from Network B directly, and vice versa.

Network C

Transit Transit

Network BNetwork A

FIGURE 11.2 One transit agreement between Network A and C, and another between
B and C. Network A can reach data from Network B through Network
C, and vice versa.
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Although the price of transit has dropped in recent years, it is still more 
financially and strategically advantageous to connect via peering. Internet 
Exchange Points (IXPs) were created to facilitate traffic exchange between 
multiple networks, rather than on a bilateral basis, as well as to make the 
exchange more efficient. IXPs have been growing in many regions of the world 
and have become one of the centres of power at the interconnection level that 
can be clearly identified with a polycentric lens. According to the Internet 
Exchange Federation (IX-F), an IXP is a network facility that enables the 
interconnection of more than two independent Autonomous Systems, primarily 
for the purpose of facilitating the exchange of Internet traffic. At this point, it is 
important to make a distinction between Internet Exchanges (also known as 
peering) from bilateral network interconnection, in which one network con
nects directly to another. In an IXP there are numerous participants inter
connected (at least three) and the data traffic passing between any pair of 
participating Autonomous Systems is not required to pass through any third 
Autonomous System, nor does the IXP alter or otherwise interfere with such 
traffic (Internet Exchange Federation n.d.). Figure 11.4 displays an example of 
network interconnection through an IXP. According to Figure 11.4, networks 
A, B, C, and D can access data from each other directly via IXP. However, only 
Network B can access data from Network E, since E is not connected to the 
IXP and only has a peering agreement with Network B. 

Another key aspect of interconnection has to do with sharing routing tables. 
Interconnection means not only having physical infrastructures connected 
through cables or other physical media, but “logical connection” between net
works. This means that network actors need to be aware of the routes that can 
be used to reach other networks. It is in this context that the Border Gateway 
Protocol (BGP) has an important role. In the RFC 1771, Rekhter and Li (1995) 
say that the primary function of the BGP is the exchange of network reachability 
information with other BGP systems. The shared information contains the list of 
ASes (the numbers for the networks) that reachability information traverses. 
Basically, it could be seen as a map of the connections among ASes, since each AS 
is not connected to all others and depends on the collaboration of other ASes to 
send and receive information to those that do not have a direct connection. It 
means that a connection exists between two ASes when there is a physical con
nection and/or a BGP connection among them (Rekhter and Gross 1995). 

Having laid out the basics of interconnectivity it is now essential to note the 
paradigm shift in Internet interconnection. The open and public Internet as an 
open platform in which resources are publicly shared and permissionless inno
vation is fostered has gradually been supplanted by proprietary (or closed) and 
private networks dominated by large private cloud ecosystems, operated by a 
few big tech companies and an array of providers offering non-public con
nectivity services (Stocker et al. 2021). There remains a more public Internet, 
which uses interconnection mechanisms such as peering and transit, also relying 
on the use of IXPs, and is connected to the more private Internet, in which the 
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data distribution occurs within closed or internal networks with the massive use 
of Content Delivery Networks (CDNs). This paradigm shift is of vital impor
tance for polycentric approaches in data governance as it entails a growing 
concentration of power centres. 

CDNs have emerged to deploy and distribute data once static content is 
developed, such as videos (Kende et al. 2021). Cloudflare, one of the better-
known companies to offer CDN, provides a service defined as “a geographically 
distributed group of servers which work together to provide fast delivery of 
Internet content” all allowing for a quick transfer of assets needed for loading 
Internet content including pages, images, and videos (Cloudflare n.d.). CDNs 
are used as a means to improve website load times, reduce bandwidth costs to 
content and application providers, increase content availability and redundancy, 
as well as to improve website security. Commonly, there are two main types of 
CDN: they can be independent players who distribute content (data) of other 
companies, and the largest content providers who develop CDNs to deliver 
their own content (Kende et al. 2021). 

With content being closer to end users, there is a reduction in the distance 
data needs to travel physically between endpoints, which is manifested in fewer 
network borders (hops) that need to be crossed on the public Internet. There is 
also a growing phenomenon that are zero-hop and one-hop networks. In zero-
hop scenarios, servers are deployed within networks where they terminate 
traffic to end users. For example, the CDN servers in this scenario are on the 
Internet Service Providers’ own networks, allowing users to have direct access 
to the content. In one-hop scenarios, two networks are directly interconnected 
and exchange traffic. In this scenario, CDN companies are located close to the 
main Internet Service Providers (ISPs) and have direct interconnection with 
them, either through peering agreements or by being connected to IXPs (Stocker 
et al. 2021). Figure 11.5 illustrates the use of CDN in network interconnection. 
As we can see in Figure 11.5, Network A is a zero-hop network, having a CDN 
inside its own network, while Networks B, C, and D are one-hop networks. 

Analyzing the aspects of Internet interconnection, through peering, transit, 
IXPs, and CDNs, it becomes possible to identify the ways that data governance 
takes place through the coordination of different centres of power that affect 
interconnection arrangements. Three cases where data governance is exercised 
by Internet interconnection will be explored in depth below. 

The first case is of the initial IXP in Mexico. This illustrates the various 
challenges to the operation and the motivation for large ISPs around the world 
to connect to an IXP (Rosa 2021). Large ISPs generally sell data transit to 
smaller providers and, for them, participation in an IXP is meaningless, as they 
will lose an income stream by peering for free to these same networks. To force 
the connection of large ISPs to the IXP, Mexico enacted legislation. As a result, 
Mexico’s largest ISP, Telmex, physically connected to the IXP in 2019. Yet, 
until now, Telmex has not activated the logical part of the connection, the BGP 
session for exchanging information about routes. The company justifies this 
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lack of information exchange at the IXP for not having the route tables, since 
formally it is another company from the same economic group that has these 
tables, but does not have a license to operate in the telecommunications market. 
The logic is that IXP affects the population in that area, and the fewer the 
operators in the exchange, the smaller the network effects that this exchange 
can enable. Thus, participation in an IXP can be considered a form of poly
centric data governance by Internet interconnection, as it influences the flow of 
data in the network. 

A second case illustrating data governance by Internet interconnection is the 
use of CDNs. As discussed earlier, there are CDNs that are placed internally on 
the ISPs’ networks as well as other CDNs that have their own networks and 
connect to the larger ISPs usually through a peering agreement. It remains dif
ficult for small ISPs to participate in this type of arrangement, as large CDNs 
are not interested in hosting their servers on these networks or in making a 
peering agreement with them. Another difficulty for ISPs operating in regions 
where CDNs have no commercial interest in establishing their servers is that 
small providers end up depending on transit offered commercially by large ISPs 
to access the CDNs’ content that is hosted on their networks or with which 
they have peering. In some cases, CDNs are able to connect to the largest IXPs 
in the country or region in which the most important ISPs may be connected. 
This tends to increase the operational cost of these small operators in addition 
to the tendency to increase the number of hops needed to reach the content, 
which increases the load time of content and becomes a competitive dis
advantage. One solution to this scenario is shown by the NIC.br OpenCDN 
initiative. Through this project, CDNs have incentives to make their content 
available in different IXPs in Brazil. The initiative offers space in a data centre 
for hosting their servers, Internet traffic, and connection to the biggest Brazilian 
IXP in São Paulo to feed the caches, as well as connection to the IXP from 
several locations so that they can distribute their content locally. Local ISPs are 
offered the possibility to obtain the content of the largest CDNs on the local 
IXPs, through the provision of connectivity to the participating CDNs 
(OpenCDN.br n.d.). 

A third example of data governance by Internet interconnection is linked 
with routing security. As explained earlier, BGP is responsible for sharing 
information related to routes, a mechanism known as ‘routing announcement’. 
Routing announcements are statements passed from one network operator’s 
routers to other operators’ routers using BGP and contain the Autonomous 
System Number (ASN), a number that uniquely identifies the network, and the 
IP addresses associated with that network. BGP is susceptible to errors and 
security attacks because these announcements are highly distributed and decen
tralized. These problems can be caused by the intentional publication of false 
information about origin IP addresses or by configuration errors in routers. 
They happen partly because the BGP protocol does not intrinsically validate 
route information. With this, over time, different solutions were thought of to 



mitigate these problems, but without losing the flexibility and autonomy of a dis-
tributed data governance model. One of the oldest and most widely used solutions
is Internet Routing Registries (IRRs), a set of databases in which network opera-
tors voluntarily share their routing policy information – including operator con-
tact, ASN, and route – in a semi-standardized format based on the Routing Policy
Specification Language (RPSL). The information published in IRRs can be used by
operators to validate some route announcements and to discard others that are
invalid. But there are several problems with IRRs (Kuerbis and Mueller 2017), such
as the issue of encouraging the maintenance of updated information, the difficulty
of verifying the authenticity and accuracy of the routing data, and the possibility of
a unilateral change in the data by an operator may have undesirable and unex-
pected operational consequences for other networks. Kuerbis and Mueller also
compare IRRs to other methods of governing routing data in a way that enhances
Internet security, such as BGPSEC, the Resource Public Key Infrastructure (RPKI),
and the Mutually Agreed Norms for Routing Security (MANRS). In general, the
way networks engage in sharing and updating route information in IRRs or even
using these other current methods is a form of data governance by interconnection.

As these three cases highlight, data governance by Internet interconnection
takes place in polycentric ways. From the choice to connect and how this
interconnection takes place (peering, transit, IXP), through to the use of CDNs
and arriving at issues such as the quality and reliability of the information
shared by the networks in this interconnection, there are multiple actors and
centres of decision-making. The next section will elaborate on the polycentric
modes of governance by interconnection. Table 11.1 gives a summary of data
governance strategies and practices.

Polycentric Data Governance by Internet Interconnection

Polycentricity is useful for explaining and understanding data governance by
Internet interconnection. As detailed in Chapter 3 of this volume, global
polycentric governance is not tied up with any one geographical area but
occurs in interactions of agencies at regional, national, and local levels defined as
trans-scalarity. There are combinations of governmental, commercial, and civil
society actors, sometimes acting together in a ‘multi-stakeholder’ institution,
which is especially true in the case of Internet governance where the feature of

TABLE 11.1 Summary of data governance strategies and practices

Strategies to Interconnect Interconnection Practices

Peering

Transit BGP/BGPSEC,
IRR, RPKI,IXP MANRS

CDN

Global Data Governance by Internet Interconnection 197



198 Nathalia Sautchuk Patrício 

trans-sectorality is present. Data governance by interconnection is highly 
changeable over time with “continual arrivals of new regulatory bodies, as well 
as frequent adjustments to the structures and mandates of existing institutions” 
(Scholte 2017). Polycentric governance involves multiple agencies claiming com
petence over a given regulatory situation, which illustrates the overlapping man
dates and jurisdictions. The precedence among regulatory bodies is also often not 
very clear, leading to contestable lines of command between those institutions 
and ad hoc arrangements to reconcile ambiguous hierarchies. Not only that: 
polycentric governance lacks an ultimate decision point, which further illustrates 
data governance by interconnection as Table 11.2 summarizes. 

Despite the apparent disorder in polycentricity, Koinova et al. (2021) argue 
that norms, micro-patterns of practice, and macro-frameworks of social struc
ture generate governance effects which make polycentricity work. Scholte (2021) 
reflects that polycentric governance contains three different layers of structure 
to ordering dynamics in this context: norms, practices, and underlying orders. 
Each layer of structure will now be explored in turn. 

Polycentric Data Norms 

Koinova et al. (2021) argue that “norms are general articulated principles that 
inform the process of governing”. Some examples of norms are democracy, eco
nomic growth, gender equality, human rights, peace, rule of law, sovereignty, 
sustainable development, transparency, and accountability (Koinova et al. 2021). 

TABLE 11.2 Polycentric attributes and Internet interconnection 

General Attributes of Specific Attributes in Data governance by Internet 
Polycentric Governance Interconnection 

Trans-scalarity	 Not confined to any one geographical area; interactions of 
agencies at global, regional, country, and local levels. 

Trans-sectorality	 Different stakeholders across spheres of activity, such as 
companies (ISPs, telecommunication companies, CDNs), 
government, technical community, and civil society. 

Diffusion	 No central decision-making point in a diffusion in different 
bodies for sharing and maintaining route information in IRRs 
as well as in the peering and transit policies among networks. 

Fluidity	 International, regional, and national bodies that have been 
stable for several years without major adjustments or the 
creation of new bodies. 

Overlapping mandates	 Numerous private entities, such as IXPs and CDNs, and 
others are not formally constituted, having only a community 
character. 

Ambiguous hierarchies	 No clear precedence among the various actors. 

Absence of a final arbiter	 While in some countries there is regulation that ends up 
imposing a national final arbitrator, such as the Mexican case 
mentioned above, this is largely not the case around the world. 
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A key norm guiding polycentric data governance by interconnection is economic 
growth. One of the commonly agreed goals is to encourage market competition 
even if, in the case of Internet interconnection, not everything can be based on 
competition. When looking specifically at IXPs, routing policies, and CDNs, the 
norm of growth is disputed. On the one hand, there is a need for the growth of 
non-market collaboration between networks, even among those that compete for 
the same market. This means both sharing data of the most up-to-date routes 
possible between networks, as well as having routing policies that favor peering 
relationships, usually with no cost, especially between market-dominant and small 
networks. On the other hand, there is little incentive for the biggest companies to 
be collaborative, such as peering with smaller networks or participating in IXPs, 
since they prefer to keep a paid transit relationship instead of free peering. 

A related norm usually overlooked when talking about Internet interconnection 
is the rule of law. While there is a common conception that there are only formal 
laws and regulations in countries considered authoritarian and/or with a non-free 
economy, there are several countries considered democratic and free market that 
do have some regulation to encourage the interconnection of networks, with the 
goal of maintaining competition in this market. Meier-Hahn (2016) surveyed 
internet interconnection professionals and found that nine out of ten existing 
regulations have been encountered by more than half of these actors (see also 
Rosa 2021). 

Polycentric Data Practices 

The second type of structure in a polycentric mode of governance concerns 
practices. Practices are what people do either tacitly or unconsciously. Koinova 
et al. (2021) classify practices in four dimensions. The first, comprising routines, 
words, phrases, and narratives, takes on discursive dimensions. The second is 
referred to as behavioral dimensions and is related to routine forms of bodily 
interaction. Third, material dimensions have objects as common reference 
points for a polycentric governing complex. The last one is generally referred to 
as institutional dimensions of practice and covers the ways in which organiza
tions build and execute their policy processes. 

The first discursive dimension of practices refers to the same elements present 
in Internet governance in general, such as the use of acronyms, the issue of 
bottom-up multistakeholder participation, and shared insider jokes, among 
others. Thinking about governance arenas at an international level more related 
to interconnection, there are several informal groups known as NOGs (Internet 
Operators Groups), which bring a sense of community to professionals working 
in the area (Meier-Hahn 2017). In this context, there is a discourse linked to 
this idea of community, for example, the sharing of good practices associated 
with routing, as is the case with MANRS. Other ideas that appear commonly in 
the discourse have to do with the fact that the more interconnections a network 
has, the better it is for the Internet as a whole, just as the more networks 
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connected in an IXP, the more robust and sustainable is that IXP. Related to 
the IXPs there is also a discourse that they are neutral points for traffic 
exchange, and that they do not interfere with traffic. 

The behavioral dimension of practices presents a certain ambiguity in bodies 
involved with data governance by Internet interconnection. Several spaces have 
the same dress code (more casual) and forms of deliberation that are pre
dominantly observed in the Internet governance field in general. The NOGs 
have mailing lists for exchanging experiences, organize technical events with 
related topics, and have working groups that produce and share reports of best 
practices on routing and interconnection. These groups do not have the power 
to decide which protocols will be used in the interconnections or which policies 
will be adopted by individual networks, but they serve as a forum that brings 
together people from different networks in various regions, especially those 
responsible for the technical implementation of policies. There are also nodes of 
this network of governance bodies in which different behaviors are presented, 
especially when analyzing Internet interconnection in its regulatory approach. 
In these spaces, there is a much greater formalism, which is exemplified both in 
the dress code and in the forms of deliberation themselves (such as proposals 
and votes on laws by legislators). 

There is further ambiguity in the third material dimension of governance by 
Internet interconnection. These arenas lack materials that are commonly dis
tributed in other Internet governance bodies as well as in NOG meetings, such 
as t-shirts, tote bags, stickers, pins, and other freebies. This contrast may be 
explained by the fact that the Internet interconnection field rarely brings in new 
players, so there is less need to integrate newcomers into the community. There 
is still a large adherence to the use of open source or free tools. For example, 
for communication between the participants of a NOG, the use of mailing lists 
is very common. Even for the implementation of network management, several 
open tools are widely used. Regulatory bodies prefer to use their own solutions 
or those in which they may have greater control or sovereignty in relation to 
data. For example, some countries develop specific or customized platforms for 
their purpose. These practices tend to be in line with other Internet governance 
spaces, such as ICANN and the IGF. 

The fourth institutional dimension of practices is strongly influenced by the 
multistakeholder discussion and presents further ambiguity in data governance 
by interconnection. As in other Internet governance bodies, those in which 
Internet interconnection debates take place end up presenting similar bureau
cratic layouts, with executive boards, secretariats, and working groups. Nor
mally, participation in these instances takes place as voluntary work on behalf 
of the community. Even in this context, there is no central coordination or 
“control” body that aggregates all the existing routes on the Internet. As dis
cussed earlier, there are several IRRs operated by different institutions (such as 
private organizations, including those that offer Internet connection services, in 
addition to the Regional Internet Registries) as a voluntary mechanism that can 
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be more or less reliable in the recorded data (Kuerbis and Mueller 2017). On 
the other hand, when analyzing the regulatory bodies around the world, they 
generally do not have the same structures as the other bodies of Internet gov
ernance. Nevertheless, in some countries, there is an attempt by the regulatory 
bodies to emulate multistakeholderism through the creation of working groups 
and committees with external experts serving a multistakeholder distribution, 
similar to those observed in other bodies. 

Polycentric Data Underlying Orders 

The third layer of structure in polycentric governance, underlying orders, is 
systemic, permeating all locations and connections in a polycentric regime. 
Scholte (2021) notes key aspects such as the hegemonic leadership of the leading 
government, capitalism, and techno-rationalism as underlying orders that 
permeate Internet governance. 

There is an embedded view that Internet governance should be something 
done by private entities, with the least possible interference from national 
states, as it could lead to a scenario of “less efficiency”, understood in this  
case as a network with fewer interconnections (ten Oever 2021). This rea
soning can also be extended to data governance by interconnection. In relation 
to capitalism, it has also shaped much of what data governance is today. In 
addition to the points cited by Scholte in relation to commodification and 
surplus accumulation, there is also the private ownership of the means of 
production and the need for competitive markets. These characteristics are 
related to Internet interconnection since the vast majority of the networks are 
private entities and, since they have the prerogative to implement their inter
connection and routing policies as they wish, one of the biggest concerns in 
this area is the guarantee of competition, through the interconnection access 
for small networks. Reflecting on the issue of techno-rationalism in the 
Internet interconnection debate, there is an ambiguity. On the one hand, this 
issue is manifested in the discourse on the existence of fundamental properties 
of the Internet, which comes from this vision of problem-solving through 
technology. However, Internet interconnection ends up taking a regulatory 
approach in many countries, in a way, from an assumption that technology 
alone is not addressing existing problems. This foregrounds that there are 
many centres of power addressing interconnection issues, some of them closer 
between them and with other Internet governance processes, others more 
detached and external to other Internet governance issues but that emerge as 
traditional centres of authority and power. 

Conclusion 

Internet interconnection is not an indirect influence on, but rather central to 
Internet governance and data governance more generally. Polycentric theorizing 
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brings in a more nuanced lens to the different actors and mechanisms involved 
in the deployment of this interconnection. It helps point to and make sense of 
complex, varied, and fluid arrangements involving not only different actors but 
also technological practices. Whether networks connect through peering or 
transit, whether the largest ISPs participate in local IXPs, whether or not net
works update routing information in IRRs or whether or not they have agree
ments with CDNs are some examples of how global data governance by 
Internet interconnection is done. As pointed out by Musiani (2013) in relation 
to Internet governance, data governance by interconnection is more difficult to 
unravel through institutional and governmental negotiation. 

Future research on global data governance must consider the continually 
changing nature of Internet interconnection. In particular, studies must trace 
how the Internet has increasingly become a closed network dominated by a few 
companies operating large private cloud ecosystems, with particular emphasis 
on the growing role of CDNs in this scenario. In the same direction, the usual 
mechanisms of peering and transit, as well as the IXPs, have been confronted 
with the reality of zero-hop and one-hop networks, which end up diminishing 
the importance of these mechanisms and of the public Internet itself. The 
increasingly less distributed, decentralized, and collaborative data governance 
by Internet interconnection needs to be studied and linked with needs for col
laboration between multiple networks and a potential shift in forms of doing 
data governance. 

This chapter has highlighted the analytical usefulness of exploring data gov
ernance by Internet interconnection through the characteristics of the poly
centric governance, such as trans-scalarity, trans-sectorality, diffusion, 
overlapping mandates, and ambiguous hierarchies. While polycentric govern
ance is important to highlight underlooked aspects of data governance at the 
interconnection level, it may not sufficiently explain the whole phenomenon. As 
such further studies are needed to build on polycentricity with other concepts 
and theoretical approaches in order to better understand the global data gov
ernance by Internet interconnection. How can polycentric data governance 
thrive at the interconnection level of the Internet is still not only a theoretical 
but a policy issue to be pursued. 
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THE DISTRIBUTIONS OF DISTRIBUTED 
GOVERNANCE 

Power, Instability and Complexity in Polycentric 
Data Ordering 

Malcolm Campbell-Verduyn 

Introduction 

Periodic bursts of techno-euphoria have surrounded experiments with a set of sup
posedly ‘new’ forms of ‘distributed’ digital data governance over the past decade. 
The establishment of the  ‘cryptocurrency’ Bitcoin in 2009 prompted ever-widening 
attempts after about 2013 to ‘distribute’ the ability to undertake, verify and publish 
digital transactions. In this rush of experimentation with Bitcoin’s underlying tech
nology, blockchain, a specific version of what is more generally labelled ‘distributed 
ledger technologies’ sparked trials with distributed forms of data governance in 
what had become highly centralized areas of activity. Distributed databases were 
proposed and piloted the verification and publication of digital transactions of 
everything from art and intellectual property to more concrete materials such as 
land, minerals and agricultural commodities. With great fanfare and support from 
start-ups, non-governmental, international and governmental organizations from 
around the world, competition and collaboration across a host of experiments with 
distributed data governance spawned sectors and levels of activity. 

Common to this techno-experimentation with distribution governance is a 
shared desire to escape the pathologies of data centralization. The most well 
publicized and longstanding problems with data produced and held in more 
centralized data repositories is the nearly continual threat of breaches, hacks 
and leaks. Afflicting organizations of all types, breaches at leading multinational 
firms like the American credit scoring firm Experian attracted worldwide 
attention.1 As debates over data centralization persisted in app-based responses 
to the COVID-19 pandemic (Porter and Rani 2023), a search for distributed 
alternatives turn to experimentation with blockchains for contact tracing, 
supply chain management and a host of other governance functions (Bernards et 
al. 2022; Campbell-Verduyn 2021). 
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Distributed data governance, generally, and blockchain technologies, specifi
cally, have been positioned by their promoters as providing ‘new’ and more 
‘effective’ forms of governance. Distribution aims to enact order through the 
more or less equal dispersion of power amongst the plurality of ‘nodes’ making 
up digital networks. These claims are emphasized in continual references to 
novel forms of democratic ‘user empowerment’ (Magnuson 2020; Weber 2018) 
and its purported ability to serve as data “antigravity” spurring tendencies 
towards centralization across existing data governance forms (Vergne 2020). In 
short, distributed data governance is said to disperse decision-making power, as 
well as reduce the instabilities and uncertainties associated with leaks, hacks 
and breaches of centralized data governance. 

These claims warrant far more interrogation than has been forthcoming 
in studies of blockchain technology where proclamations of the benefits of 
‘distribution’ are often uncritically taken at face value. Granted, scholarship 
has struggled to keep up with the continually widening efforts to ‘scale-up’ 
blockchain-based forms of distributed data governance into increasingly intricate – 
and sensitive – applications ranging from ‘self-sovereign identities’ for refugees to 
digital coins and ‘non-fungible tokens’ (NFTs) of athletes and artists (Cheesman 
2022). As a result, larger questions of power have often been overlooked. 

In repoliticizing this ‘space’ of activity, this chapter asks: how can we 
understand and assess claims to the novelty and efficacy of distributed data 
governance? This question is of some urgency to investigate in lieu of the con
siderable human and non-human resources being put into ‘distributing’ ever 
more activities whose governance has remained more centralized historically. 
These experiments in distributed data governance are attracting limited atten
tion of not only ‘geeks in basements’ but that of policy-makers, public admin
istrators, media organizations and financiers worldwide as the hype around a 
blockchain-based Web3 grows (Campbell-Verduyn and Huetten 2022). Moving 
past plentiful scandals and frauds that are often dismissed by developers as 
mere ‘costs of doing business’ when experimenting with novel technology, this 
chapter assesses patterns of continuity and change regarding two inter-related 
structural issues in blockchain-based ‘distributed data governance’: power con
centration and instability. 

The main argument advanced in this chapter is that distributed data govern
ance is neither new nor devoid of the pathologies of more centralized digital 
data governance. Far from a panacea to existing problems, blockchain-based 
distributed data governance extends instabilities and power concentration, 
continuities that are often rendered unclear due to the considerable complexities 
surrounding these activities. 

This contention is grounded in polycentric theorizing. Polycentricity embra
ces the complexity of “ordered chaos” in recognizing the fluidity and dispersion 
of decision-making power across scales and sectors of activity (Koinova et al. 
2021). In turn, three structures of polycentric data ordering – norms, practices 
and “underlying orders” (Scholte 2021) – are drawn upon in this chapter to, 
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first, map the less-than-original underpinnings of distributed data governance 
and, second, illustrate how distributed data governance extends both instabilities 
and concentrations of power. 

Polycentric Distributed Data Ordering 

Polycentrism serves as a useful heuristic for understanding contemporary data 
governance in dispersed geographical locations and across scales of activity. It 
stresses the dynamic and relational processes wherein linkages between in and 
across sites of activity are continually made and remade. Scholte (2021) pro
duced such apparent “ordered chaos” from three central structures: 

Norms, the overarching “aspirational visions” guiding “the shared 
expectations for actor behavior” (Deloffre 2021). 

Practices, the everyday “activities, material objects and governing tools” as 
well as other “mundane matters” (Gadinger 2021: 1999) that Scholte (2021) 
divides into discursive, material, institutional and behavioural forms. 

Underlying orders, the “deeper structures” identified by Scholte (2021) in 
the relevant example of Internet governance as consisted by capitalism, 
techno-rationalism and embedded hierarchies of “age, ethnicity/race, 
gender, North-South geopolitics, and English language”. 

Examining each of these three structures, the following subsections illustrate 
how ‘ordered chaos’ is being produced in blockchain-based distributed data 
governance. In doing so, each subsection stresses the far longer lineages of such 
data ordering that contrast starkly with claims of novelty. 

Distributed Data Norms 

[D]istributed modes of organisation […] can be understood either as an engineering 
principle, a design aim, or an aspirational claim. 

(Bodó et al. 2020) 

The formation of an overarching “aspirational vision” (Deloffre 2021) for 
distributed data governance did not emerge with the creation of Bitcoin in 
2009. Rather, the initial cryptocurrency and subsequent competitors are best 
understood as the latest effort to “return to the origins” of the early Internet 
while maintaining standards of informational security that have developed 
since (Musiani and Méadel 2016). As the Internet evolved and became more 
centralized towards the turn of the millennium, in part to address informa
tional security problems, discussions of ‘distributed networked architectures’ 
periodically re-surfaced. Like Bitcoin, experiments in ‘distribution’ sparked 
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various scandals and controversies. In the 1990s controversy surrounded the 
music sharing service Napster. In the 2000s video and other file sharing ser
vices like BitTorrent courted controversy. These and other attempts to ‘dis
tribute’ data inspired, and were inspired by, continual efforts at re-distributing 
power in wider data governance.2 The following elements of blockchain and 
post-2008 distributed governance experimentation’s ‘origin story’ form con
tinuities with earlier attempts to ‘distribute’ data: 

a the initial attempt proposed by the author(s) of the Bitcoin white paper’s 
proposal for producing, verifying and publishing digital coins with “no 
central authority” (Nakamoto 2008: 4); 

b subsequent discussions on the cryptography mailing list that the white 
paper was originally circulated in;3 and 
Internet forum discussions that led to the production of the first crypto
currency in 2009. 

The ‘crypto’ in cryptocurrency is illustrative here. Emphasizing cryptography 
rather than the novelty of a ‘digital currency’ points to the aspirational vision 
guiding Bitcoin’s proposal and subsequent development. It situates Bitcoin as 
one experiment in a lineage of attempts to counter an important pathology of 
the increasingly centralized Internet: the growing ability of governments and 
large corporations to surveil online activities – what Roger Clarke (1988) iden
tified as ‘dataveillance’. Active in the 1990s and into the early new millennium 
so-called cypherpunks experimented with ways to counter such dataveillance. 
These included ‘cryptocredits’ and other forms of cryptographically “untrace
able digital currency” (Jeong 2013). Nakamoto’s aspirations for Bitcoin are 
thereby better understood as “a throwback” to these and other evolving efforts 
to counter the affordances of the ‘network of networks’ (Jeong 2013). 

Metagovernance norms are those understood by Deloffre (2021: 1997) as emer
ging “through reflexive and iterative processes during which actors discuss, for
mulate and implement the values and principles of governance”. Such  discussions  
occurred in the mailing lists and chatrooms where Bitcoin was initially proposed. 
Over the course of 2008–9 (Champagne 2014), these discussions reiterated the 
“aspirational vision” of attaining distributed governance through “shared expec
tations for actor behavior” and notions of “what activities should be governed, by 
whom, and how” (Deloffre 2021: 1996). Implementations of these norms then 
occurred through the development of Bitcoin in 2009. Such metagovernance further 
materialized in subsequent extensions of Bitcoin’s underlying blockchain technol
ogy in distributed data practices traced in the next subsections. 

Distributed Data Practices 

Distributed data governance is often reduced to “pirate practices” (Musiani and 
Méadel 2016). Specific discursive and material practices are identifiable in 



The Distributions of Distributed Governance 209 

various versions of “pirate culture” (Lindgren and Lundström 2011). These 
cultures include ‘cypherpunk’ that centrally inspired the development of 
Bitcoin.4 

Blockchain-based distributed data governance involves core discursive prac
tices. These emphasize the possibilities of ‘informational security’ beyond cen
tralization (Brekke 2020). Just as with the wider libertarian emphasis on 
achieving “structural decentralization” of the Internet (Schneider 2019), a 
shared discursive stress in distributed governance projects is found in the flurry 
of white papers published in the aftermath of Bitcoin’s 2008 white paper.5 

Common to most, if not all, of these documents is a view that “the key problem 
of our era is the role of ‘intermediaries’ in all areas of society” (Swartz 2017: 
90). A discursive stress on security through transparency – all transactions are 
legible on a shared digital ledger – spans blockchain projects at all scales, from 
local efforts to distribute monetary governance to planetary ambitions of cli
mate finance (Campbell-Verduyn 2021). 

However, discursive emphasis on (re-)distributed solutions to the ‘middlemen 
problem’ is far from new. Chinese cryptographer Wei Dai already in 1998 envi
sioned what Plassaras (2013) summarizes as a “system of untraceable medium of 
exchange that avoided the need for intermediaries in electronic transactions, and 
one in which government involvement was permanently forbidden and unneces
sary”. A decade prior, American cypherpunk David Chaum (1985) had proposed 
an electronic cash transaction system that would provide information “security 
without identification”. Bitcoin white paper author Satoshi Nakamoto and block-
chain-based projects since have followed in an established discursive tradition 
foregrounding distributed solutions “with the explicitly stated goal of making each 
and every institution obsolete” (Musiani and Méadel 2016). 

Taken to the extreme, this discursive tradition has culminated in distributed 
data governance projects whose white papers conjure the likes of Borderless 
Voluntary Nations, as Bitnation (2017) calls for in constructing “the first ever 
digitally-constituted nation that represents both a reputation system which is 
managed by an algorithm named Lucy, and a monetary system which rewards 
participants according to their virtuous behaviour” (Faustino et al. 2021: 7). 
The centrality of sets of instructions that are algorithms provide information 
security points to the entanglements in distributed data governance between 
discursive and material practices to which the analysis now turns. 

Material practices of blockchain-based informational security are just as 
central to distributed data governance as their discursive counterparts. The 
profound entanglements of the two are exemplified in Bitcoin. In the first 
‘cryptocurrency’, for instance, algorithms materialize discursive emphasis on 
distribution by enabling the following: 

a	 the scrambling into cryptographic ‘hash’ codes of the identities of users and 
objects that are transacted directly in ‘peer-to-peer’ fashion;6 



210 Malcolm Campbell-Verduyn 

b the verification that digital transactions have occurred in a ‘distributed 
consensus’ that relies on algorithms to resolve increasingly complex math
ematical equations; 

c the publication of ‘blocks’ of verified digital transactions in sequential 
order on a ‘distributed ledger’. 

None of these algorithmically assisted material practices are new. As Nar
ayanan and Clark (2017) argue in Bitcoin’s Academic Pedigree: The concept of 
cryptocurrencies is built from forgotten ideas in research literature, “nearly all 
of the technical components of bitcoin originated in the academic literature of 
the 1980s and ’90s”. Existing material applications of knowledge were bundled 
together to form “[n]ew blockchain databases” that are “laid on top of diverse 
knowledge and material networks, involving newer and older record-keeping 
devices and stakeholders from formal and informal sectors” (Rodima-Taylor 
2021: 149). The material practices involved in this constant negotiation between 
new and existing material applications of knowledge are likened by even lead
ing blockchain developers to “a methodology for building systems that try to 
guarantee certain kinds of information security properties” (Vitalik Buterin 
cited in Brekke 2020). 

In other words, blockchain-based data governance is underpinned by long-
standing discursive and material practices that have attempted to enable the 
secure undertaking, verifying and publishing of digital transactions with varying 
levels of anonymity. This modality of distributed data governance is also far 
from novel. Rather, it extends several orders underlying what Scholte (2021) 
identifies as profit-oriented techno-solutions for largely young, male, Global 
North actors in Internet governance more generally. Drawing on Bitcoin and 
other post-2009 experiments with blockchain technology the next subsection 
further illustrates how the most recent iterations of distributed data governance 
extend much longer standing capitalist, gendered and colonial relations. 

Distributed Underlying Orders 

Hold onto your hats, boys and girls! It’s a new  world  – a financial system without 
intermediaries, that anyone can access 24 hours a day with only a mobile phone 
and a wallet! 

Dr. Jane Thomason (2021), Blockchain ‘thought leader’ 

The original Bitcoin ‘genesis’ block contained the historical note: UK ‘chancel
lor on brink of second bailout for banks’. Satoshi Nakamoto and later Bitcoin 
developers positioned the original cryptocurrency against the unprecedentedly 
large forms of state support provided to financial intermediaries in the 2007–8 
global financial crisis, both through unprecedented monetary policies, such as 
quantitative easing programmes, and fiscal policies undertaken in rescuing 
insolvent firms. What economist Saifedan Ammous (2018) calls the “Bitcoin 
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standard” is intended to provide “the decentralized alternative to central bank
ing”. Providing some support for more communal, social and post-capitalist 
activities,7 such as ‘solidarity finance’ (Scott 2016), Bitcoin and related dis
tributed data projects in practice mainly advance attempts at developing ‘freer’ 
versions of capitalism. In a passage from Blockchain and the distributed repro
duction of capitalist class power, which is worth citing at length, legal scholar 
Robert Herian (2018) elaborates how 

[u]nder the duel banners of ‘innovation’ and ‘progress’ blockchain has 
become the means du jour for the reproduction of capitalist class power 
through ‘world changing’ technology in the so-called fourth-industrial age 
in which advanced Western capitalist societies now imagine themselves [… 
The] blockchain horizon is one in which more capitalism and with it the 
further and deeper entrenchment of capitalist class power are likely out
comes based on the present course of blockchain research, development and 
implementations. This is perhaps unsurprising however as blockchain is 
self-evidently a capitalist organizational form, or more specifically, to refer 
to capital’s contemporary ‘mutant form’, a neoliberal one. 

(Herian 2018) 

Blockchain-based distributed data projects, such as the aforementioned Bitna
tion, provide clear examples of how this vision of ‘unfettered capitalism’ 
materializes in projects that generally propose a “global free market for gov
ernance services” (Tempelhof 2017: 4 cited in Faustino et al. 2021). Supposedly 
‘novel’, these twenty-first century projects extend the project of ‘neoliberal’ 
capitalist order of the late twentieth century. 

The novelty of blockchain-based distributed data governance is equally chal
lenged by continuities with longstanding gendered and colonial relations 
underpinning global capitalism and recently (identified) versions of ‘computa
tional capitalism’ (Beller 2017) and ‘data colonialism’ (Couldry and Mejias 
2020). Start-ups and large multinational firms, NGOs, governments as well as a 
flurry of individual entrepreneurs from the Global North undertake increasingly 
wide ranges of blockchain-based experimentation in and across the Global 
South (Kshetri 2017; Campbell-Verduyn and Giumelli 2022). These have ranged 
from trials in aid provision (Reinsberg 2021) and land reform (Rodima-Taylor 
2021) to refugee identification (Cheesman 2022) and ‘sustainable’ supply chain 
management (Bernards et al. 2020). Attracting charges of what Herzfeld (2002), 
in an earlier pre-blockchain age, referred to as “crypto-colonialism”, libertarian 
utopia projects like Sol in Puerto Rico took advantage of inequalities heightened 
by the 2018 hurricane that devastated this US territory (Yarovaya and Lucey 
2018). Early speculation about possibilities for blockchain technologies to con
tribute to decolonial struggles, for instance with ‘indigenous cryptocurrencies’ 
experimented with by the First Nations in Canada (Alcantara and Dick 2017; 
Tekobbe and McKnight 2016), gave way to a growing stress on how 
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experiments with this technology extend neo-colonial patterns of extraction and 
dependence as well as perpetuate wider North-South inequities (Calvão and 
Archer 2021; Crandall 2019; Howson 2020; Jutel 2021; Scott 2016). Blockchain, 
in short, is marked by “uneven geographies” (Zook and McCanless 2021). 
Similarly, supposedly ‘novel’ post-2009 experiments in distributed data gov

ernance have extended existing ‘digital gaps’ such as in age and gender. Early 
national-level studies indicated that in countries like Canada cryptocurrency 
ownership and usage have largely remained the domain of young men (Huynh 
et al. 2020; Zhao 2017). These findings prompted continual industry attempts to 
improve age, and especially gender, gaps not only in the usage of blockchain 
applications but in participation in distributed data governance (Adams et al. 
2020; Wolfson 2021). Some blockchain applications have purposely been geared 
towards women8 while training programmes have been set up by the likes of 
the CryptoChicks Academy.9 These efforts, however, largely advance an ‘add
and-stir’ approach to bringing women into male-dominated, blockchain and 
Internet governance more widely (Youngs 2007). They also typically fail to 
materialize any intersectional linkages between gender and the aforementioned 
colonial and “computational capitalist” underlying orders.10 

In sum, the blockchain-based version of distributed data governance emer
ging since 2008 is not divorced from the underlying orders structuring poly
centric governance of the Internet more generally. While not exclusively doing 
so, Bitcoin and other experiments with blockchain technologies extend the 
capitalist, gendered and unequal underlying orders Scholte (2021) identified in 
Internet governance more widely. The libertarian discourses and practices 
dominating ‘the space’, as the industry is typically referred to, are firmly part of 
an underlying order that attempts to mask power relations, including through 
technical complexities that the next section turns to discuss. 

The Complexities, Inequalities and Instabilities of Distributed 
Data Governance 

This section argues that rather than reducing key pathologies of centralized 
data governance, distributed data ordering extends instabilities and power 
concentrations. Concentration-decision-making and instability are enhanced as 
these pathologies are largely masked by the complexities of polycentricism’s 
‘ordered chaos’. 

Despite endeavouring to distribute power, blockchain-based data governance 
in practice concentrates various forms of power. Since the advent of Bitcoin in 
2009 tensions have continually risen between distributed data governance 
norms, as well as discursive and material practices, on the one hand, and both 
institutional and behaviour practices, on the other. Initially framed in technical 
jargon, these strains became more prominently political as tensions surfaced 
between discursive stress of Bitcoin as an “alternative to the oligopolistic 
market structure of third-party intermediaries in established payment systems” 



The Distributions of Distributed Governance 213 

(Weber 2016) and its re-production of centralized intermediaries. The produc
tion, or ‘mining’, of new Bitcoin wherein new tokens are accrued by the fastest 
node to accurately verify that transactions in the network have indeed occurred, 
rapidly became dominated by large mining pools. As new ‘big crypto’ inter
mediaries accumulated tokens they gained decision-making power.11 Fears grew 
that their majority control could enable a ‘51% attack’, the majority consensus 
required for the supposedly permanent ledger of transactions to be altered. Such 
fears were repeated in Ethereum, the leading rival blockchain developed “to 
take the internet to its logical conclusion: total decentralization” (Stephen Tual 
cited in Swartz 2017). In practice, however, over half of the Ethereum block-
chain became hosted on corporate servers, including those of American tech 
behemoth Amazon Web Services (Beaumier and Kalomeni 2022). While this 
concentration of power in Ethereum has not attracted wider attention, the ‘civil 
war’ that occurred within ‘distributed’ communities surrounding the original 
cryptocurrency exemplified the extension of this pathology of centralized data 
governance. 

The 2017 Bitcoin civil war revolved around the growing size of the perma
nent ledger. Increasing usage of the first cryptocurrency was being held back by 
the slowing down of transaction processing and verification times. One group, 
made up of pools of producers (‘miners’) and other larger companies, sought to 
develop an offshoot or ‘fork’ of Bitcoin to encourage even wider usage. Over 50 
companies signed the so-called New York Bitcoin Scaling Agreement in May 
2017.12 This agreement, however, attracted the ire of individual users keen on 
maintaining the (libertarian) ‘spirit of Satoshi’. Tampering with the original 
protocol underlying Bitcoin was regarded as sacrilege. However, this latter 
group of ‘protocol purists’ lost out to the former group of cryptocurrency 
‘expansionists’. The original Bitcoin was split into two, with a new token called 
Bitcoin Cash emerging from Bitcoin Core with an enhanced transaction pro
cessing speed. 

The bitterly fought Bitcoin Civil War illustrated both the agenda-setting and 
decision-making power of a concentrated group of industry insiders that have 
come to more widely represent the key bureaucrats of blockchains, or 
“blockocrats” (Kavanagh and Ennis 2021). In chatrooms and industry events as 
well as in the comments on news sites, an issue initially regarded as ‘off 
limits’ – tampering with the protocol – was put forward and eventually acted 
upon by a small group, the 0.01% of ‘community’ members said to control 
more than a quarter of the cryptocurrency (Makarov and Schoar 2021). The 
split was a decision at odds with the distributed decision-making ethos stressed 
in both discursive practices and norms of distributed data governance (Camp
bell-Verduyn and Goguen 2019). It was a decision that revealed tensions in the 
core goals and objectives that have not been resolved as cryptocurrencies, 
including Bitcoin Cash, further split to enhance their broader ‘usability’. 
The extension of power concentration in distributed data governance is fur

ther illustrated in the other manner through which cryptocurrencies are 
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procured: via formal exchanges. Since their origins, the practices of crypto
currency exchanges have stood in stark contrast with the wider norms, as well 
as discursive and material practices of distributed data governance. This is 
because these organizations do not distribute but rather concentrate data on 
servers. They provide bank-like custodial services for their clients. Like banks, 
they have also suffered hacks and other attacks on what are centralized ‘hon
eypots’ of customer data (Ogundeij 2016).13 Unlike individual bank hacks, how
ever, attacks of crypto-exchanges have sparked turmoil across the ‘distributed’ 
space. These instabilities emerged most spectacularly when leading crypto
exchange Mt. Gox announced in 2014 that it had lost nearly $500 million worth 
of Bitcoin over a period of three years. The Tokyo-based exchange suspended 
trading and filed for bankruptcy, leaving clients in a protracted battle to recover 
part of their funds. Despite efforts at improving cyber security, leading exchanges 
have continued to follow a centralized data storage model in providing custodial 
services to clients. As the size of these and other exchanges has grown, along 
with their increasing interconnectedness with the existing system the likes of 
NASDAQ-listed Coinbase have been identified by global financial regulators as 
conduits to wider global financial instability (Bank for International Settlements 
2015; Chimienti et al. 2019; Financial Stability Board 2022). Although instability 
remained largely confined to cryptocurrency markets when the world’s second 
largest exchange, FTX, declared bankruptcy in late 2022 and was hacked the day 
after, these events and earlier comparable events were likened to the fall of 
Lehman Brothers in 2008 and highlighted inequalities in various ways the inside 
investors were able to recoup funds (Rogers 2022; Young 2022). 

The twin pathologies of concentrated power and instabilities are not 
automatically extended into blockchain-based attempts at distributed data 
governance. Continual efforts have been made to re-enforce distributed data 
governance practices. This is most clearly revealed in so-called ‘Decen
tralized Finance’ (DeFi), the so-called ‘wild west’ of finance (Kruppa and 
Murphy 2019). Here Decentralized Exchanges (DEXs) provide forums 
where the exchange of cryptocurrencies occurs in peer-to-peer manners with 
little to no data retained, thereby better reflecting the original ethos of 
distributed data governance. Nevertheless, as they have grown in size14 

(with the largest DEX Uniswap facilitating nearly half the volume as 
Coinbase, the largest ‘centralized exchange’ [CEX]), DEXs have become 
subjected to more concentrated forms of decision-making. DEXs have come 
under the remit of AML/CFT standards promulgated by the Financial 
Action Task Force (FATF), an intergovernmental organization based in 
Paris, France. While its deliberations are for the most part open – FATF 
draft guidance is typically published for public comment – FATF decisions 
are ultimately undertaken by a concentrated group of member state repre
sentatives. Other global financial regulators, such as the Bank for Interna
tional Settlements have referenced the ‘decentralisation illusion’ of DeFi 
pointing to widespread reproduction of centralized intermediaries in and 
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across ‘the space’ (Aramonte et al. 2021) that has replicated the kinds of 
‘re-intermediation’ seen in ‘financial technology’ (fintech) more generally 
(Langley and Leyshon 2021). 

Thus, despite these and further attempts at ensuring distribution in the 
‘space’,15 blockchain-based distributed data governance has remained replete 
with tensions between centralized institutional and behavioural practices, on 
the one hand, and the norms as well as discursive and material practices of 
distributed data governance on the other. Industry organizations have emerged 
as centralized focal points for ordering ‘distributed activities’. The Bitcoin 
Foundation was an early attempt by leading industry figures to form a con
centrated governing council. The Ethereum Foundation has similarly con
centrated decision-making within a small group of ‘core’ developers and coders. 
Meanwhile, industry bodies spanning blockchains have emerged to develop 
‘solutions’ for complying with the likes of anti-money laundering and counter 
the finance of terrorism (AML/CFT) standards promulgated by the FATF. 
These bodies have closely resembled the very centralized activities that dis
tributed data governance originally arose to bypass and counter (Campbell-
Verduyn and Huetten 2021). Finally growing attention to the environmental 
impacts of Bitcoin production led to the formation of a Bitcoin Mining Council. 
Led by two CEOs of American multinationals, Tesla’s Elon Musk and Micro
Strategy’s Michael Saylor, this council sought to establish standards between 
large mining pools for energy reporting in line with a wider stress on Environ
mental, Social, Governance (ESG). This proposal in May 2021 was compared to 
a ‘cartel’ like the Organization of Petroleum Exporting Countries (OPEC), as 
well as to the centralized decision-making that led to the aforementioned 2017 
New York Bitcoin Scaling Agreement (Hochstein and Harkin 2021). 

These further examples are indicative of how blockchain-based distributed 
data governance has extended since 2009 the very pathologies of centralized data 
governance that blockchain-based governance has been discursively positioned as 
overcoming. Pathologies of instability and concentration of power overlap, with 
the former feeding into the latter and vice versa. For example, the hack of what 
in 2016 was $120 million worth of crowdfunded-raised tokens through the origi
nal Decentralized Autonomous Organization, The DAO, was resolved after calls 
for Vitalik Buterin, the 24-year-old founder of the Ethereum blockchain, and a 
‘core’ group of developers to formally adopt a previously informal set of rules16 

that standardized interactions between the disparate applications on this block-
chain (Buntix 2017). While much attention fixated on the instability of this and 
other hacks in blockchain-based ‘distributed’ data projects, far less attention has 
been granted to the potential for wider instability and growing concentration of 
power this episode illustrated. This inattention is in part due to the growing 
complexity of ‘ordered chaos’. As layer upon layer of governance practices have 
been added within and between blockchain projects, concentrations of power 
have become increasingly difficult for users, developers and regulators alike to 
pinpoint. A growing ‘patchwork’ (Kiviat 2015: 575) of standards have long been 
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TABLE 12.1 Polycentricity in blockchain-based global digital data governance 

Actor Type	 Examples 

Industry Associations	 Digital Chamber of Commerce, Ethereum Enterprise 
Alliance, Global Blockchain Business Council, Hyperl
edger, International Association of Trusted Blockchain 
Applications, Financial Blockchain Shenzhen Consortium 

Internet Governance International Telecommunication Union, Internet 
Organizations Corporation for Assigned Names and Numbers 

(ICANN), World Wide Web Consortium (W3C) 

Multinational Technology Amazon Web Services, Microsoft, IBM, Tencent 
Firms 

International Organizations	 Bank for International Settlements, International 
Monetary Fund, Financial Stability Board, Organiza
tion for Economic Cooperation and Development 

identified in the private industry associations, public and quasi-public interna
tional organizations whose activities were described above. Added to this have 
been the (re-)entry of longstanding Internet governance organizations into block-
chain activities that, as previously noted, built on previous experiments in Inter
net governance (see overview in Table 12.1). In this growing market for ordering, 
with a growing number of centers of decision-making, locating concentrations of 
power and the kinds of ‘fault lines’ emerging across what are increasingly com
plex ‘informational infrastructures’ has become increasingly difficult (Campbell-
Verduyn et al. 2019). 

Far from the panacea to multifold problems involved with centralized data 
governance, therefore, the distribution of distributed data governance exempli
fied by Bitcoin and blockchains since 2009 has remained concentrated and 
unstable. Growing complexity in both governance practices and behaviours 
such as the on-going ‘blockchainization’ of everything from abstract art to 
greenhouse gases renders the very recognition of such pathologies increasingly 
difficult. This is a problem as contrary to claims of individual empowerment, 
users subjected to rampant hacks and scams in ‘the space’ are left with little 
clear recourse once transactions have been rendered permanent on distributed 
ledgers. Claims of enhanced stability and power distribution all too often taken 
at face value fall well short of when a polycentric lens is employed to scrutinize 
efforts to distribute data governance. 

Conclusion 

Overlooked in the techno-hype surrounding ‘novelty’, blockchain-based experi
ments in distributed data governance have since 2009 extended and enhanced 
the pathologies of centralized data governance. This chapter first outlined con
tinuities between the pre- and post-2009 norms, practices and underlying orders 
informing blockchain experiments. In a second instance the polycentric 
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approach illustrated continuities and complexities in the pathologies afflicting 
data governance, both in its more centralized and ‘distributed’ forms. 

A host of questions to be explored in future research arise from this chapter’s 
identification of overlaps between (de)centralized and distributed forms of data 
governance: can the pathologies of power concentration and instability genu
inely be overcome? Or are these pathologies unchangeable structural features of 
digital data governance in an age of centralized platforms? Can we expect 
chronic instabilities and concentration in power to ever be overcome in further 
data governance experiments? Does their digital nature preclude remedies? Is 
socio-technical experimentation in data governance inevitably unstable and a 
conduit to concentrations of power? 
In investigating these questions, further research will benefit from a stress on 

norms, practices and underlying orders that a polycentric lens on governing 
draws attention to. Polycentricism usefully alerts us to how the distribution of 
‘distributed data governance’ is continually shaped by underlying structures, as 
well as by norms and practices whose inner workings and interrelations are 
becoming increasingly complex and difficult for even the most socio-technically 
attuned research to navigate. Polycentric frameworks, generally, can help to 
pierce through the widespread hype surrounding techno-experimentation in a 
hyper-capitalist age. On-going research will do well to draw on insights from 
polycentricism in heeding Herian’s (2018) call to consider experimentation 
against the “backdrop of continuing struggles to achieve meaningful and stable 
regulation and governance over commercial platforms, within networks, and in 
consideration of interoperability and the broader architecture of the Internet”. 

Notes 

1 Experian’s 2017 server breach exposed personal and transactional data on almost 
half of the US population over a period of three months. 

2 Most famously Barlow (1996) but also for instance https://dci.mit.edu/decentra 
lizedweb. 

3	 For instance, Nakamoto’s response that the underlying Bitcoin “proof-of-work chain 
is how all the synchronisation, distributed database and global view problems you’ve 
asked about are solved” (cited in Champagne 2014: 69). 

4 A more elaborate history of these “pirate cultures” can be found in Brunton (2019). 
5 White papers are promotional documents largely intended for marketing to investors 

but that also wax lyrically about their philosophical grounding. 
6 See Monsees (2019: 62) for a detailed description of public key cryptography. 
7 These alternatives have struggled to scale and overcome tensions with capitalist 

counterparts (Dallyn and Frenzel 2021). 
8 www.womenscoin.com. 
9 https://cryptochicksacademy.com see also https://blockchainbywomen.com and http 

s://globalwomeninblockchain.org. 
10 For an intersectional analysis of cryptocurrency see Henshaw (2022). 
11 A marine animal theme is typically used to categorise large holders of BTC. Those 

possessing around 1000 BTC are known as sharks, those with around 5000 BTC as 
whales, and those with more than 5000 BTC are humpbacks. A January 2021 

https://dci.mit.edu/
www.womenscoin.com
https://cryptochicksacademy.com
https://blockchainbywomen.com
https://dci.mit.edu/
https://globalwomeninblockchain.org
https://globalwomeninblockchain.org
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estimate found these three categories to add up to more than a third of the Bitcoin 
network, at 13.3%, 18.4% and 6.6%, respectively (Schultze-Kraft 2021). 

12	 https://dcgco.medium.com/bitcoin-scaling-agreement-at-consensus-2017-133521fe9a77. 
13	 For a list up see https://bravenewcoin.com/insights/36-bitcoin-exchanges-that-a 

re-no-longer-with-us. 
14	 For an overview see www.theblockcrypto.com/data/decentralized-finance/dex-non

custodial. 
15	 Including with ‘cross-chain interoperability’ projects proposing bridges between 

increasingly concentrated blockchains and non-blockchain activities. Yet even here 
projects such as Polychain have been hacked, losing some $12 million in 2021. 

16	 The “Ethereum Request for Comment” number 22. 
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POLYCENTRIC THEORY DIFFUSION 
AND AI GOVERNANCE 

Janet Hui Xue 

Introduction 

Discussion of the development and evolution of artificial intelligence (AI) tech
nologies tends to focus on big tech companies and the confrontational posi
tioning of the so-called powerhouses of AI technologies: the USA and China. 
However, their focus on either big tech or big countries risks oversimplifying 
the complexity of AI governance. Polycentricity’s focus on multiple centres of 
power and authority, this chapter argues, provides theoretical lenses through 
which to explain new features associated with using AI applications, such as 
distributed data networks across jurisdictions. The lens of polycentric govern
ance adds much-needed nuance concerning the use of digital data within 
human–machine co-existence. Stress on multiple centres of so-called AI hubs 
brings into focus a growing area of debate on how to redefine the roles of 
human beings in a digital world. In other words, polycentric governance may 
widen the debate over AI to the roles humans play in data-informed automated 
decision-making, human-robot in production lines, and algorithmic decision-
making based on chatbots. 

This chapter makes two contributions. First, it explains the attributes of 
polycentricity shaping the global implementation of AI technology. It highlights 
two levels of complexity – namely computing complexity and social complexity – 
caused by the features of multiple centres of power implementing AI technologies, 
as well as the tension between individual human beings’ interventions (e.g., the 
human in the loop) and automated decision-making. Second, the chapter argues 
that norms, code, laws, and markets in the development of an AI commons will 
aim to guide the development of technologies that maximise their social benefits to 
society at large instead of favouring a few corporations’ or governments’ interests. 
Polycentricity helps guide the empowerment of individuals to participate 
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cooperatively with the aim of reducing the risk of the concentration of power in a 
world in which the roles of humans are being redefined. 

1 Polycentric AI Governance 

The Bloomington School explains how polycentricity has three features: (1) 
multiple centres of semiautonomous decision-making; (2) the existence of a 
single system of rules (be they institutionally or culturally enforced); and (3) 
the existence of a spontaneous social order as the outcome of evolutionary 
competition between different ideas, methods, and ways of life (Aligica and 
Tarko 2011; Carlisle and Gruby 2017). In polycentric governance, there is no 
single decision centre with ultimate authority (Stephan et al. 2019), but 
instead multiple decision-making centres. The attributes of polycentric AI 
emerge as two key aspects: diverse definitions of AI and multiple centres of 
policy discourse. 

The attributes of polycentricity are first shown in definitions for AI emerging 
across communities. The dispersion of the technical definition-making process 
also reflects an attempt to order this technology, which builds a foundation for 
its formal governance. The term “artificial intelligence” is often used to describe 
many different things – from big data to data analytics to deep learning. Var
ious definitions of AI are used by several different communities, such as scien
tific communities, regulatory communities, and corporate communities. AI was 
originally quite broadly defined. John McCarthy (2007) described AI as “the 
science and engineering of making intelligent machines, especially intelligent 
computer programs.” However, discipline-based definitions limit the complexity 
of social realities. According to the High-Level Expert Group on AI of the 
European Commission: 

AI systems are software (and possibly also hardware) systems designed by 
humans that, given a complex goal, act in the physical or digital dimension 
by perceiving their environment through data acquisition, interpreting the 
collected structured or unstructured data, reasoning on the knowledge, or 
processing the information, derived from this data and deciding the best 
action(s) to take to achieve the given goal. 

(European Commission 2021, ft. 1) 

AI systems may consist of networks, data, computing power, and applications 
with features of “learning, reasoning, or modelling implemented with the tech
niques and approaches” (Council of the European Union 2021). Examples here 
are automated recommendation systems of communication, or remote bio
metrics access for identification management. The common attributes to certain 
AI systems, such as systems that include unsupervised machine learning (ML), 
reflect on what Polanyi called “self-coordination” (1951, p. 176) in the dynamic 
of a constantly evolving, “self-learning” system. A known problem for most 
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ML and AI technologies is their “black-box” nature, which means it is not 
possible generally to explain the characteristics of a model or its biases by 
inspecting the trained model or the algorithms used. One distinction is 
between systems that enforce rules as opposed to those making recommenda
tions; another is between systems that search for a match to input information as 
opposed to systems that classify information (Gorwa et al. 2020). ML can also 
be differentiated into systems that automate routine operations and systems 
that improve decision-making (Veale and Brass 2019). The different approa
ches of the algorithmic design and platform logic that embeds most of these 
ML models underscore the diverse rules, semi-autonomous decision-making 
centres, and to some extent some spontaneity in the organisation of these 
systems which account for the polycentric characteristics of the Bloomington 
School developed earlier. 

A second aspect of polycentricity in the emergence of AI are the multiple 
centres of policy discourse and of authority. Big companies have acted rapidly 
and have taken the lead in the conversation on ethical AI and responsible AI. 
For example, Microsoft’s Responsible AI Standard is a guide for building AI 
systems (Microsoft 2022). Even traditionally non-digital companies like IKEA 
are also taking a leap into digital transformation, which not only participates in 
developing ethical principles of developing AI but also dedicates efforts to 
operationalise the AI blueprint to its business model (Stackpole 2021). Interna
tional governmental organisations have begun to promote their policy frame
works. Standardisation bodies such as the International Organization for 
Standardization (ISO)/International Electrotechnical Commission (IEC), the 
Institute of Electrical and Electronics Engineers (IEEE), and the National Insti
tute of Standards and Technology (NIST) have introduced industrial develop
ment benchmarks for AI. In addition, numerous self-regulatory initiatives, such 
as the Global Partnership for AI, have also called for a more inclusive policy 
framework. Other international AI policy frameworks are prominent, including 
the AI principles agreed upon by the Organisation for Economic Co-operation 
and Development (OECD) members and subsequently adopted by the G20. Yet, 
the 142 United Nations (UN) Member States are not represented in many of 
these initiatives (Cihon et al. 2020). These countries often lack sufficient tech
nical capacity such as sophisticated digital infrastructure to support large-scale 
computing power, and they are also unable to leverage sufficient power to 
render their national interests visible within global policy schemes. 

UNESCO’s Recommendation on the Ethics of Artificial Intelligence, 
approved by 193 Member States in November 2021, is a landmark that has to a 
certain extent centralised some of the discursive dispersion and repetition of 
previous policy discussions. It aims to become an “ethical compass” as well as a 
“normative bedrock” for what is yet envisioned in an increasingly watchful 
environment on the advances of AI, for which from a polycentric perspective 
more visible and authoritative institutional actors are needed at a global and 
national level. 



226 Janet Hui Xue 

Furthermore, currently available policies mostly centre on consumer-based 
applications, but guidelines are still not available concerning the industrial use of 
these technologies, where human employees are also involved. In response to 
national AI strategies and international technical standards, organisations are still 
left on their own to attend to the implementation of these systems and they are 
centres of decision-making as such, configuring a diverse landscape of actors. 
While some leading corporations have made more explicit their rules and proce
dures about AI, and are advocating for self-regulation, smaller organisations and 
individuals affected by AI technologies are excluded from central debates. 

2 Attributes of the Polycentricity of “Personal Data” in AI 
Applications 

Developing AI demands constant data acquisition. This practice is not always 
aligned with and is even often in opposition to some basic principles of data 
governance worldwide, such as data minimisation, standardisation of the qual
ity of data, and transparency of data use. Personal data are valuable for devel
oping AI as a general-purpose technology for personalised services, such as the 
conversational AI, because personal data are used to identify, profile, and pre
dict users’ online or offline behaviours, facial expressions, and emotions. Users’ 
behavioural data are collected and distributed by multiple data centres. 

However, not all data related to a person are treated as personal data sub
ject to data protection laws. From a legal regulation perspective, identifiability 
is the critical feature for determining whether personal data are treated and 
protected under data protection laws, such as the General Data Protection 
Regulation (EU) 2016/679 (GDPR). According to Article 4(1) of GDPR, “per
sonal data” refers to any information relating to an identified or identifiable 
natural person (“data subject”) – a person who  can be identified, directly or 
indirectly, by reference to an identifier such as a name, an identification 
number, location data, an online identifier, or one or more factors specific to  
the physical, physiological, genetic, mental, economic, cultural, or social 
identity of that person. The legal definition also serves as a starting point to 
guide app developers in their application of privacy-preserving technology to 
minimise data collection and in the anonymisation of data to make such data 
subjects less identifiable. However, some circumstances may incentivise per
sonal data to be collected and used for the public interest, such as during a 
public health crisis like a pandemic. In a pandemic, users’ travel histories 
could be used to monitor whether they have come into contact with carriers of 
the disease or virus, perhaps in the form of heat maps tracking community 
mobility. Similarly, such applications can also be used to track energy con
sumption and medical facility supplies (e.g., vaccination distribution at the 
local level). AI also challenges traditional regulatory approaches based on 
distinguishing between “general personal data” (e.g., email addresses) and 
“sensitive personal data” (e.g., biometric data such as facial data). 
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TABLE 13.1 Key attributes of the polycentricity of “personal data” in AI applications 

Complexity Classifying Processing data Sense-making Intelligence 
of reality data 

Computing Structured Cleaning data Big data analy Digital identity 
complexity data Converting data to tics Digital profiles 

Unstruc the right format Machine learn Semi-autono
tured data Clearing and toke ing mous/fully 

nising data Deep learning autonomous 
Labelling data conversation/ 
Modelling data work–life man

agement 
Augmented digi
tal life 

Social Structured Quantified Cultural tribes Code 
complexity social reali Measured Political opi Laws 

ties Predictable nion Markets 
Unstruc Racial hatred Community Norms 
tured social Augmented disin formulation 
realities formation 

Ideological division 
Social 
transformation 

Traditional approaches to governing data use tend to focus on compliance 
within their jurisdictions. However, jurisdiction-focused compliance is not 
compatible with the features of data stored and processed across national bor
ders for AI applications. Analysing nuanced interpretations of laws in an 
applicable context becomes increasingly challenging in terms of reaching a 
mutual understanding between legislators and legal practitioners, engineers, and 
citizens. These difficulties lie in the complexity of computing on top of the 
complexity of social reality because the data used in AI applications are now 
distributed to more diverse digital agents than ever before. 

The polycentric nature of data use in AI applications massively varies among 
dataset formats, and their existence in distributed data centres across jurisdic
tions introduces more problems in terms of governing AI applications. While 
scrutinising the details of polycentric diffusion that are featured in data use 
within AI applications, this section highlights complexities at two levels: com
puting complexity and social complexity. These are summarised in Table 13.1. 

2.1 Computing Complexity 

Computing complexity refers to situations dealing with vast datasets and 
diverse approaches to analysing enormous volumes of digital data. The com
plexity normally occurs in four processes: classifying data, processing data, 
sense-making, and intelligence. Regarding classifying data, categorising data in 
different forms – text, image, video, and voice –can be automatically generated 
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into or from expressions of emotion by using sentiment analysis or by under
standing online behaviour. Future AI applications could use new types of com
puting data to offer users immersive, composite experiences through emerging 
technologies such as virtual reality, augmented reality, and mixed reality 
(Reiners et al. 2021). Very broadly, such data exist in two forms: structured and 
unstructured. While structured data are highly organised and are easily deci
pherable by ML algorithms, it is not easy to apply ML to unstructured data 
such as the text generated via chatbots. 

Furthermore, processing of data, including clearing, labelling, and tokenising 
data, occurs before data are ready to meet the specific requirements of ML 
goals. This preparation is critical for the next stage of making sense of data. 
ML processes could lead to innovative ideas or intelligent solutions based on 
systematic evaluations and predictions rather than using discrete, observed 
inputs. Compared to widely distributed digital sensors that collect and transmit 
data at low cost, the real challenge of computing complexity is sensitively 
adapting such data to local norms and to local social and cultural traditions. 
An example is the predication of the possibility of a patient having skin cancer 
based on ML comparing the patient’s medical imaging with a database of skin 
cancer images. 

The four processes of complexity described above mean that AI applications 
constantly challenge the legal meaning of the “identification of an individual” 
through their definition of personal data within data protection laws, and they 
may even breach users’ rights. Both industry and governments are still in the pro
cess of operationalising non-identifiable data use in practice. The simple reason for 
this is that AI applications introduce challenges to common principles of data 
governance such as data minimisation, informed consent, and transparency of data 
use. Attempts by regulators to increase user protection based on these principles 
have often proved ineffective. Companies are driven to use automatic means to 
maximise data collection and to capitalise on data, and this process is exacerbated 
in business models built on monetising data (Xue 2022). 

By contrast, technology companies are fighting to harvest more data across 
more sectoral fields, even though these data may not yet be used in their current 
products and services. Although some AI applications aim to recognise patterns 
instead of re-identifying individuals, they can still reinforce algorithmic vulner
ability in certain social groups that are proportionally unrepresented in a pre-
designed database or predesigned algorithm (Pasquale 2015). 

One typical governance problem which arises from the existence of multiple 
centres of power is that a single mistake made during development may be 
repeated millions of times due to automation, while no good way to trace the 
error data points. The compromised data sources as such can cause long-term 
algorithmic vulnerability in groups of individuals who are at risk of group 
profiling and thus unfair treatment (Xue 2021). Such algorithms can be designed 
and used to target individuals for commercial purposes. AI technology can scale 
up personalisation at even lower costs and at rapid speed based on “individual 
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profiling” or “group profiling” (Wachter 2020). Furthermore, even when the 
design of an ML algorithm aims to recognise patterns instead of re-identifying 
individuals, the capability of such an algorithm to predict the behaviours of 
groups of individuals and make automatic decisions without their consent (e.g., 
bank loans or health insurance) can cause harm to groups of individuals at 
scale. Obtaining such consent is impossible in most cases when data are col
lected from a public space. 

2.2 Social Complexity 

Despite the growth of advanced technologies to preserve and analyse massive 
amounts of data, AI technologies may introduce a more chaotic order, reshap
ing the existing power dynamic currently concentrated in a few hands. They 
also reveal new solutions that allow more actors to participate in governing 
processes and to benefit from their social value. Effective governing of digital 
data often depends on the consequences of the interplay between many social 
complexity factors. “Social complexity” refers to the fact that individuals fre
quently interact in many different contexts (cultural environment, political opi
nion, see Table 13.1) with many diverse individuals, and often they repeatedly 
have exchanges with many of the same individuals over time (Freeberg et al. 
2012). For analytical convenience, this can be understood in both a structured 
and an unstructured way (Ostrom 2010) – social complexity arises because of 
organisational culture, market dynamics, and operational processes, increasing 
the challenges faced when processing these data. The reality is that while pre
vailing AI applications bring people together to communicate with each other, 
they also divide people along lines of language and cultural values, beliefs, and 
interests (Scholte 2021b). 

I used the structured complexity for analytical consistency in comparison 
with structured complexity of data as mentioned in Section 2.1. In my work 
“structured complexity” means that organisations function in a mixed structure 
when allocating resources, coordinating nodes, and implementing operations. In 
this chapter, this term refers to the social structural change associated with 
growing human–machine co-existence, not only in the workforce, but also as 
life mates. For example, the European Union (EU) is preparing to adapt its 
technical infrastructure and coordinating mechanisms across organisations to 
ensure that digital services are ready to enable EU residents to access digital 
healthcare services with equal convenience across the EU. The traditional 
organisational structure that consists of hospitals, general practitioner net
works, and pharmacies may be greatly changed in their staffing and work types, 
evolving towards a new system of human–robotic collaboration, consisting of 
telehealth, social robot care, and AI-aided self-care management. The COVID
19 pandemic has accelerated such demands, requiring that this transformation 
rapidly takes place. An example from this pandemic was Our World in Data, 
developed by the Oxford School of Government, which provided online 
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tracking and analytics of the timely reporting of cases of COVID-19. This 
helped policymakers to develop vaccination strategies (Oxford University n.d.). 
Processing such data may revitalise traditional institutions, such as the World 
Bank, and different national statistical offices and think tanks which aim to use 
and reuse data to understand the global population, manage local traffic, better 
utilise water resources, and improve “smart” neighbourhoods, to mention but a 
few examples. 

By contrast, unstructured complexity may be embedded in policy diffusion 
(Koinova et al. 2021). Governing the use of personal data by AI is more than a 
technical or economic question; it also involves ideological competition and the 
negotiation of cultural interests. The fragmentation (Biermann et al. 2009) of 
several ideologies, such as technocracy and central planning-based forms of 
socialism, may reinforce the existing digital divide between and within the 
Global North and Global South. Research shows that algorithmic fairness as 
understood within Western norms is not easily translated to, for example, the 
cultural values of people from India (Sambasivan et al. 2021). Furthermore, 
when we accept common ethical principles such as transparency and fairness, 
the gap between perceptions and enforceability may increase due to the process 
of implementing these policies in local contexts. For instance, collecting perso
nal data for the purposes of overcoming public crises should be proportionate 
and always involve thinking ahead about exit plans to end such use when these 
crises end. However, preventing the repurposing of massive, valuable datasets is 
not an easy task. 

Being aware of social complexity does not guarantee a fairer representation of 
ML network design, nor a lower risk of social exclusion. Nevertheless, it is helpful 
to have such an awareness during development and before the designing of a 
technical system. An algorithmic impact assessment follows this approach to help 
companies consider their social impacts during the early stages of development and 
to help them incorporate greater social consideration into their business structures. 
Such assessments help companies consider where best to position humans in the 
loop to make the most sense of data, thereby enabling human self-realisation and 
not devaluing human abilities (Floridi et al. 2018). 

For instance, a company such as Mercedes uses human–machine teams – 
so-called cobots – to customise their production of cars to cater to each 
customer’s personal preferences. In the plant, working with human beings, the 
cobots can be reprogrammed easily using a tablet, allowing them to handle different 
tasks depending on changes in the workflow through the digitising of vehicle pro
duction in response to the real-time data records of dealerships and changes of 
components. Similar situations to this raise questions as to whether we should use 
algorithms to determine the “employability” of humans based on pseudoscientific 
analyses of human work records. As non-governmental organisations, govern
ments, and activity groups must rely on the data or even the data analytics provided 
by big corporations, at least for the foreseeable future, an approach must be found 
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to mitigate the biases generated from datasets, ML algorithms, and data analytics 
for public purposes such as upskilling and preparing the future workforce. 

Such a situation is even more striking when we think that many Global South 
countries are absent from the current global AI policy map (Cihon et al. 2020). 
While many Global South countries have actively embraced AI applications, 
and many have even adopted data privacy laws, this does not mean that these 
populations and the diverse social values and subcultures they represent are 
included in databases. When companies from the Global North or even those 
from the Global South deploy AI technologies, insufficient resources are avail
able to protect marginalised people. The COVID-19 pandemic brings in addi
tional examples when several countries used AI-empowered applications to read 
X-ray images, such as the AI Based Intelligent COVID-19 detector Technology 
for Medical Assistance (ATMAN) in India (Ministry of Defence, Government 
of India 2020). 

3 Revisiting the Debate on “Code, Laws, Norms, and Markets” 
From a Polycentric Perspective 

Scholte (2021b) substantiated the “ordered chaos” of the current tech scene to 
norms, practices, and underlying orders as the three “systemic ordering forces.” 
This section discusses how “code” and “laws” can be implemented when deal
ing with human–machine collaborative governance against the division between 
Global North and Global South. Such a combination in regulation creates 
underlying demands to implement existing technical standards, interrelating the 
meaning of existing laws and demonstrating the counter-power of previously 
either human-dominant or machine-dominant discursive practices across differ
ent societies. These complexities, as explained in the previous sections, may 
force self-coordination in the self-learning of future AI systems. 

Each regulatory approach identified in the seminal work of Lawrence Lessig 
(1999) – laws, code, markets, and norms – has its strengths and limitations 
regarding the initiation, accumulation, and implementation of symbolic power 
resources. Each of these four regulatory approaches represents different norms, 
actors, and sometimes overlapping centres of authority, following polycentric 
2.0 perspectives outlined in the introduction to this volume. Law, codes, mar
kets, and norms may also be considered as systemic ordering forces, each with 
their own distinct, but also coinciding normative background, repertoire of 
practices, and underlying orders as developed by Scholte (2021b) and discussed 
in other chapters in this volume (see Chapter 12 and Chapter 11, this volume). 
What Lessig’s conceptualisation allows for is an imbrication of polycentricity 
2.0 and 3.0, which will be discussed in the next paragraphs of this last section 
in the case of AI governance and data. 

Generally speaking, law faces enormous difficulties in AI regulation due to 
the high cost of implementation and the uncertainty regarding the interpretation 
of the conditions to apply for each legal term. National laws have certain 
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advantages in this regard. A unified framework may offer a solution by pooling 
sovereignty to create standards that support effective code and protect users’ 
rights. National laws acknowledge a legal foundation that empowers indivi
duals to control data about themselves, to access information, or to express 
their opinions freely, such as by promoting privacy-enhancing technologies 
nationwide. However, when old rules are applied in new scenarios, such as 
automated decision-making in judiciary systems, judges need to understand 
these applications of AI and make sense of such automated processes. Reiden
berg’s research has focused on the constitutionalisation of neutral technology, 
implying that regulating this digital architecture requires compatible law (Rei
denberg 1997). Although many regulatory technologies are available for deter
mining the outcomes of cases automatically, a judiciary is still required to 
interpret the law in such a way that preserves meaning by mapping the law 
from one technology to another. 

Another common view involves questioning whether territory-based national 
laws can be well implemented in non-territorial cyberspace, where data flow 
across borders every second. While legal institutions are made to last, economic 
institutions are designed for rapid adaptation to changing economic and tech
nological realities. Uncertainties occur at three levels in the translation and 
interpretation of symbolic exchanges. The highest level of uncertainty resides in 
what Lasswell (1948) called “symbolic exchange,” which eventually adds up to 
social complexity. Symbolic exchanges at the highest level of abstraction in a 
system of laws and policies are: (1) some standard, goal, or set of values against 
which perceptions of what is happening within the environment to be con
trolled are compared through (2) some mechanism of monitoring or feedback, 
which in turn triggers (3) some form of action that attempts to align the con
trolled variables as they are perceived by monitoring the implementation com
ponent along with the goal component. 

Regulation by code increasingly prevails not only in the private sector but 
also in the public sector. Governments use code-based rules and algorithmic 
ML to determine national tax declarations in tax offices, to process Medicare, 
and to predict jail sentences or crime rates. The term “code” here refers to 
software code (i.e., code developed through computer programming). National 
laws can also take power away from particular groups of people, such as by 
making certain privacy-related transactions illegal. Laws can send signals 
emphasising the importance of the traceability, accessibility, and accuracy of 
stored data. New principles that lay out the rules regarding liability, account
ability, transparency, and explicability, for example, may be translated into 
future laws that are more compatible with AI technologies. Consequently, 
engineers can translate these legal requirements into code that is used to define 
the technical systems, software, or architecture of AI applications. Code can be 
used to program the setting of an AI application in order to improve the capa
cities of individuals to control certain types of their data. 
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Lessig (1999) saw two regulatory regimes – code and law – that compete with 
each other. Some scholars view code differently from the law; they see code as 
having originated in market behaviour and reflecting the spirit of liberty (Cohen 
2012). By contrast, other scholars see code as metaphorically equal to law; they 
believe that code lays the foundations of the digital architecture of control as an 
extra-legal regime. However, these two views might not solve the problems 
relating to the competing interests of different actors. As Lessig asserted, 
“cyberspace is regulated by its code.” However, the internal forces exerted by 
code might not be independent of external forces, such as laws. The possibi
lities and constraints that cyberspace affords users are rooted in particular 
values. The code embedded in the programs, protocols, and platforms that 
make up online social life is subject to the regulation of site builders and 
owners. Evidence shows that it is not easy either to translate code into law to 
address new social justice issues or to execute law in code to improve reg
ulatory efficiency. Smart contracts, on the one hand, can scale up processes of 
online dispute resolution; on the other hand, such processes carry risks of per
petuating mistakes, such as unfair treatment and incorrect reasoning, which 
require the intervention of a human arbitrator (Xue and Holz 2019). In this 
respect, using code-driven automatic regulatory approaches to execute current 
laws does not necessarily guarantee efficiency. Often, automated decision-
making increases complexity at all levels. Once the decision is triggered and 
proceeds, it is not easy to reverse it. 

Often, humans face a challenging situation of there being no flaws in the 
technical design of code which nonetheless has profound, large-scale social 
implications. Scandals lead us to question whether we should include sensitive 
data such as nationality in all databases and to consider how best to design an 
algorithm to process data related to nationality in order to assess an indivi
dual’s tax declaration. In December 2021, the Dutch Data Protection Authority 
(Autoriteit Persoonsgegevens) announced a fine of €2.75 million against the Tax 
and Customs Administration because it unnecessarily processed the nationality 
of applicants using an ML algorithm to combat fraud. The Tax and Customs 
Administration used the nationality of applicants as an indicator in a system 
that automatically designated specific applications as “high risk.” The Tax and 
Customs Administration focused their attention on people with “a non-Western 
appearance,” and those of Turkish or Moroccan nationality in particular. Using 
such an algorithm automatically singled out people with these parameters and 
labelled them as having a higher risk score in the childcare benefits system, 
preventing them from claiming the childcare benefits they deserved. 

Such risks can cross national boundaries due to global market forces. Com
mercial innovation, combined with the global promotion of technical standards 
facilitated by code, constantly challenges the constraints put in place by 
domestic laws through the goal of relaxing regulation. The commercial forces 
underlined by code mediate and formalise user behaviours. Facebook (now 
rebranded as Meta) shows how code can change social norms by mediating 
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daily online social behaviours. Online exchanges influence people’s perceptions 
of what behaviours are expected as norms amongst their “imagined audiences” 
(Marwick and Boyd 2011), including their views on data subject rights, digital 
identity, information sharing, and approaches to dealing with machine agents. 

Final Words 

This chapter brought together different strands of polycentric governance lit
erature to understand a rapidly shifting landscape of AI governance. Many 
problems surrounding the governance of AI emerge due to issues with data: its 
origins, the types of actors and their decisions, as well as the effects of this data 
for algorithmic governance, among other issues. Yet, against the backdrop of 
these tensions and omissions, polycentric theories and the socio-legal cyberspace 
regulatory approaches of Lessig can bring some greater coherence to a rapidly 
moving thematic, technological, and institutional environment surrounding AI. 
The analysis of Lessig’s four regulatory modalities, traditional to cyberspace 
governance debates with the main categorisations of the Bloomington School of 
polycentric governance and the more fluid and global perspectives of polycentric 
theorising (Koinova et al. 2021), all suggest that there are many ways in which 
regulatory approaches can help understand AI tensions by stressing the sources 
of power that shape these debates. 
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14 
CONCLUSION 

The End of a Beginning 

Carolina Aguerre, Malcolm Campbell-Verduyn and Jan Aart 
Scholte 

Introduction 

This concluding chapter summarizes how polycentric perspectives offer a rich 
interdisciplinary understanding of governing digital data. We consolidate the 
main insights and contributions gained across the book’s studies of diverse 
sectors of activity and diverse jurisdictions worldwide. We finish with sugges
tions for further research both on digital data governance and on polycentric 
approaches to global cooperation more generally. Overall, we see that poly
centric perspectives are not a singular theory to steer analysis of, and prescrip
tions for, digital data governance. Rather, polycentric approaches allow us to 
compare and bring into conversation diverse perspectives, thereby offering 
potentials for a deeper synthetic knowledge. 

Through a unifying focus on polycentricity, the book has brought together 
academic fields that understand data and their governance quite differently. Singly 
and in combination, this set of perspectives clarifies a growing variety of actors, 
structures, and processes at subnational, national, regional, and global levels that 
crucially shape digital data governance. Polycentricism generally provides 
nuanced ways to understand this complexity (Gadinger and Scholte, 2023; 
Scholte, 2017). It provides a set of perspectives to navigate the many debates 
around digital data governance, helping to establish what digital data governance 
currently involves, as well as what it could be and should become in the future. 

Key Contributions of this Volume 

Turning to more specific contributions, the following section highlights three 
main innovations that this book brings to knowledge (and by extension policy) 
concerning digital data governance. The first overarching contribution, already 
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broached above, has been bringing polycentric perspectives to bear on a more
encompassing understanding of digital data governance. The second major
contribution has been to underline power hierarchies coexisting with, and
shaping, the diffusion and fluidity in polycentric governing of digital data. The
third central contribution of this volume has been to promote policy diversity in
the practice of digital data governance.

Promoting Synthetic Knowledge

This book has built on the notion of polycentrism to draw together highly
varying understandings of digital data governance. As we saw in the intro-
ductory chapter, the concept of polycentrism has evolved over time, starting
with the generic insight of Michael Polanyi, moving on to the political
economy conceptions of the Bloomington School, and recently developing
the theme of ‘ordered chaos’, where deeper structures bring considerable
regularity to institutional messiness. Yet all variants of the concept have, in
their different ways, emphasized that governance is diffuse and complex
across multiple sites and layers.

Given that the concept has this openness and malleability, a focus on poly-
centrism has allowed this volume to bring together highly diverse perspectives
on digital data governance. In its general formulation, the idea of polycentrism
highlights certain broad attributes (transscalarity, transsectorality, diffusion,
fluidity, overlapping mandates, ambiguous lines of command, no final arbiter)
that a wide range of approaches perceive in contemporary governance. These
arguments may diverge in their more detailed analyses – indeed, sometimes
quite considerably – but these broad defining features of polycentrism offer a
common starting point for comparisons, conversations, and potentially, also,
combinations of approaches.

Such potentials for fruitful exchange and synthesis are illustrated within
and between a number of the book’s chapters. For example, Raymond and
Shackelford (Chapter 2) in elaborating a Bloomington School perspective on
polycentric governing of digital data do not pursue an inward-looking con-
versation that is limited to the School itself, but rather develop an outward-
looking engagement with other perspectives on complex governance. Li and
Yang (Chapter 7) take a more generic institutionalist approach to poly-
centrism in their examination of data protection regimes. Meanwhile, Igle-
sias Keller and Martins dos Santos (Chapter 9) with their exploration of the
regulation of disinformation adopt a more ‘ordered chaos’ perspective on
polycentrism, in the process combining insights from legal knowledge, poli-
tical analysis, and science and technology studies. Even when eschewing the
term ‘polycentrism’, Aaronson (Chapter 8) develops ideas of ‘patchwork’
that readily speak to other analyses in the volume. In all of these cases and
more, the concept of polycentrism invites larger conversations and more
encompassing understandings.
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Spotlighting Power 

A second main innovation of this book has been to reveal that governance of 
digital data is not so horizontal and flat as some interpretations of polycentrism 
might suggest. The fact that polycentric governing is diffuse (scattered) and 
fluid (unsettled) does not mean that it lacks power hierarchies. On the contrary, 
the various studies in this volume have repeatedly indicated that the absence of 
unified and centralized regulatory arrangements for digital data does not 
remove relations of dominance and subordination. Specific actors, norms, 
practices, and underlying orders have more power than others in digital data 
governance – with important and potentially negative consequences for coop
eration, democracy, effectiveness, and fairness. 

Several chapters in this volume – including those by Medzini and Epstein, Li 
and Yang, and Iglesias Keller and Martins dos Santos – have emphasized efforts 
by state authorities to assert more regulatory power in the digital data domain. 
Rodima-Taylor (Chapter 5) shows how platformization and datafication 
involve both corporate and state power, increase subordination of the Global 
South, and prompt grassroots resistance around data rights. Campbell-Verduyn 
(Chapter 12) traces how forms of distributed data governance in ongoing 
experiments with blockchain technologies have (inadvertently) reproduced and 
extended the very concentrations of power they arose to counter. Xue (Chapter 
13) further highlights hierarchies in both state and corporate power across the 
polycentric governance of artificial intelligence. This volume has repeatedly 
shone a spotlight on the ubiquity of power hierarchies through polycentric 
perspectives on the governance of digital data. 

Embracing Policy Diversity 

The third main contribution of this book has been to welcome a variety of 
policy approaches to digital data governance. Prevailing tendencies in global 
governance research and practice seek to achieve uniformity in regulatory 
arrangements across the world. In contrast, this volume has eschewed a single 
normative framework, rejecting one-size-fits-all understandings and instead 
embracing a multiplicity of possible governance arrangements for digital data. 

Illustrating this point, Verhulst (Chapter 6) urges that digital data governance 
should develop from questions rather than assertions, thereby inviting multiple 
rather than singular answers to regulatory challenges. Medzini and Epstein 
(Chapter 10) highlight how broadly shared norms for digital data governance 
can be developed on different lines in different national contexts. Rocha da 
Siqueira and Ramalho (Chapter 4) critique the predominantly extractive char
acter of existing digital data governance, even when it is motivated by well-
intended objectives such as the Sustainable Development Goals of the 2030 
Agenda. They urge a fundamental rethinking of policies so as to empower 
marginalized communities and achieve more systemic justice. 



In sum, the three main innovations of this book have all foregrounded poly-
centric perspectives not as a singular analytical and normative approach to steer
digital data across varying spaces and scales of governance. Rather, polycentric
perspectives allow us to develop conversations among a variety of explanatory
frameworks as well as different normative prescriptions suited for democratic
concerns.

Research Paths Ahead

This book has provided in-depth analyses of a broad spectrum of specific pro-
blems in digital data governance, making the trio of general contributions ela-
borated above. Still, no volume can on its own fully cover all the issues at
stake. More remains to be explored in further research. The following final
paragraphs identify four avenues for future work, related respectively to multi-
stakeholderism, sociological theory, temporality, and normative concerns.

Regarding multistakeholderism, future research can fruitfully further probe
the relationship between polycentrism and multistakeholder initiatives. Whereas
polycentrism concerns a multiplicity of sites within a regulatory complex, mul-
tistakeholderism involves a multiplicity of constituencies within a single reg-
ulatory institution. To that extent, polycentrism and multistakeholderism are
respectively macro and micro versions of governance arrangements marked by
transscalarity, transsectorality, diffusion, fluidity, overlapping mandates,
ambiguous hierarchies, and the absence of a final arbiter. Indeed, many indivi-
dual sites within today’s polycentric complexes of digital data governance have
a multistakeholder character. Examples include standard-setting mechanisms,
infrastructure projects for blockchain data in Latin America (LACNet), cloud
services in Europe (GAIA-X), and data platforms (such as AgriData in Senegal
and Citizens’ Biometric Councils in the UK). An important path for future
research is to explore such macro-micro relationships to better understand, for
example, how polycentrism and growing multistakeholderism might be
mutually reinforcing trends.

Regarding sociological theory, future research on digital data governance
could also benefit from drawing on practice theories and global political
sociology theories. While contributions to this volume have underlined how
polycentric governance occurs through social structures as well as through
actors (inter alia in Chapters 3, 9, and 12), much more can be gained from
tracing how everyday practices (as micro structures) and larger systemic pat-
terns (as macro structures) interact in ordering digital data in contemporary
society. Practice theories can further elucidate informal features within poly-
centric governing: for instance, around behavioural routines (such as crowd-
sourcing initiatives) and discourses (such as talk about ‘digital sovereignty’).
Global political sociology can help to show how the micro connects and works
through larger social forces in digital data governance, such as capitalism, core-
periphery relations, a hegemonic state, and patriarchy.
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Regarding temporality, further research on polycentrism in digital data gov
ernance can bolster this volume’s attention to scales, local to global, by further 
exploring questions of time. A stress on temporality involves both future-
oriented and historically sensitive analysis, placing present trends in medium-
and longer-term perspectives. Even though digital data technologies emerged 
relatively recently, many of the organizations, norms, practices, and macro 
structures that govern them have deeper historical roots. Temporality also fig
ures around digital data in terms of the sheer speed of their processing and 
circulation, where control of that speed constitutes a major source of power 
(Virilio 1996). Timewise, too, policy struggles to keep up with the high speed at 
which digital data technologies develop. Could demands for fast policy action 
also risk to compromise time-consuming democratic deliberation? 

Two explicitly normative questions can also guide further research on 
polycentric digital data governance. One relates to the implications of poly-
centrism for democracy in the governance of digital data. From Michael 
Polanyi onwards – and in many of this volume’s chapters – a presumption has 
held that the decentralized character of polycentrism enhances democracy. Yet 
today’s polycentric governing of digital data includes many authoritarian 
players. Meanwhile, liberal regimes also often curtail or bypass democratic 
processes in making rules for digital activities. Democratic access, transpar
ency, and accountability are all themes that need to figure more centrally in 
the analysis of purportedly ‘bottom-up’ multistakeholder processes, as well as 
larger polycentric networks. 

A second normative concern that deserves greater attention going forward 
relates to knowledge power and risks of epistemicide (i.e., the death of certain 
kinds of understanding) through digital data governance. Online spaces are 
often celebrated as being open to all perspectives. Yet digital data governance 
may – whether by design or, more usually, through subtle workings of struc
tural power – favour dominant ways of knowing (such as Western rationalism) 
and marginalize and silence others (such as indigenous life-worlds). Addition
ally, the notion of data justice (Taylor, 2017) foregrounds the need to address 
more squarely structural inequalities in the production and use of knowledge in 
digital data. 

In ending this beginning of what we hope will be growing interdisciplinary 
research on digital data governance, we have outlined four issues for future 
work. Additional questions undoubtedly exist. Our hope is that this volume’s 
bringing together of polycentric perspectives to study digital data governance is 
a start and not the end of a fruitful endeavour. 
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