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1 INTRODUCTION 
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1.1 Van der Waals materials 
Graphene, a material consisting of carbon atoms arranged in a planar hexagonal lattice, exhibits 
many mechanical and electronic properties intrinsically linked to its two-dimensional (2D) 
nature. Although monolayer graphene is only one atom thick, it is surprisingly strong [1–3], 
making it ideal as a membrane for electron microscopy. The mechanical strength comes from 
the covalent bonds between the carbon atoms, that naturally all occur in a plane. Furthermore, 
the electronic properties resulting from the 2D honeycomb structure are remarkable: the band 
structure of graphene has a linear dispersion relation at the Fermi level, also called a photon-
like dispersion [4]. In other words, the electrons have zero effective mass.  

When going from one layer of graphene to two layers, i.e., bilayer graphene, even more 
interesting electronic properties may occur. In the natural stacking, where the second hexagonal 
lattice is shifted by half a diagonal of the hexagon (AB or Bernal stacking), the valence and 
conduction band avoid each other parabolically (zero bandgap semiconductor) [5]. However, 
when stacking two graphene layers with a twist angle of approximately 1.1∘, called the magic 
angle, such ‘twisted bilayer graphene’ (TBG) was shown to be superconducting [6]. The 
associated flat bands [7] are a result of the larger moiré superlattice forming due to the twist 
and were predicted for certain, magic angles only [8].  

The crucial step towards graphene research was to separate single graphene layers from the 
mother material graphite by the so-called ‘scotch-tape exfoliation’ method [9]. Graphite can be 
seen as a crystal in which many graphene layers are on top of each other, with a weak, van der 
Waals coupling between these layers. Therefore, layers of graphene can be pulled apart from 
the graphite by sticking scotch tape to the top and bottom. By iteratively applying this scotch-
tape exfoliation method the first monolayer graphene samples were produced from graphite, a 
method that led to the Physics Nobel prize for Geim and Novoselov.  

Graphene is not the only material that can be thinned down to single layers; there is an entire 
family. Such materials, that only have relatively weak van der Waals bonds between well-
defined layers and covalent bonds within the layers, are known as the class of van der Waals 
(vdW) materials. Van der Waals materials come in different forms, varying from graphene, 
with a purely planar structure and only carbon atoms, to more complicated structures containing 
several atomic species per unit layer.  

The electrical properties of vdW materials strongly depend on the number of layers. For 
example, a monolayer of molybdenum disulfide (MoS2) is a direct band gap semiconductor, 
but a MoS2 multilayer has an indirect band gap. Furthermore, the low defect density (per area) 
makes few-layer materials suitable as single photon emitters [10]. Imaging 2D materials with 
low energy electrons will allow us to identify sample areas of different composition and band 
structure, that typically form in the growth and fabrication process.  

The systems studied in this thesis are sketched in Figure 1.1. They reach from the conducting 
graphene (a), via the insulating hexagonal boron nitride (hBN, b) consisting of two elements in 
the same plane, to semiconducting molybdenum disulfide (MoS2, c), a so-called transition metal 
dichalcogenide, or TMD. The materials in Figure 1.1 all share a 2D honeycomb structure. Out 
of plane, these layers can be arranged differently, with the preferred atomic orientation shown 
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in the bottom row. MoS2 is different from graphene and hBN, as the atoms in a unit layer are 
still arranged in different atomic sheets, with the Mo plane sandwiched between the S plane. 
This also allows for more variations in vertical stacking, known as polytypes, with the 2H 
polytype (Mo atoms and S atoms alternating in-plane positions each layer) being the most 
stable.  

Figure 1.1: Atomic lattices of the two-dimensional materials studied in this thesis: graphene (a), 
hexagonal boron nitride (hBN, b), molybdenum disulfide (MoS2, c) and a heterostack (d) of hexagonal 
boron nitride on top of graphene. The top row shows the in-plane structure. Note that only one layer 
is shown for the crystals a-c, whereas one layer of graphene and one layer of hBN is shown for the 
heterostack (d). The bottom row shows a side view of two layers. For the graphene, hBN and MoS2 
the preferred stacking order is shown. 

By stacking layers of van der Waals materials, one can create materials that do not occur in 
nature. The resulting stack will thus have (electronic) material properties that differ from the 
original material(s). This is to some extent comparable to a reaction in chemistry, but easily 
reversible as the layers could be peeled apart again, the interaction between layers being 
relatively weak. After seeing the diversity of phenomena enabled by stacking two graphene 
layers, we can only imagine the rich possibilities of combining different van der Waals 
materials layer by layer.  

In Figure 1.1d, a heterostack of hBN on graphene breaking the top-down symmetry of the 
system is shown. The graphene-hBN heterostack is common in experiments, as a hBN substrate 
is used for its insulating and flatness properties in device fabrication. Typically, the twist angle, 
randomly chosen in Fig. 1.1d, is not controlled. Part of the emergent electronic band structure 
of such a heterostack is investigated in Chapter 4.  

1.2 Probing van der Waals materials with electrons 
In this thesis, we will probe van der Waals materials using low energy electrons that have an 
energy range of about 0-50 eV. The basic experiment is shown in Figure 1.2: Electrons with a 
tunable energy 𝐸𝐸  (above the vacuum energy) are directed towards the sample, e.g., a 
freestanding bilayer of MoS2 as depicted in Figure 1.2. The electrons hit the sample at 
perpendicular incidence to the surface. Then the electron waves are either transmitted or 
reflected with a certain probability strongly depending on the electron energy. We note that the 
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point where the electrons are reflected is not well defined (like the arrow in Fig. 1.2 may 
suggest), as the scattering process is quantum mechanical. In practice, some electrons will also 
be scattered inelastically and/or absorbed by the material. 

Figure 1.2: The basic idea of a reflection/transmission experiment with low-energy electrons. 
Electrons traveling in a vacuum are directed towards a few-layered sample. The electrons hit the 
sample (at perpendicular incidence to the 2D planes). The electron flux is partially reflected and 
partially transmitted.

In terms of experimental techniques, imaging the reflected electrons is known as low energy 
electron microscopy (LEEM) and imaging the transmitted electrons is named electron Volt-
transmission electron microscopy (eV-TEM) [11]. Imaging refers to acquiring a spatially 
resolved image of the sample, rather than recording one reflectivity or transmissivity value. 
Recording a well-resolved 2D image of the sample is important, as samples typically consist of 
areas of different thickness and composition, resulting in different reflectivity/transmissivity. 
The microscopy techniques used will be described in more detail in Chapter 2.  

Figure 1.3: LEEM images of multilayer graphene grown on 4H-SiC recorded at 2.5 eV (a) and 4.5 
eV (b) electron energy. Different brightness indicates different layer counts of graphene. The 
reflection spectra (c) recorded at the areas indicated in the image allow for determining the number 
of graphene layers by counting the number of minima between 0 to 6 eV (not counting the buffer 
layer). Reprinted from H. Hibino et al. [12].  

As an example, two LEEM images (recorded at different electron energies by Hibino et al. [12]) 
of multilayer graphene grown on 4H silicon carbide (4H-SiC) are shown in Figure 1.3a/b. We 
see different areas of different brightness, where brighter means a higher electron reflectivity 
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at that energy. The LEEM reflection spectra, i.e., the reflectivity as a function of energy, of 
areas A-H are shown in Figure 1.3c. The spectrum of area A has one minimum in the 0-6 eV 
energy range. It has been shown [13,14] that this single minimum is characteristic of one layer 
of graphene on top of a graphene-like buffer layer (an electrically insulating layer that is 
partially bound to the underlying SiC). For each additional graphene layer, the minimum splits, 
such that the graphene layer number (not including the buffer layer) can be counted by counting 
the low-energy reflection minima. Above five minima (area E) it becomes unclear how to count 
the minima, as the lowest oscillations move below the vacuum level (zero energy) and 
oscillations above 6 eV move to the flank of the next feature in the spectrum. Still, the central 
minimum in area E becomes a maximum in F and again a minimum in G, and so on. We will 
model the reflection and transmission spectra of freestanding graphene with a model inspired 
by optical interference in Chapter 3. 

1.3 Electron-Matter interactions 
For electrons interacting with matter, the quantum-mechanical wave nature of the electron must 
be considered, with the de Broglie wavelength of the electron 𝜆𝜆 = ℎ/�2𝑚𝑚e𝐸𝐸 (with the electron 
mass 𝑚𝑚e ). For a rule of thumb estimate, this reduces to 𝜆𝜆 [Å] ≈ �150/𝐸𝐸[eV] . Thus, the 
wavelength of few-eV electrons is comparable to lattice constants in crystals/van der Waals 
materials, which are typically in the order of Angstroms. The basic, elastic interaction of 
electrons with a van der Waals material can be understood from the quantum well model, known 
from quantum mechanics textbooks, as explored next [15,16].  

1.3.1 Elastic electron scattering: the electron wave 
The textbook example is the one-dimensional potential 𝑉𝑉 shown in Figure 1.4a that takes a 
constant negative value 𝑉𝑉0 in a finite well from 0 to 𝑑𝑑 (in the material with thickness 𝑑𝑑) and is 
0 otherwise (corresponding to the vacuum energy). To solve the scattering problem, i.e. find 
the amplitude of the reflected and transmitted electron wave at an energy 𝐸𝐸, we solve the 
stationary Schrödinger equation for the one-dimensional case 

�−
ℏ2

2𝑚𝑚
𝑑𝑑2

𝑑𝑑𝑥𝑥2
+ 𝑉𝑉(𝑥𝑥)�  Ψ(𝑥𝑥) = 𝐸𝐸 Ψ(𝑥𝑥) (1) 

where Ψ(𝑥𝑥) is the wave function and 𝑚𝑚 is the electron mass. 

For electrons with an energy above the vacuum level the Schrödinger equation of the quantum-
well problem always has a solution (in fact two: the right-moving and left-moving electrons), 
called the unbound states1.  

We solve the (stationary) Schrödinger equation with an ansatz where the incident electron wave 
is normalized to one, i.e., Ψ→,vac = exp(𝑖𝑖𝑖𝑖𝑖𝑖), and there are no incoming electrons from the 

1 One can show that the reflection and transmission probability is the same for electrons incident from the left as 

for electrons incident from the right [16]. 
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right vacuum side (see Fig. 1.2). This will result in outgoing waves from both sides of the well, 
one representing reflection and one representing transmission. The resulting electron densities 
|Ψ2|, which include possible interferences, at four chosen energies are shown in panel (b), with 
the energies indicated in the reflection spectrum in (c).  

Figure 1.4: Quantum mechanical calculation of scattering of electrons from a finite quantum well (a) 
and a finite double well (d) with depth 𝑉𝑉0 = −5 eV. The electrons are incident from the vacuum (𝑉𝑉 =
0) with an energy 𝐸𝐸 above the vacuum level, like in a LEEM experiment. Panels b/e show the electron
probability density for the respective cases at selected energies (marked in panels c/e). The calculated
reflection spectra show one minimum for the single well and a second minimum forming for the
double well in the plotted low-energy range. The spatial axis in (a, b, d, e) is given in units of the
𝜆𝜆0 = ℎ/�2𝑚𝑚e(0− 𝑉𝑉0), corresponding to the wavelength inside the well at 𝐸𝐸 = 0 incident energy. 
The probability density curves (b,e) are offset for clarity by 0, 3, 6, and 9, and the incoming electron 
wave amplitude is normalized to Ψ� = 1. 

To the left of the sample, the incident and reflected wave interfere and produce oscillations in 
|Ψ|2 . The yellow curve in (b) does not show the oscillations on the vacuum side, as the 
reflection amplitude is zero at that energy. As we are not considering absorption, the full 
electron flux is transmitted at that energy. We will call the unbound states with enhanced 
transmission the transmission states, or states for short. 

Figure 1.4d shows a double potential well, i.e., two wells like in (a) separated by a thin barrier. 
In addition to the reflection minimum of the single well (marked in yellow), a new minimum 
(marked in red) around 2.7 eV forms in the reflection spectrum (see Fig. 1.4f). In both minima 
the reflected intensity is zero, thus there is no interference of the wavefunctions in the vacuum 
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(Fig. 1.4e). While the 1.1 eV state (yellow) has a maximum of probability density at the barrier, 
the 2.7 eV state (red) has a minimum there. We used the quantum well example to introduce 
‘transmission states’ and show how adding a layer can affect the reflection (and transmission) 
spectrum. For a generalization to multiple wells using the scattering matrix method we refer 
to [17]. Arranging the wells into a periodic lattice and solving the Schrödinger equation will 
yield a band structure (c.f. [16,18]). As long as we only consider a few layers of 2D materials, 
thus only a discrete set of wavevectors fitting the layer spacing, the transmission states are 
discrete points in the out-of-plane band structure.  

 

Figure 1.5: (a) Sketch of the electrostatic potential of bilayer MoS2 projected onto the out-of-plane 
axis. The incident electron energy 𝐸𝐸 is above the vacuum level (0) and the Fermi level (𝐸𝐸Fermi). The 
electron density (b) is shown at 3 electron energies, illustrating a state centered in the layer (1.2 eV) 
and a state (4.7 eV), centered between the layers (‘interlayer state’). For an energy of 3.0 eV, there is 
no state available, and the signal is strongly attenuated within the material, leading to a relatively high 
reflectivity. The electron wave functions in MoS2 were calculated in three dimensions (by E.E. 
Krasovskii, see Chapter 5) and then projected onto the out-of-plane axis. Panel a adapted from [19]. 

In reality, the potential well has to be replaced by the three-dimensional electrostatic potential 
in the material of interest to calculate the transmission and reflection probability of electrons. 
The electrostatic potential for bilayer MoS2 and the solved electron density at three select 
energies are shown in Figure 1.5a and b, respectively. Both plots show the dependence on the 
out-of-plane dimension and are averaged along the two in-plane dimensions. All electron 
densities show characteristic oscillations on the left, as the electron wave incident from the left 
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interferes with its reflection. As all scattering is treated as elastic, the reflected and transmitted 
flux sum to the incident flux.  

Remarkably, the electron density (Fig. 1.5b) at 𝐸𝐸 = 1.2 eV is centered in the MoS2 layers, 
whereas the electron density at 𝐸𝐸 = 4.7 eV is centered in between the two layers. The states at 
𝐸𝐸 = 1.2 eV and 𝐸𝐸 = 4.7 eV have a relatively high transmitted flux, while the electron density 
at 𝐸𝐸 = 3.0 eV is shown as an example of maximal reflection (thus minimal transmission). In 
terms of band structure (above the vacuum level), the high transmission states correspond to 
the existence of a (dispersive) band in the travel direction of the electrons (out-of-plane 
direction, 𝐴𝐴Γ direction). We note that the band structure below the vacuum level, in particular 
at the Fermi level, cannot be imaged with electrons coming from and going to vacuum.  

1.3.2 Elastic and Inelastic Mean Free Path 
In addition to elastic scattering, the electrons will also undergo inelastic scattering processes, 
e.g., with phonons and plasmons. This will be discernible in our experiments, as we will filter
in electron energy and angle. Electrons that lose energy to a value below the vacuum level are
even absorbed in the material. In a macroscopic view, the characteristic length that an electron
travels before being scattered is given by the energy-dependent mean free path (MFP) 𝜆𝜆. Thus,
the electron transmission probability through material of thickness d is generally given by
𝑝𝑝T(𝐸𝐸)  =  exp (−𝑑𝑑/𝜆𝜆(𝐸𝐸)). Both inelastic and elastic scattering processes, with their respective
mean free path lengths 𝜆𝜆inel. and 𝜆𝜆el., contribute to the MFP with 𝜆𝜆−1 = 𝜆𝜆inel.

−1 + 𝜆𝜆el.
−1.

Figure 1.6: Inelastic electron mean free paths of elements (a) and inorganic compounds (b) compiled 
by Seah and Dench [20]. The data fit a general U-shape, called the ‘universal curve’, with a minimum 
at 30-40 eV (above the Fermi level). However, few data points are present (especially for inorganic 
compounds) in the low energy range where LEEM and eV-TEM operate. Data and fits from [20]. 

Although the MFP is a material property, the compilation of MFPs of different materials by 
Seah and Dench (reprinted in Fig. 1.5) shows that 𝜆𝜆inel.(𝐸𝐸) follow the same curve remarkably 
well for different materials. This curve, generally called the ‘universal curve’, was fitted to the 
datapoints of elements (Fig. 1.5a) and inorganic compounds (Fig. 1.5b). The curve describes a 
U-shape with a minimum at about 30-40 eV above the Fermi level. Conventional transmission
electron microscopes (TEM) operate at high energies (100-1000 keV), where the mean free
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path is large, and the electrons can penetrate micron-scale samples. Intuitively, the electron 
MFP increases for higher energies, as the faster electrons have less time to interact with the 
sample [21].  

The MFP also increases towards very low energies because some energy losses, e.g., due to 
plasmons, require a minimal energy transfer. The lower the electron energy, the fewer of these 
losses can be excited and the larger the MFP becomes again. This has allowed our group to 
introduce transmission electron microscopy at low energies – eV-TEM [11,22–24]. The 
energies discussed in low energy electron microscopy are typically around or below the 
‘universal curve’ minimum.  

The MFP gives an estimate of the probing depth of reflected low-energy electrons and the 
intensity of transmitted electrons. Vice versa, measuring the transmitted and reflected electron 
spectra will allow us to determine the inelastic and elastic mean free paths. We will fill in the 
inelastic MFP curves for the abovementioned 2D materials (Fig. 1.1), as the low-energy side of 
the MFP curve for inorganic compounds (Fig. 1.5b, not elements) rests on only a few data 
points.  

Strictly speaking, the universal curve only applies to isotropic materials, although one can still 
expect the MFP to increase towards the lowest energies, as fewer loss mechanisms become 
excitable. We will treat two-dimensional materials at perpendicular incidence, which are clearly 
anisotropic. Based on the elastic scattering calculations above, we should expect to see 
oscillations in the (total) MFP in cases with little inelastic scattering. We will use LEEM and 
eV-TEM in combination to determine the MFP in much more detail than before, compare to 
photoemission experiments and test the universality of the ‘universal curve’ in Chapters 3-5.  

1.4 Chirality 
An object is chiral when it lacks mirror symmetry, i.e., it cannot be superimposed onto its mirror 
image by translation and rotation. The eponymous example is the hand (from Greek kheir, χειρ 
= hand): While our hands are mirror images of each other, they cannot be moved or rotated in 
a way such that they are exactly equal. We note that chirality is defined in the context of spatial 
dimensionality. If we draw the outline of a left hand and a right hand on a piece of paper, they 
cannot be overlaid in two dimensions. However, if we cut out the outline of the hands, we can 
use the third dimension to flip one hand upside down and overlay them.  

A specific case of chirality are helical structures, like the helical staircases on either side of our 
office in Leiden shown in Figure 1.7a. Other examples of helices in our everyday life are 
screws, springs, fusilli pasta, and the double helix of DNA. When looking along the axis of a 
helix (down the staircase in Fig. 1.7a), moving forward can either describe a clockwise rotation 
or an anti-clockwise rotation. If it is a clockwise motion, we call the helix right-handed (like a 
regular screw), and left-handed otherwise. Flipping a helix upside down does not change its 
handedness, as the handedness is an inherent property and a special case of chirality.  
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Figure 1.7: Examples of chirality, with the left-handed version on the left and the right-handed version 
on the right. The staircases (a) on either side of our office (Kamerlingh Onnes Laboratorium, Leiden 
University) are helical, with opposite handedness. For circularly polarized light (b), the electric field 
vector (of a wave frozen in time, optics textbook convention) describes a helix around the propagation 
direction. Molecules (c) that are chiral (but not necessarily helical) are named after their effect on 
light polarization: left-turning (levorotary, L) or right-turning (dextrorotary, D). The illustration (b) 
is licensed under the wikipedia creative commons license and reprinted from [25]. We acknowledge 
Inaki et al. [26] for publishing the figure in (c) in an open access article. 

Also, the electric and magnetic fields of circularly polarized light describe a helix shown in 
Figure 1.7b. The naming convention (according to optics textbooks) for left-handed and right-
handed circularly polarized light follows the same logic as for the other helices. The helix is 
described by the E-vectors of the circularly polarized light when the light wave is frozen in time 
(shown in Fig. 1.7b). In other words, looking from the point of the receiver, the electric field 
vector of right-handed light ascribes an anti-clockwise motion in a fixed plane over time.  

In chiral molecules, it may not be obvious to assign which of the mirrored versions 
(enantiomers) is left- or right-handed. The handedness of molecules was first reported by 
Biot [27], who shone linear polarized light on liquids/solutions and observed a rotation of the 
polarization axis. Pasteur realized that the rotation of light is connected to the geometric 
structure of the molecules [28]. While identical in chemical composition, the two different 
enantiomers (like shown in Fig. 1.7c) with the atoms arranged in a mirrored way, rotate the 
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light the opposite way. Chiral molecules are named after the direction they rotate the linear 
polarization, like the amino acid shown in Figure 1.7c in its dextrorotatory (right-turning, D, 
sometimes denoted R or +) and levorotatory (left-turning, L, sometimes denoted S or -) form.  

Chiral molecules are common in nature and play important roles in biological processes. The 
medical interest is large, as many drugs have effects and side-effects depending on their 
handedness. For example, ibuprofen is sold in a racemic mixture, although the dextrorotatory 
(D) isomer is the more biologically active [29]. The enantio-pure form is marketed as
dexibuprofen or ibuprofen express. In other cases, the opposite enantiomer of a drug may be
toxic, like (S)-Thalidomide that is produced in the body from (R)-Thalidomide [30]. Here, the
active agent was marketed as Softenon/Contergan, with terrible consequences. Many children
born to women taking this drug during pregnancy had severe birth defects.

Strikingly, most helical molecules in living beings are right-handed, an unexpected breaking of 
symmetry known as the homochirality of life [31,32]. Some proposed solutions to this puzzle 
hinge on deterministic externally induced mechanisms, e.g., due to cosmic rays or the rotation 
of the earth. Others explain homochirality as the result of probabilistic processes. Then 
autocatalysis, the catalysis of the same molecule with the same chirality, leads to an 
amplification [33] of an initially small, random imbalance.  

1.4.1 Chirality-Induced Spin Selectivity (CISS) 
Chirality-induced spin selectivity (CISS) was first observed in electrons photoemitted from a 
film of chiral molecules. The CISS effect describes an asymmetry of the spin population, or 
spin polarization, induced for electrons passing through chiral molecules. The effect is 
extraordinarily large and lacks a good understanding.  

In 1999, Ray et al. [34] shone circularly polarized UV light on layers of stearoyl lysine and 
measured the photoemission yield. Their data is shown in Figure 1.8a. They reported a large 
difference in photoemissivity between left- and right-circularly polarized light for the film 
consisting of five layers of L-stearoyl lysine, which they attributed to a spin-filtering effect in 
the molecular film. As the spin-population photoemitted from the underlying gold depends on 
the handedness of the light [35], different transmissivities for each spin would lead to an 
intensity difference in detected electron flux. For five monolayers, consisting of 99% L-stearoyl 
lysine and 1%  R-stearoyl lysine, they reported the absence of spin-selectivity (Fig. 1.8b), 
suggesting that spin-selectivity is indeed a collective phenomenon in the layer.  

In a later photoemission experiment, Göhler et al. [36] directly measured the spin polarization 
of the photoelectrons emitted from monolayers of DNA, as shown in Figure 1.8c-e. The degree 
of spin-polarization 𝑃𝑃 is defined as 𝑃𝑃 = (𝐼𝐼p − 𝐼𝐼ap)/(𝐼𝐼p + 𝐼𝐼ap) with 𝐼𝐼p/ap  being the count of 
electrons with spin parallel/anti-parallel to their direction of travel, respectively. Göhler et al. 
found a degree of polarization of up to 𝑃𝑃 = −57% (i.e., preferring spin anti-parallel to the 
direction of travel, see Fig. 1.8d) depending on the length of the DNA strands. The reported 
spin polarization of photoemitted electrons depends slightly on the polarization of the light, 
with |𝑃𝑃| increasing from right circularly polarized light (Fig. 1.8c), over linearly polarized light 
(Fig. 1.8d) to left circularly polarized light (Fig. 1.8e). They attribute this dependence on light 
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polarization to the asymmetric spin-polarization (due to spin orbit coupling) of the electron 
population emitted from the underlying gold, which is then filtered by the chiral molecular 
layer. Independent of the light polarization, the majority of the spins is oriented anti-parallel to 
the direction of travel. For a compilation of spin polarizations measured in different chiral 
molecules see [37].  

Figure 1.8: Photoemission experiments on chiral molecular layers. Ray et al. [34] measured a 
difference of photoemission intensity between right-handed circularly polarized light (dashed lines) 
and left- handed circularly polarized light (dotted lines) in layers of pure L-stearoyl lysine (a), whereas 
there was no such difference in the non-enantiopure layers (b). Later, Göhler et al. [36] measured the 
degree of spin polarization (parallel to the electron travel direction) of electrons photoemitted from 
DNA (c-e). The polarization of the light (indicated in c-e) changes the degree of spin-polarization, 
but the spin population is still polarized anti-parallel to the direction of travel in all cases. Reprinted 
from [34] (a,b) and [36] (c-e) with permission from AAAS. 

In support of its discovery in photoemission experiments, CISS-related effects have also been 
reported in scanning tunneling microscopy (STM)/conductive atomic force microscopy 
(conductive AFM) experiments [38–40], spin-transport devices [41] and catalysis 
experiments [42–44]. While the scanning probe experiments can measure spin-dependent 
current-voltage spectra, it is often unclear whether they probe a single chiral molecule or a 
collective phenomenon of hundreds of molecules. Typically, STM/conductive AFM 
measurements of current-voltage (IV) curves show a high variance from site to site. This 
variability is attributed to both the contact of the STM/AFM tip to the molecule and the 
orientation/environment of the molecule itself. Hence, IV curves in these techniques are 
measured on hundreds of sites, to check if the average of these spectra shows the asymmetries 
typical of CISS [38]. Moreover, for all conductance experiments measuring the local 



Chapter 1.4: Chirality 

 13 

current/voltage, time reversal symmetry forbids a CISS effect at least in linear response, i.e., at 
low bias [45].  

Effects related to CISS have also been shown in catalysis with help of chiral molecules. Chiral 
molecules (namely L/D-tryptophan, L-A3 and L-A11) attached to Fe3O4 nanoparticles were 
shown to suppress the generation of H2O2 byproduct in water splitting [42], in contrast to achiral 
molecules. The reported efficiency gain in catalysis by chiral molecules may be an explanation 
for the ubiquity of chiral molecules, and the homochirality, in biological processes.  

The CISS effect is also of fundamental scientific interest, as there is no theory fully explaining 
it yet. The variety of experiments reporting spin-polarization establishes that the CISS effect is 
present (and large) over a broad range of energies. Transport measurements probe the energies 
around the Fermi level, chemical reactions mostly depend on the alterations of the highest 
occupied molecular orbital/lowest unoccupied molecular orbital (HOMO/LUMO), and 
photoemission experiments probe energies above the vacuum level, thus up to 6 eV higher than 
the Fermi level. An all-encompassing theory explaining the CISS effect should work over this 
entire energy range.  

The degree of spin polarization found in experiments cannot be quantitatively explained by spin 
orbit coupling alone because of the low mass of the atoms involved. In a simple model of 
helically arranged scattering centers, amplification of the spin-orbit terms due to constructive 
interference of the partial waves was proposed, but its quantitative effect on experiments is 
unclear [46]. Recent studies attempt to explain the CISS effect as intrinsically related to 
disorder that diminishes at low temperatures [47]. For a comprehensive review of experimental 
and theoretical studies and remaining open questions we refer to [48].  

While photoemission experiments appear to be the most consistent way to measure CISS, only 
large-area (≈ 1 cm2) averages of photoemission spin selectivity have been reported so far. The 
scanning probe experiments reported  so far, however, show that there is a large site-dependent 
variability in the spin-polarization [38]. In fact, it is reasonable that the spin-polarization 
depends on the direct environment of the molecule, e.g. through ordering and (re-)orientation 
of the surrounding molecules, when we see CISS as a collective phenomenon of the layer, like 
Ray et al. concluded [34].  

Hence, we will set out to use the imaging capabilities of the ESCHER (Electronic, Structural, 
and Chemical Nanoimaging in Real Time) setup, described in the next chapter, to acquire a 
two-dimensional map of the polarization-dependent photoelectron intensity. Our method 
should allow us to spot local differences and hence relate a possible CISS effect to local defects 
and/or other variations in the molecular layer structure. As we have no means of measuring spin 
directly in our ESCHER setup, we instead control the handedness of light and image the 
resulting photoemission intensity. The left/right circular polarization of the light leads to a non-
zero spin polarization for the electrons photoemitted from the substrate. According to the 
studies by Ray et al. and Göhler et al. [36] we should expect an electron intensity difference 
between right and left circular light on the order of 10%  after electrons pass through the 
molecular layer.  
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1.5 Outline of this thesis 
In this thesis we will study elastic and inelastic interactions of electrons with van der Waals 
materials as well as the interaction of electron spins with organic molecules. In all cases, the 
energy of the probing electrons will be higher than the electron vacuum level. The latter energy, 
which we will generally refer to as the ‘zero’ energy in this thesis, lies above the Fermi level, 
the difference between both characteristic energies being the material’s work function. 

The electron microscopy techniques used throughout this thesis are introduced in Chapter 2. 
Low energy electron microscopy (LEEM) and electron Volt-transmission electron microscopy 
(eV-TEM) will be utilized to measure the reflection and transmission of electrons in van der 
Waals materials. Photoemission electron microscopy (PEEM), especially with polarized light, 
will be used to investigate the CISS effect.  

In Chapter 3 we discuss the transmission and reflection of electrons on few-layer graphene. 
The elastic scattering processes, leading to resonances in the spectra discussed above, can be 
explained in a toy model based on interference [22]. However, there has been a debate on how 
to extract inelastic and elastic MFPs correctly from the low-energy reflection and 
transmission [49]. We extend the toy model to include inelastic contributions, and thus 
reconcile the elastic and inelastic view, and directly extract inelastic and elastic MFPs from that 
model.  

The transmission and reflection from a heterostructure of hBN stacked on graphene is 
investigated in Chapter 4. The heterostructure breaks the up-down symmetry with respect to 
the direction of travel of the electrons. Thus, the effect of symmetry breaking on electron 
transmission and reflection is investigated and compared to ab-initio calculations and a 
modified toy model.  

In Chapter 5 we investigate few-layer molybdenum disulfide (MoS2), which has a more 
complicated out-of-plane structure than graphene (see Fig. 1.1). Connected to that geometric 
difference, we find distinct high-electron-transmissivity windows connected to the band 
structure. We compare the mean free paths obtained by our technique with those reported in 
previous photoemission studies.  

Chapter 6 is dedicated to the first steps in imaging polarization-dependent photoemission from 
chiral molecular layers using PEEM. We first report on photoemission measurements of 
plasmonic gold structures with linear polarized light. Then, we consider a film of chiral 
molecules (R-2,2′-bis(diphenylphosphino)-1,1′-binaphthyl, R-BINAP) for which we measure 
its photoemissivity upon illumination with left- and right-elliptically polarized light.  
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