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1 §1.1 Introduction

§1.1.1 Definitions, intermittency and problems
The parabolic Anderson model (abbreviated PAM) is the Cauchy problem for the heat
equation with random potential. It is given by the parabolic differential equation

∂
∂tu(x, t) = κ∆u(x, t) + ξ(x)u(x, t), t > 0, x ∈ X ,
u(x, 0) = f(x), x ∈ X ,

(1.1)

where κ > 0 is the diffusion constant, X an ambient space, ∆ the Laplace operator
acting on functions on X , ξ the random potential, and f the initial condition. The
ambient space X can be taken to be continuous, and/or the potential taken to be
time dependent. However, we shall restrict to discrete spaces (graphs) and a static
potential in this thesis. See [34], [18], [20] for more background on Rd, and [10], [17]
for works on time-dependent potentials.

Under mild conditions on the initial condition and potential, the unique non-
negative solution to (1.1) admits the the well-known Feynman-Kac representation

u(x, t) = Ex

[
e
∫ t

0
ξ(Xs)ds

f(Xt)
]
, (1.2)

where X = (Xt)t≥0 is the Markov process with generator κ∆, i.e. a continuous-time
random walk with jump rate κ to each neighbour. In addition, Px denotes probability
with respect to X given that X0 = x. Since the equations

∂

∂t
v(x, t) = κ∆v(x, t), ∂

∂t
w(x, t) = ξ(x)w(x, t),

have solutions

v(x, t) = Ex(f(Xt)), w(x, t) = e
∫ t

0
ξ(x)ds

f(x),

the solution in (1.2) is heuristically plausible.

One interpretation of the PAM concerns the following non-interacting particle sys-
tem. At time t and site x, particles are killed with rate ξ−(x) or are split into two
with rate ξ+(x), where ξ(x) = ξ+(x) − ξ−(x). At the same time, each particle jumps
independently with κ∆ as generator. The solution u(x, t) is the average number of
particles (or mass) at site x and time t, with initial condition f(x) that is integer
valued. The parabolic problem is a classical model of a system evolving in an in-
homogeneous random medium and has wide ranging applications. By considering the
particles above as organisms, the PAM has an application in population dynamics.
The PAM is also related to other physical problems, including the Burger’s equation,
and the advection-convection equation for a temperature field. See [10] for more de-
tails and more applications.
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Another contributing factor to the popularity of PAM is that the model exhibits
intermittency, rather than being spatially homogeneous. This is related to Ander-
son localisation observed in the associated Anderson Hamiltonian κ∆ + ξ studied in
[1], where the eigenvectors of the operator are concentrated around a point and de-
cay exponentially. Heuristically, intermittency is the related phenomenon where the
majority of the total mass

U(t) =
∑

x∈X

u(x, t)

is concentrated in specific regions of X as t → ∞ known as intermittent islands. See
[29][Section 2.2.4] for further details on how Anderson localisation relates to intermit-
tency. The natural questions regarding intermittency are therefore:

(a) What is the asymptotics of U(t) as t → ∞?
(b) Where are the intermittent island(s) situated in X ? How does ξ affect the

intermittent islands?
(c) What do ξ and u(t, x) look like on the intermittent islands?

The above intuition is too imprecise to provide a rigorous definition of intermittency.
In the literature, intermittency is defined using the moments of the total mass

mp(t) = 1
t

log〈U(t)p〉, p ∈ N, (1.3)

where 〈·〉 denotes expectation with respect to the potential ξ. Here mp(t) is known as
the pth Lyapunov exponent, and the model is said to be intermittent if

m1 <
m2

2
< · · · < mp

p
< · · · (1.4)

as t → ∞. We refer to [29][Section 1.4] for a more complete picture as to why this
definition captures the phenomenon described before. Loosely speaking, (1.4) says
that moments grow faster than previous moments by an exponential factor. This can
only happen if large amounts of mass concentrate on small regions of X , so that the
main contribution to the moments comes from regions where the solution takes large
values. In other words, the overwhelming part of the mass has to be concentrated
in these regions for large t. This means that the definition in terms of moments is
consistent with the heuristics given before.

Understanding the asymptotics of mp(t) is often the first step in the analysis of the
PAM, as it quantifies the intermittency phenomenon and resolves the first question
above. There is a distinction between the quenched total mass and the annealed total
mass, i.e. the total mass taken almost surely with respect to the potential or averaged
over the potential. In (1.3) and (1.4) the total mass was taken annealed, although
the quenched asymptotics of U(t) is also relevant. For the other questions regarding
the intermittent islands, further analysis is required. The analysis in this case is
done through a characteristic variational formula that optimises the large deviation
probability of realisations of the potential and the principal eigenvalue of the Anderson

3
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1 Hamiltonian on the intermittent islands. The variational formula also serves as the
second order correction term in the asymptotics of both the quenched and the annealed
total mass. As will become clear later, this is because potential profiles that are ‘close’
to the minimiser of the variational formula contribute most to the total mass. There is
again a distinction between the annealed and the quenched variational formulae despite
their similarities. In essence they approach the problem from different starting points
and hence differ in their interpretation and are also formulated slightly differently.

§1.1.2 The parabolic Anderson model on a lattice
The study of the PAM on discrete spaces originated on the lattice Zd, d ≥ 1, through
the seminal works [24] and [25] by Gärtner and Molchanov. In particular, they showed
that the (non-negative) solution to (1.1) exists and is unique under mild conditions,
namely non-negative bounded initial conditions and that the potential does not per-
colate from below. In addition, the solution has the simple representation given by
(1.2).

Henceforward, we shall assume that f(x) = δ0(x), the potential ξ to be independent
and identically distributed, and κ = 1. In this case, the PAM in (1.1) reads

∂
∂tu(x, t) = ∆u(x, t) + ξ(x)u(x, t), t > 0, x ∈ Zd,
u(x, 0) = δ0(x), x ∈ Zd,

(1.5)

where the Laplacian is given by

(∆f)(x) =
∑
y∈Zd

|y−x|=1

[f(y) − f(x)]. (1.6)

The solution is then given by

u(x, t) = E0

[
e
∫ t

0
ξ(Xs)ds

1{Xt = x}
]
, (1.7)

where we have used time reversal. Taking a point mass at 0 is the standard choice of
initial condition, as it allows for the total mass U(t) to be expressed as

U(t) =
∑

x∈Zd

u(x, t) = E0

[
e
∫ t

0
ξ(Xs)ds

]
. (1.8)

The result for arbitrary κ can be obtained from those for κ = 1, by scaling time.

Since [24] and [25], the PAM on Zd has been extensively studied and is now well
understood. We give a brief summary of the main results under the above assump-
tions. We borrow from [29].

4
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Suppose that the cumulant generating function of the potential

H(t) = log〈etξ(0)〉

belongs to the de Haan class of regular functions, i.e. that

lim
t→∞

H(ct) − cH(t)
g(t)

= Ĥ(t) 6≡ 0 (1.9)

for all c 6= 1, and that limt→∞ g(t)/t exists. It is known from [35] that there are 4
qualitatively different regimes (known as universality classes) for the behaviour of the
total mass, as well as the size and number of intermittent islands. Precisely which
regime the asymptotics belong to depends on the the limit Ĥ, which is determined by
the upper tail of the distribution of ξ(0). The 4 classes are:

(a) Double exponential. This is the regime that was originally studied in [25]. Po-
tentials in this class have upper tails approximately equal to

P(ξ(0) > u) = e−eu/ϱ

, u ∈ R, (1.10)

for a parameter ϱ ∈ (0,∞). The unique feature of this class is that the intermit-
tent islands do not shrink nor grow with time, while also being non-trivial. In
this class, the moments of the total mass satisfy, as t → ∞,

〈U(t)p〉 = exp[H(pt) − ptχ(ϱ) + o(t)], (1.11)

where χ(ϱ) is the annealed characteristic variational formula given by

χ(ϱ) := inf
p∈P(Zd)

[I(p) + ϱJ(p)], ϱ ∈ (0,∞), (1.12)

with

I(p) =
∑

x,y∈Zd:x∼y

(√
p(x) −

√
p(y)

)2
, J(p) = −

∑
x∈Zd

p(x) log p(x).

In this regime, H(t) = ϱt log(ϱt) − ϱt + o(t) as t → ∞. Furthermore, the
variational formula was studied in [23] and it is known that the minimiser de-
composes into the d-fold tensor product of the minimiser for the case d = 1.
The minimiser of the one-dimensional problem is unimodal (the maximum can
be taken at 0 due to translation invariance), and decreasing with the distance
to the maximum. Furthermore, it is known that the minimiser is unique up to
translations for ϱ sufficiently large.

For the quenched case, [25] showed that as, t → ∞,
1
t

logU(t) = H(d log t)
d log t

− χ⋆(ϱ) + o(1), (1.13)

where χ⋆(ϱ) is the quenched variational formula. In this case, the annealed and
the quenched variational formulae are equal and given by (1.12). However, we
emphasise that the two have different interpretations despite them being equal
in this case.

5
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1 (b) Single point. This class comprises potentials with heavier tails and corresponds
to the double exponential class with ϱ = ∞. This class was also analysed in [25],
as a limiting case for the double exponential class. Examples of distributions in
this class include the normal distribution, the Weibull distribution with

P(ξ(0) > u) = e−Cuα

, α > 1,

where the condition α > 1 ensures all exponential moments are finite. In this
class, the results are consistent with the double exponential class with ϱ = ∞.
The moments of the total mass satisfy, as t → ∞,

〈U(t)p〉 = exp[H(pt) − ptχ(∞) + o(t)].

The variational formula is also the same as (1.12) at ϱ = ∞, in which case the
minimiser is taken at a single point and the value is equal to 2d. Therefore the
intermittent island is a single site.

(c) Bounded Potential. The classical example is

P(ξ(0) = 0) = p, P(ξ(0) = −∞) = 1 − p,

for p ∈ [0, 1] which corresponds to Bernoulli traps. In this case the total mass
can be interpreted as the survival probability of the random walk. In this class,
the diameter of the intermittent islands diverges to ∞ at least as fast as some
power of t as t → ∞. Furthermore, it is known from [32] that the minimiser of
the variational formula exists, is unique and is compactly supported on a ball.
The quenched and annealed asymptotics for the total mass are complicated and
involve the diameter of the intermittent islands. See [7] for details.

(d) Almost bounded. This class lies between the bounded and the double exponential
classes in terms of the thickness of the tails. An example is obtained after ϱ is
replaced by a regular function ϱ(u) that tends to 0 as u → ∞. Here, the
diameter of the intermittent islands diverges to ∞, but slower than any power
of t as t → ∞. See [21] for further details.

§1.1.3 The parabolic Anderson model on random
graphs

On a general graph G = (V,E), the PAM is defined by

∂
∂tu(x, t) = ∆u(x, t) + ξ(x)u(x, t), t > 0, x ∈ V,
u(x, 0) = δO(x), x ∈ V.

(1.14)

The Laplacian is given by

(∆f)(x) =
∑
y∼x

[f(y) − f(x)], (1.15)

6
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where the sum runs over all neighbours of x, i.e. y ∼ x means that {x, y} ∈ E. Note
that this is precisely equal to the graph Laplacian matrix on G given by D−A, where
D is the degree matrix and A is the adjacency matrix. The solution is given by

u(x, t) = EO

[
e
∫ t

0
ξ(Xs)ds

1{Xt = x}
]
, (1.16)

where the random walk has jump rate 1 along the edges E, and O ∈ V . In the case
of a rooted graph, O is chosen to be the root.

There has been little work in the area of deterministic graphs. The most impactful
works in this direction are [16] and [5]. The former concerned the PAM on a complete
graph of size N with an i.i.d. exponentially distributed potential. All moments are
eventually infinite as t → ∞ under this potential, hence intermittency was quantified
by showing that

u(t, y)
U(t)

→ 1 a.s. (1.17)

as t → ∞ and N → ∞ simultaneously (in any relation), where y is the site with the
largest value of ξ. This is to be expected, as the exponential distribution has even
thicker tails than the single point class above. Furthermore, it was shown that there is
a phase transition depending on whether t/ logN → 0 or not, i.e. whether time grows
faster than the logarithm of the size of the graph or not. In the case of the hypercube
{0, 1}n, the potential was taken to be i.i.d. normally distributed with mean 0 and
variance n. In this case, the PAM exhibits a similar behaviour as on the complete
graph: as t, n → ∞, most of the mass is concentrated on one site in the same sense as
(1.17). This site is again where the potential is maximal. Moreover, there is again a
phase transition, except that the critical time scale is n logn. The PAM on the hyper-
cube has biological applications, as it can model the occurrence of mutants in a large
population. The hypercube can be interpreted as the set of all possible gene sequences
of 2 alleles (the gene pool), and the potential can be seen as a random fitness landscape.

For random graphs, even less is known. The study of the PAM on random graphs
was initiated in [12] on the Galton-Watson tree (G,V,O) with offspring distribution
bounded below by a constant d ≥ 2, and with expectation ϑ. Consequently, the
Galton-Watson trees considered are infinite with probability 1. For the double expo-
nential class of potentials, the almost sure asymptotics of the total mass was shown
to be

1
t

logU(t) = ϱ log
(

ϱtϑ

log log t

)
− ϱ− χ(ϱ) + o(1), (1.18)

almost surely with respect to the potential and the random tree. The argument
roughly follows the ideas from the lattice. The total mass is estimated by considering
random walk paths that very quickly reach an intermittent island with high values of
the potential and subsequently remain there. The probabilistic cost to travel to the
island and the maximum of the potential on the island were calculated and optimised
over. The first term in (1.18) corresponds to the maximal value of the potential in

7
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1 the island, which is obtained through extreme-value analysis. Since neighbourhoods
grow exponentially on the Galton-Watson tree, the first term is larger than (1.13) on
Zd, where neighbourhoods grow polynomially, because there are more sites for the
potential to take larger values. It was also shown that the intermittent islands are
equal to an infinite regular tree with minimal degree when ϱ is sufficiently large. This
was done by analysing the variational formula

χ(ϱ) := inf
p∈P(V )

[IE(p) + ϱJV (p)], ϱ ∈ (0,∞), (1.19)

which is the same as (1.12) but now on V , and showing that it is non-increasing under
successive ‘trimming’ of excess branches.

More recently, in [2], the PAM with i.i.d. Pareto distributed potentials was analysed
on a critical Galton-Watson tree conditioned on survival. The authors followed the
arguments presented in [28] for the lattice and obtained that the asymptotics of the
total mass satisfies

lim
λ→∞

lim inf
t→∞

P(logU(t) ∈ [λ−1ta(t), λta(t)]) = 1,

where λ is a parameter coming from the offspring distribution, and a(t) is the order
of the maximal value of the potential in a growing ball that was explicitly identified.
Furthermore, it was shown that the solution localises on 2 points almost surely, and
on a single point with high probability. Formally, there exist processes Vt and Wt on
the vertices such that as t → ∞,

u(t, Vt) + u(t,Wt)
U(t)

→ 1

almost surely with respect to the tree and the potential, and

u(t, Vt)
U(t)

→ 1

in probability with respect to the tree and the potential.

The main difficulty of moving to random graphs is that they complicate the analysis
by adding another layer of randomness. Furthermore, many properties of the lattice,
including degree regularity and translation invariance that previous works relied on,
are no longer present. Another difficulty is the exponentially growing nature of the
Galton-Watson tree, which means that any subtree has a boundary comparable to its
volume in size. Consequently, bounds that rely on reflection techniques that fold Zd

into a box of an appropriate size at the cost of a negligible boundary term are no longer
applicable. Even though the Galton-Watson tree is not regular, the degrees are i.i.d.
so that there is still some regularity. Hence, the Galton-Watson tree is the natural first
step towards extending the results beyond the lattice. Furthermore, random graphs
that are locally tree-like may share the the same behaviour as the Galton-Watson tree.
An example is the configuration model, as shown in [12].

8



§1.1. Introduction

C
hapter

1

§1.1.4 Overview of the results
This thesis aims to contribute to the PAM on random trees. In this section we give an
overview of the main results. In all cases, we work under the i.i.d. double exponential
class of potentials. We also assume that the minimal offspring is at least 2, so that we
always have an infinite tree.

Chapter 2

In Chapter 2 we derive the annealed asymptotics of the total mass on a regular tree
with degree d+ 1.

Theorem 1.1.1. [Growth rate of the total mass] For any d ≥ 4,
1
t

log〈U(t)〉 = ϱ log(ϱt) − ϱ− χ(ϱ) + o(1), t → ∞.

This shows that the asymptotics on the regular tree exactly matches with the lattice
given by (1.11). We try to mimic the argument from [25] for the lattice, which involves
finding matching upper lower and upper bounds. For the lattice, the lower bound is
obtained by approximating the random walk on the infinite lattice by the random walk
on box of length R with zero boundary conditions. The upper bound is obtained by
periodising the random walk onto a torus of length R. The bounds coincide in the
limit R → ∞, which gives the result. The upper bound heavily relies on translation
invariance in the periodisation procedure, which is not present on the regular tree.
To overcome this, we devise a novel procedure to periodise the random walk onto a
subtree analogous to the torus for the lattice. This procedure relies on new ideas as
well as delicate computations.

Subsequently, we analysed the variational formula on the regular tree. In [12] it
was already shown that the minimiser is attained by the regular tree with minimal
degree. The theorem below collects its key properties.

Theorem 1.1.2. [Properties of the variational formula] For any d ≥ 2 the following
hold:
(a) The infimum in (1.12) may be restricted to the set

P↓
O(V ) =

{
p ∈ P(V ) : argmax p = O, p is non-increasing along backbones. (1.20)

(b) For every ϱ ∈ (0,∞), the infimum in (1.19) restricted to P↓
O(V ) is attained, every

minimiser p̄ is such that p̄ > 0 on V , and ∂SR =
∑

∂BR(O) p̄(x), R ∈ N0, satisfies∑
R∈N0

∂SR log(R+ 1) ≤ d+ 1
ϱ

,

where BR(O) is the ball of radius R centred at O.
(c) The function ϱ 7→ χ(ϱ) is strictly increasing and globally Lipschitz continuous on
(0,∞), with

lim
ϱ↓0

χ(ϱ) = d− 1, lim
ϱ→∞

χ(ϱ) = d+ 1.

9
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1 Chapter 3

We would like to have a result analogous to Theorem 1.1.1 on the Galton-Watson tree.
Chapter 3 makes another step in this direction by extending the results of Chapter
2 to a periodic Galton-Watson tree, i.e. a Galton-Watson tree up to distance R from
the root, which is repeated every R generations. This is a close approximation of the
Galton-Watson tree for R large. On this tree, we again derive the asymptotics of the
annealed total mass. We require the following assumption on the offspring distribution
D.

Assumption 1.A. [Offspring distribution]
There exist 4 ≤ d− ≤ d+ < ∞ such that supp(D) ⊆ [d−, d+]. ■

Theorem 1.1.3. Subject to Assumption 1.A, as t → ∞,

1
t

log〈U(t)〉 = ϱ log(ϱt) − ϱ− χGW(ϱ) + o(1)

almost surely with respect to the tree.

The proof relies on the novel techniques developed in the previous chapter, but all the
technicalities and fine details needed to be carefully adapted. Obtaining the result
requires careful navigation with the degrees, which are now random.

Chapter 4

Chapter 4 concerns the aspymptotics of the total mass, but in the quenched setting.
This chapter follows the framework that was set up in [12], which required the offspring
distribution to be bounded. This goal of this chapter is to identify the weakest con-
dition on the degree distribution under which the arguments can be pushed through.
We require the following assumption on the offspring distribution.

Assumption 1.B. [Super-double-exponential tails] There exists a function f : (0,∞) →
(0,∞) satisfying lims→∞ f(s) = 0, lims→∞ f ′(s) = 0 and lims→∞ f(s) log s = ∞ such
that

lim sup
s→∞

e−s log P(D > sf(s)) < −2ϑ.

■

The assumption is slightly weaker than E
(
eeeaD )

< ∞ for some a < ∞.

Theorem 1.1.4. Subject to Assumption 1.B, as t → ∞,

1
t

logU(t) = ϱ log
(

ϱtϑ

log log t

)
− ϱ− χ(ϱ) + o(1).

The asymptotics are the same as in [12], but we have relaxed the assumption to off-
spring distributions with unbounded support. Obtaining the result requires a careful
analysis of the structural properties of the Galton-Watson tree and control on the

10
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occurrence of large degrees uniformly in large subtrees. Vertices with large degrees are
problematic and Assumption 1.B is the weakest condition needed to control them.

As mentioned above, the existence and uniqueness of the Feynman-Kac solution
to PAM on the lattice was proven in [24]. The existence and uniqueness on trees
should hold as well, although was never explicitly proven. In this chapter we follow
the arguments of [24] and rigorously prove the existence and uniqueness on Galton-
Watson trees provided, the offspring distribution has all exponential moments.

Assumption 1.C. [Exponential tails]
E
[
eaD

]
< ∞ for all a ∈ (0,∞). ■

Theorem 1.1.5. Subject to Assumption 1.C, (1.14) has a unique non-negative solution
for all most all realisations of the potential and the tree. This solution admits the
Feynman-Kac representation in (1.16).

Chapter 5

Chapter 5 again considers the PAM on a Galton-Watson tree, but with the normalised
Laplacian

(∆f)(x) = 1
deg(x)

∑
y∼x

[f(y) − f(x)],

instead of (1.15). The aim of this chapter is to investigate the effect of the normalisa-
tion of the Laplacian. In the case of the lattice or regular graphs, the choice does not
matter as the normalisation is uniform across all the vertices and is therefore simply a
constant. This constant can be absorbed into the diffusion constant κ and all results
can be easily inferred. In [5] and [16], the degrees approach infinity with the size of
the graph and hence the normalised Laplacian was the only viable choice. In the case
of inhomogoenous graphs, which random graphs are, the choice of Laplacian plays a
role. We again consider the quenched asymptotics of the total mass.

Assumption 1.D. [Exponential tails]
E
[
eaD

]
< ∞ for all a ∈ (0,∞). ■

Theorem 1.1.6. [Total mass asymptotics] Subject to Assumption 1.D,
1
t

logU(t) = ϱ log
(

ϱtϑ

log log t

)
− ϱ− χ̃(ϱ) + o(1), t → ∞, (1.21)

almost surely with respect to the graph and the potential.

In this case, the variational formula is given by

χ̃(ϱ) = inf
p∈P(V )

[IE(p) + ϱJV (p)], ϱ ∈ (0,∞), (1.22)

with

IE(p) =
∑

{x,y}∈E

(√
p(x)

deg(x) −
√

p(y)
deg(y)

)2

, JV (p) = −
∑
x∈V

p(x) log p(x).

11
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1 Note that IE is different compared with (1.19). Hence, the leading-order terms in
(1.21) and (1.1.4) are the same, however the normalised Laplacian results in a different
the second-order term. Furthermore, comparing Assumption 1.A with Assumption 1.D
we see that the asymptotics now holds under vastly milder conditions on the offspring
distribution. We again follow the framework of [12]. The main challenge is to investig-
ate the spectral properties of the Anderson Hamiltonian ∆+ξ, which are now different.

It was found in [12] that the minimiser of the variational formula on the Galton-
Watson tree is equal to the variational formula on the regular tree minimal degrees
χTd

. We show that, with the normalised Laplacian and the different IE-function this
is again true, and under weaker conditions on ϱ.

Theorem 1.1.7. [Identification of the minimiser] If ϱ ≥ 1
dmin log(dmin+1) , then χ̃(ϱ) =

χTd
(ϱ).

§1.1.5 Open problems
We end this introduction by stating a few open problems. The ones that are within
reach include:

• Extend the techniques from Chapters 2 and 3 to the Galton-Watson tree.

• For the variational formula on the regular tree analysed in Chapter 2, de-
termine whether the minimiser p̄ is unique modulo translation, p̄(x) satisfies
lim|x|→∞ |x|−1 log p̄(x) = −∞, p̄ is radially symmetric, and whether ϱ 7→ χT (ϱ)
is analytic on (0,∞).

• Identify the minimiser of the variational formula for all ϱ, and show that it is
unique.

• Calculate the asymptotics of 〈U(t)p〉 on the Galton-Watson tree and see whether
this equal to

exp{H(pt) − ptχ(ϱ) + o(t)},

which is the same form as (1.11) on the lattice.

As stated before, very little is known about the PAM on general graphs. More chal-
lenging open problems include:

• Can we prove all our results under a different class of potential?

• What can we say about the PAM on other random graph models?

12
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PART I

PARABOLIC ANDERSON
MODEL: ANNEALED





CHAPTER 2
Annealed parabolic Anderson model

on a regular tree

This chapter is based on the following paper:
F. den Hollander and D. Wang. Annealed parabolic Anderson model on a regular tree.
Markov Process. Related Fields, 30:105–147, 2024.

Abstract

We study the total mass of the solution to the parabolic Anderson model on a regular tree
with an i.i.d. random potential whose marginal distribution is double-exponential. In earlier
work we identified two terms in the asymptotic expansion for large time of the total mass
under the quenched law, i.e., conditional on the realisation of the random potential. In the
present paper we do the same for the annealed law, i.e., averaged over the random potential. It
turns out that the annealed expansion differs from the quenched expansion. The derivation
of the annealed expansion is based on a new approach to control the local times of the
random walk appearing in the Feynman-Kac formula for the total mass. In particular, we
condition on the backbone to infinity of the random walk, truncate and periodise the infinite
tree relative to the backbone to obtain a random walk on a finite subtree with a specific
boundary condition, employ the large deviation principle for the empirical distribution of
Markov renewal processes on finite graphs, and afterwards let the truncation level tend to
infinity to obtain an asymptotically sharp asymptotic expansion.
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§2.1 Introduction and main results
Section 2.1.1 provides background and motivation, Section 2.1.2 lists notations, defin-
itions and assumptions, Section 2.1.3 states the main theorems, while Section 2.1.4
places these theorems in their proper context.

§2.1.1 Background and motivation
The parabolic Anderson model (PAM) is the Cauchy problem

∂tu(x, t) = ∆X u(x, t) + ξ(x)u(x, t), t > 0, x ∈ X , (2.1)

where t is time, X is an ambient space, ∆X is a Laplace operator acting on functions
on X , and ξ is a random potential on X . Most of the literature considers the setting
where X is either Zd or Rd with d ≥ 1, starting with the foundational papers [24], [25],
[23] and further developed through a long series of follow-up papers (see the monograph
[29] and the survey paper [3] for an overview). More recently, other choices for X
have been considered as well:

(I) Deterministic graphs (the complete graph [16], the hypercube [5]).
(II) Random graphs (the Galton-Watson tree [12], [13], the configuration model [12]).

Much remains open for the latter class.
The main target for the PAM is a description of intermittency: for large t the

solution u(·, t) of (2.1) concentrates on well-separated regions in X , called intermittent
islands. Much of the literature focusses on a detailed description of the size, shape and
location of these islands, and on the profiles of the potential ξ(·) and the solution u(·, t)
on them. A special role is played by the case where ξ is an i.i.d. random potential
with a double-exponential marginal distribution

P(ξ(0) > u) = e−eu/ϱ

, u ∈ R, (2.2)

where ϱ ∈ (0,∞) is a parameter. This distribution turns out to be critical, in the
sense that the intermittent islands neither grow nor shrink with time, and represents
a class of its own.

In the present paper we consider the case where X is an unrooted regular tree T .
Our focus will be on the asymptotics as t → ∞ of the total mass

U(t) =
∑
x∈T

u(x, t).

In earlier work [12], [13] we were concerned with the case where X is a rooted Galton-
Watson tree in the quenched setting, i.e., almost surely with respect to the random
tree and the random potential. This work was restricted to the case where the random
potential is given by (2.2) and the offspring distribution of the Galton-Watson tree
has support in N\{1} with a sufficiently thin tail. In the present paper our focus will

18



§2.1. Introduction and main results

C
hapter

2

be on the annealed setting, i.e., averaged over the random potential. We derive two
terms in the asymptotic expansion as t → ∞ of the average total mass

〈U(t)〉 =
∑
x∈T

〈u(x, t)〉,

where 〈·〉 denotes expectation with respect to the law of the random potential. It turns
out that the annealed expansion differs from the quenched expansion, even though the
same variational formula plays a central role in the two second terms.

The derivation in the annealed setting forces us to follow a different route than in
the quenched setting, based on various approximations of T that are more delicate
than the standard approximation of Zd (see [11, Chapter VIII]). This is the reason
why we consider regular trees rather than Galton-Watson trees, to which we hope
to return later. A key tool in the analysis is the large deviation principle for the
empirical distribution of Markov renewal processes on finite graphs derived in [31],
which is recalled in Appendix A.1.

§2.1.2 The PAM on a graph
Notations and definitions

Let G = (V,E) be a simple connected undirected graph, either finite or countably
infinite, with an arbitrarily designated vertex O. Let ∆G be the Laplacian on G, i.e.,

(∆Gf)(x) =
∑
y∈V :

{x,y}∈E

[f(y) − f(x)], x ∈ V, f : V → R,

which acts along the edges of G. Let ξ := (ξ(x))x∈V be a random potential attached
to the vertices of G, taking values in R. Our object of interest is the non-negative
solution of the Cauchy problem with localised initial condition,

∂tu(x, t) = (∆Gu)(x, t) + ξ(x)u(x, t), x ∈ V, t > 0,
u(x, 0) = δO(x), x ∈ V.

(2.3)

The quantity u(x, t) can be interpreted as the amount of mass at time t at site x when
initially there is unit mass at O. The total mass at time t is U(t) =

∑
x∈V u(x, t).

The total mass is given by the Feynman-Kac formula

U(t) = EO

(
e
∫ t

0
ξ(Xs)ds

)
, (2.4)

where X = (Xt)t≥0 is the continuous-time random walk on the vertices V with jump
rate 1 along the edges E, and PO denotes the law of X given X0 = O. Let 〈·〉 denote
expectation with respect to ξ. The quantity of interest in this paper is the average
total mass at time t:

〈U(t)〉 =
〈
EO

(
e
∫ t

0
ξ(Xs)ds

)〉
. (2.5)
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Assumption on the potential

Throughout the paper we assume that the random potential ξ = (ξ(x))x∈V consists
of i.i.d. random variables with a marginal distribution whose cumulant generating
function

H(u) = log
〈

euξ(O)
〉

(2.6)

satisfies the following:

Assumption 2.A. [Asymptotic double-exponential potential]
There exists a ϱ ∈ (0,∞) such that

lim
u→∞

uH ′′(u) = ϱ. (2.7)

■

Remark 2.1.1. [Double-exponential potential] A special case of (2.7) is when ξ(O)
has the double-exponential distribution in (2.2), in which case

H(u) = log Γ(ϱu+ 1)

with Γ the gamma function. ♠

By Stirling’s approximation, (2.7) implies

H(u) = ϱu log(ϱu) − ϱu+ o(u), u → ∞. (2.8)

Assumption 2.A is more than enough to guarantee existence and uniqueness of the
non-negative solution to (2.3) on any discrete graph with at most exponential growth
(as can be inferred from the proof in [24], [25] for the case G = Zd). Since ξ is assumed
to be i.i.d., we have from (2.5) that

〈U(t)〉 = EO

(
exp

[∑
x∈V

H(ℓt(x))
])

, (2.9)

where
ℓt(x) =

∫ t

0
1{Xs = x} ds, x ∈ V, t ≥ 0,

is the local time of X at vertex x up to time t.

Variational formula

The following characteristic variational formula is important for the description of the
asymptotics of 〈U(t)〉. Denote by P(V ) the set of probability measures on V . For
p ∈ P(V ), define

IE(p) =
∑

{x,y}∈E

(√
p(x) −

√
p(y)

)2
, JV (p) = −

∑
x∈V

p(x) log p(x), (2.10)
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and set
χG(ϱ) = inf

p∈P(V )
[IE(p) + ϱJV (p)], ϱ ∈ (0,∞). (2.11)

The first term in (2.11) is the quadratic form associated with the Laplacian, which is
the large deviation rate function for the empirical distribution

Lt = 1
t

∫ t

0
δXs ds = 1

t

∑
x∈V

ℓt(x)δx ∈ P(V ) (2.12)

(see e.g. [11, Section IV]). The second term in (2.11) captures the second order asymp-
totics of

∑
x∈V H(tp(x)) as t → ∞ via (2.8) (see e.g. [11, Section VIII]).

Reformulation

The following lemma pulls the leading order term out of the expansion and shows that
the second order term is controlled by the large deviation principle for the empirical
distribution.

Lemma 2.1.2. [Key object for the expansion] If G = (V,E) is finite, then

〈U(t)〉 = eH(t)+o(t) EO

(
e−ϱtJV (Lt)

)
, t → ∞.

where JV is the functional in (2.10) and Lt is the empirical distribution in (2.12).

Proof. Because
∑

x∈V ℓt(x) = t, we can rewrite (2.9) as

〈U(t)〉 = EO

(
exp

[∑
x∈V

H(ℓt(x))
])

= eH(t) EO

(
exp

{
t
∑
x∈V

1
t

[
H( ℓt(x)

t t) − ℓt(x)
t H(t)

]})
.

Assumption 2.A implies that H has the following scaling property (see [23]):

lim
t→∞

1
t
[H(ct) − cH(t)] = ϱc log c uniformly in c ∈ [0, 1].

Hence the claim follows.

§2.1.3 The PAM on an unrooted regular tree: an-
nealed total mass for large times and key vari-
ational formula

In this section we specialise to the case where G = T = (E, V ), an unrooted regular
tree of degree d + 1 with d ≥ 2 (see Fig. 2.1). The main theorem of our paper is the
following expansion.
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Figure 2.1: An unrooted tree with degree 3 (= offspring size 2).

Theorem 2.1.3. [Growth rate of the total mass] For any d ≥ 4, subject to Assump-
tion 2.A,

1
t

log〈U(t)〉 = ϱ log(ϱt) − ϱ− χT (ϱ) + o(1), t → ∞, (2.13)

where χT (ϱ) is the variational formula in (2.11) with G = T .

The proof of Theorem 2.1.3 is given in Sections 2.2–2.4 and makes use of technical
computations collected in Appendices A.2–A.3.

The main properties of the key quantity

χT (ϱ) = inf
p∈P(V )

[IE(p) + ϱJV (p)], ϱ ∈ (0,∞), (2.14)

are collected in the following theorem (see Fig. 2.2).

Theorem 2.1.4. [Properties of the variational formula] For any d ≥ 2 the following
hold:
(a) The infimum in (2.14) may be restricted to the set

P↓
O(V ) =

{
p ∈ P(V ) : argmax p = O, p is non-increasing along paths to infinity}.

(2.15)
(b) For every ϱ ∈ (0,∞), the infimum in (2.14) restricted to P↓

O(V ) is attained, every
minimiser p̄ is such that p̄ > 0 on V , and ∂SR =

∑
∂BR(O) p̄(x), R ∈ N0, satisfies

∑
R∈N0

∂SR log(R+ 1) ≤ d+ 1
ϱ

,

where BR(O) is the ball of radius R centred at O.
(c) The function ϱ 7→ χT (ϱ) is strictly increasing and globally Lipschitz continuous on
(0,∞), with

lim
ϱ↓0

χT (ϱ) = d− 1, lim
ϱ→∞

χT (ϱ) = d+ 1.

The proof of Theorem 2.1.4 is given in Section 2.5 (see Fig. 2.2).
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Figure 2.2: Qualitative plot of ϱ 7→ χT (ϱ).

§2.1.4 Discussion
1. Theorem 2.1.3 identifies the scaling of the total mass up to and including terms
that are exponential in t. The first two terms in the right-hand side of (2.13) are
the same as those of 1

tH(t) (recall (2.8)). The third term is a correction that comes
from the cost for X in the Feynman-Kac formula in (2.4) to create an optimal local
time profile somewhere in T , which is captured by the minimiser(s) of the variational
formula in (2.14).

2. For the quenched model on a rooted Galton-Watson tree GW we found in [12], [13]
that

1
t

logU(t) = ϱ log
(

ϱtϑ

log log t

)
− ϱ− χ(ϱ) + o(1), t → ∞, P ×P-a.s., (2.16)

where P is the law of the potential, P is the law of GW, ϑ is the logarithm of the mean
of the offspring distribution, and

χT (ϱ) = inf
S⊂GW

χS(ϱ) (2.17)

with χS(ϱ) given by (2.11) and the infimum running over all subtrees of GW. This
result was shown to be valid as soon as the offspring distribution has support in N\{1}
(i.e., all degrees are at least 3) and has a sufficiently thin tail. The extra terms in (2.16)
come from the cost for X in the Feynman-Kac formula in (2.4) to travel in a time of
order o(t) to an optimal finite subtree with an optimal profile of the potential, referred
to as intermittent islands, located at a distance of order ϱt/ log log t from O, and to
subsequently spend most of its time on that subtree. In this cost the parameter ϑ
appears, which is absent in (2.13). It was shown in [12] that if ϱ ≥ 1/ log(dmin + 1),
with dmin the minimum of the support of the offspring distribution, then the infimum
in (2.17) is attained at the unrooted regular tree with degree dmin +1, i.e., the minimal
unrooted regular tree contained in GW, for which ϑ = log dmin. Possibly the bound on
ϱ is redundant.
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3. In view of Lemma 2.1.2 and the fact that Assumption 2.A implies (2.8), we see
that the proof of Theorem 2.1.3 amounts to showing that, on T = (V,E),

lim
t→∞

1
t

logEO

(
e−ϱtJV (Lt)

)
= −χT (ϱ).

We achieve this by deriving asymptotically matching upper and lower bounds. These
bounds are obtained by truncating T outside a ball of radius R, to obtain a finite tree
TR, deriving the t → ∞ asymptotics for finite R, and letting R → ∞ afterwards. For
the lower bound we can use the standard truncation technique based on killing X when
it exits TR and applying the large deviation principle for the empirical distribution
of Markov processes on finite graphs derived in [15]. For the upper bound, however,
we cannot use the standard truncation technique based on periodisation of X beyond
radius R, because T is an expander graph (see [29, Chapter IV] for a list of known
techniques on Zd and Rd). Instead, we follow a route in which T is approximated
in successive stages by a version of TR with a specific boundary condition, based on
monitoring X relative to its backbone to infinity. This route allows us to use the
large deviation principle for the empirical distribution of Markov renewal processes on
finite graphs derived in [31], but we need the condition d ≥ 4 to control the specific
boundary condition in the limit as R → ∞ (see Remark 2.4.1 for more details). The
reason why the approximation of T by finite subtrees is successful is precisely because
in the parabolic Anderson model the total mass tends to concentrate on intermittent
islands.

4. Theorem 2.1.4 shows that, modulo translations, the optimal strategy for Lt as
t → ∞ is to be close to a minimiser of the variational formula in (2.14) restricted to
P↓

O(V ). Any minimiser is centred at O, strictly positive everywhere, non-increasing in
the distance to O, and rapidly tending to zero. The following questions remain open:

(1) Is the minimiser p̄ unique modulo translation?

(2) Does p̄(x) satisfy lim|x|→∞ |x|−1 log p̄(x) = −∞, with |x| the distance between x
and O?

(3) Is p̄ radially symmetric?

(4) Is ϱ 7→ χT (ϱ) analytic on (0,∞)?

We expect the answer to be yes for (1) and (2), and to be no for (3) and (4).

§2.2 Proof of the main theorem: lower bound
In this section we prove the lower bound in Theorem 2.1.3, which is standard and
straightforward. In Section 2.2.1 we obtain a lower bound in terms of a variational
formula by killing the random walk when it exits TR. In Section 2.2.2 we derive the
lower bound of the expansion by letting R → ∞ in the variational formula.
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§2.2.1 Killing and lower variational formula
Fix R ∈ N. Let TR be the subtree of T = (V,E) consisting of all the vertices that are
within distance R of the root O and all the edges connecting them. Put VR = VR(TR)
and ER = E(TR). Let τR = inf{t ≥ 0: Xt /∈ VR} denote the first time that X exits
TR. It follows from (2.9) that

〈U(t)〉 ≥ EO

(
exp

[ ∑
x∈VR

H(ℓt(x))
]
1
{
τR > t

})
.

Since TR is finite, Lemma 2.1.2 gives

〈U(t)〉 ≥ eH(t)+o(t) EO

[
e−ϱtJV (Lt)1

{
τR > t

}]
with JV the functional defined in (2.10). As shown in [22] (see also [25]), the family
of sub-probability distributions PO(Lt ∈ · , τR > t), t ≥ 0, satisfies the LDP on
PR(V ) = {p ∈ P(V ) : supp(p) ⊂ VR} with rate function IE , with IE the functional
defined in (2.10). This is the standard LDP for the empirical distribution of Markov
processes. Therefore, by Varadhan’s Lemma,

lim
t→∞

1
t

logEO

[
e−ϱtJV (Lt)1

{
τR > t

}]
= −χ−

R(ϱ)

with
χ−

R(ϱ) = inf
p∈PR(V )

[IE(p) + ϱJV (p)], (2.18)

where we use that p 7→ JV (p) is bounded and continuous (in the discrete topology) on
PR(V ). Note that

lim
t→∞

1
t

logPO(τR > t) = − inf
p∈PR(V )

IE(p) < 0,

which is non-zero because any p ∈ PR(V ) is non-constant on V . The expression in
(2.18) is the same as (2.11) with G = T , except that p is restricted to VR.

§2.2.2 Limit of the lower variational formula
Clearly, R 7→ χ−

R(ϱ) is non-increasing. To complete the proof of the lower bound in
Theorem 2.1.3, it remains is to show the following.

Lemma 2.2.1. lim supR→∞ χ−
R(ϱ) ≤ χT (ϱ).

Proof. Pick any p ∈ P(V ) such that IE(p) < ∞ and JV (p) < ∞. Let pR be the
projection of p onto VR, i.e.,

pR(x) =
{
p(x), x ∈ int(VR),∑

y≥x p(y), x ∈ ∂VR,
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where y ≥ x means that y is an element of the progeny of x in T . Since pR ∈ PR(V ), we
have from (2.18) that χ−

R(ϱ) ≤ IE(pR) + ϱJV (pR). Trivially, limR→∞ IE(pR) = IE(p)
and limR→∞ JV (pR) = JV (p), and so we have lim supR→∞ χ−

R(ϱ) ≤ IE(p) + ϱJV (p).
Since this bound holds for arbitrary p ∈ P(V ), the claim follows from (2.18).

§2.3 Proof of the main theorem: upper bound
In this section we prove the upper bound in Theorem 2.1.3, which is more laborious
and requires a more delicate approach than the standard periodisation argument used
on Zd . In Section 2.3.1 we obtain an upper bound in terms of a variational formula
on a version of TR with a specific boundary condition. The argument comes in four
steps, encapsulated in Lemmas 2.3.1–2.3.6 below:

(I) Condition on the backbone of X (Section 2.3.1).

(II) Project X onto a concatenation of finite subtrees attached to this backbone that
are rooted versions of TR (Section 2.3.1).

(III) Periodise the projected X to obtain a Markov renewal process on a single finite
subtree and show that the periodisation can be chosen such that the local times
at the vertices on the boundary of the finite subtree are negligible (Section 2.3.1).

(IV) Use the large deviation principle for the empirical distribution of Markov renewal
processes derived in [31] to obtain a variational formula on a single subtree
(Section 2.3.1).

In Section 2.3.2 we derive the upper bound of the expansion by letting R → ∞ in the
variational formula.

§2.3.1 Backbone, projection, periodisation and up-
per variational formula

Backbone

For r ∈ N, let τr be the last time when X visits ∂Br(O) = {x ∈ V : d(x,O) = r}, the
boundary of the ball of radius r around O. Then the sequence B = (Xτr

)r∈N0 forms
the backbone of X, running from O to infinity.

Lemma 2.3.1. [Condition on a backbone] For every backbone bb and every t ≥ 0,

EO

exp
[ ∑

x∈V (T )

H(ℓt(x))
] = EO

exp
[ ∑

x∈V (T )

H(ℓt(x))
] ∣∣∣∣∣ B = bb

 .

Proof. By symmetry, the conditional expectation in the right-hand side does not de-
pend on the choice of bb. Indeed, permutations of the edges away from the root do
not affect the law of

∑
x∈V (T ) H(ℓt(x)).
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Turn the one-sided backbone into a two-sided backbone by adding a second back-
bone from O to infinity. By symmetry, the choice of this second backbone is arbitrary,
say bb′. Redraw T by representing bb′ ∪ bb as Z and representing the rest of T as a
sequence of rooted trees T ∗ = (T ∗

x )x∈Z hanging off Z (see Fig. 2.3). In T ∗
x , the root sits

at x and has d− 1 downward edges, while all lower vertices have d downward edges.
Let T Z denote the redrawn tree and XZ = (XZ

t )t≥0 be the random walk on T Z.
Furthermore let (ℓZt (x))x∈T Z denote the local times of XZ at time t.

T ∗
−2 T ∗

−1 T ∗
0 T ∗

+1 T ∗
+2

u u u u u Z
O

Figure 2.3: Redrawing of T as T Z: a two-sided backbone Z with a sequence T ∗ = (T ∗
x )x∈Z of

rooted trees hanging off. The upper index ∗ is used to indicate that the tree is rooted.

Lemma 2.3.2. [Representation of T as a backbone with rooted trees] For every bb
and t ≥ 0,

EO

exp
[ ∑

x∈V (T )

H(ℓt(x))
] ∣∣∣∣∣ B = bb

 = EO

exp
[ ∑

x∈V (T Z)

H(ℓZt (x))
] ∣∣∣∣∣ XZ

∞ = +∞

 .

Proof. Simply redraw T as T Z.

Note that XZ is a Markov process whose sojourn times have distribution EXP(d+ 1)
and whose steps are drawn uniformly at random from the d+1 edges that are incident
to each vertex.

Projection

For R ∈ N\{1}, cut Z into slices of length R, i.e.,

Z = ∪k∈Z(z + (kR+ I)), I = {0, 1, . . . , R− 1},

where z is to be chosen later. Apply the following two maps to T Z (in the order
presented):

(i) For each k ∈ Z, fold T ∗
z+(kR+(R−1)) onto T ∗

z+(k+1)R by folding the d − 1 edges
downwards from the root on top of the edge in Z connecting z + (kR+ (R− 1))
and z+(k+1)R, and putting the d infinite rooted trees hanging off each of these
d− 1 edges on top of the rooted tree T ∗

z+(k+1)R hanging off z + (k + 1)R. Note
that each of the d infinite rooted trees is a copy of T ∗

z+(k+1)R.
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(ii) For each k ∈ Z and m ∈ {0, 1, . . . , R − 2}, cut off all the infinite subtrees in
T ∗

z+(kR+m) whose roots are at depth (R − 1) − m. Note that the total number
of leaves after the cutting equals

(d− 1)
R−2∑
m=0

d(R−2)−m = (d− 1)dR−2 1 − d−(R−1)

1 − d−1 = dR−1 − 1,

which is the same as the total number of leaves of the rooted tree T ∗
R of depth

R− 1 (i.e., with R generations) minus 1 (a fact we will need below).

By doing so we obtain a concatenation of finite units

UR = (UR[k])k∈Z

that are rooted trees of depth R − 1 (see Fig. 2.4). Together with the two maps that
turn T Z into UR, we apply two maps to XZ:

(i) All excursions of XZ in the infinite subtrees that are folded to the right and on
top are projected accordingly.

(ii) All excursions of XZ in the infinite subtrees that are cut off are replaced by a
sojourn of XUR in the tadpoles that replace these subtrees (see Fig. 2.4)

The resulting path, which we call XUR = (XUR
t )t≥0, is a Markov renewal process with

the following properties:

• The sojourn times in all the vertices that are not tadpoles have distribution
EXP(d+ 1).

• The sojourn times in all the tadpoles have distribution ψ, defined as the condi-
tional distribution of the return time τ of the random walk on the infinite rooted
tree T ∗ given that τ < ∞ (see [30] for a proper definition).

• The transitions into the tadpoles have probability d
d+1 , the transitions out of the

tadpoles have probability 1 (because of the condition XZ
∞ = +∞).

• The transitions from z + (kR + (R − 1)) to z + (k + 1)R have probability d
d+1 ,

while the reverse transitions have probability 1
d+1 .

Write (ℓUR
t (x))x∈VUR

to denote the local times of XUR at time t.

Lemma 2.3.3. [Projection onto a concatenation of finite subtrees] For every R ∈
N\{1} and t ≥ 0,

EO

exp
[ ∑

x∈V (T Z)

H(ℓZt (x))
] ∣∣∣∣∣ XZ

∞ = +∞


≤ EO

exp
[ ∑

x∈V (UR)

H(ℓUR
t (x))

] ∣∣∣∣∣ XUR
∞ = +∞

 .
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Proof. The maps that are applied to turn XZ into XUR are such that local times are
stacked on top of each other. Since H defined in (2.6) is convex and H(0) = 0, we
have H(ℓ) +H(ℓ′) ≤ H(ℓ+ ℓ′) for all ℓ, ℓ′ ∈ N0, which implies the inequality.

t

t

tt t
□ □ □

T ∗
R

Figure 2.4: A unit in UR. Inside is a rooted tree T ∗
R of depth R−1, of which only the root and

the leaves are drawn. Hanging off the leaves at depth R− 1 from the root are tadpoles, except
for the right-most bottom vertex, which has a downward edge that connects to the root of the
next unit. The vertices marked by a bullet form the boundary of UR, the vertices marked by
a square box form the tadpoles of UR.

Periodisation

Our next observation is that the condition {XUR
∞ = +∞} is redundant.

Lemma 2.3.4. [Condition redundant] For every R ∈ N\{1} and t ≥ 0,

EO

exp
[ ∑

x∈V (UR)

H(ℓUR
t (x))

] ∣∣∣∣∣ XUR
∞ = +∞

 = EO

exp
[ ∑

x∈V (UR)

H(ℓUR
t (x))

] .

Proof. The event {XUR
∞ = +∞} has probability 1 because on the edges connecting

the units of UR (see Fig. 2.4) there is a drift downwards. To see why, note that
1

d+1 <
1
2 <

d
d+1 because d ≥ 2, and use that a one-dimensional random walk with drift

is transient to the right [33].

Since UR is periodic, we can fold XUR onto a single unit WR, to obtain a Markov
renewal process XWR on WR (see Fig. 2.5) in which the transition from the top vertex
to the right-most bottom vertex has probability 1

d+1 , while the reverse transition has
probability d

d+1 . Clearly, the sojourn time distributions are not affected by the folding
and therefore remain as above. Write (ℓWR

t (x))x∈V (WR) to denote the local times of
XWR at time t.
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Lemma 2.3.5. [Periodisation to a single finite subtree] For every R ∈ N\{1} and
t ≥ 0,

EO

exp
[ ∑

x∈V (UR)

H(ℓUR
t (x))

] ≤ EO

exp
[ ∑

x∈V (WR)

H(ℓWR
t (x))

] .

Proof. The periodisation again stacks local time on top of each other.

Before we proceed we make a crucial observation, namely, we may still choose the
shift z ∈ {0, 1, . . . , R−1} of the cuts of the two-sided backbone Z (recall Fig. 2.3). We
will do so in such a way that the local time up to time t spent in the set ∂UR

defined
by

∂UR
= all vertices at the top or at the bottom of a unit in UR

= all vertices marked by • in Fig. 2.4
(2.19)

is at most t/R. After the periodisation these vertices are mapped to the set ∂WR

defined by
∂WR

= all vertices at the top or at the bottom of WR

= all vertices marked by • in Fig. 2.5.

Lemma 2.3.6. [Control on the time spent at the boundary] For every R ∈ N\{1} and
t ≥ 0,

EO

exp
[ ∑

x∈V (UR)

H(ℓUR
t (x))

]
≤ EO

exp
[ ∑

x∈V (WR)

H(ℓWR
t (x))

]
1{ 1

t

∑
x∈∂ WR

ℓ
WR
t (x)≤1/R

} .

Proof. For different z the sets of vertices making up ∂R correspond to disjoint sets of
vertices in T Z (see Fig. 2.4). Since

∑
x∈T Z ℓZt (x) = t for all t ≥ 0, it follows that there

exists a z for which
∑

x∈∂R
ℓZt (x) ≤ t/R. Therefore the upper bound in Lemma 2.3.3

can be strengthened to the one that is claimed.

Upper variational formula

Lemmas 2.3.1–2.3.6 provide us with an upper bound for the average total mass (recall
((2.9)) on the infinite tree T in terms of the same quantity on the finite tree-like
unit WR with a specific boundary condition. Along the way we have paid a price:
the sojourn times in the tadpoles are no longer exponentially distributed, and the
transition probabilities into and out of the tadpoles and between the top vertex and the
right-most bottom vertex are biased. We therefore need the large deviation principle
for the empirical distribution of Markov renewal processes derived in [31], which we
can now apply to the upper bound.

30



§2.3. Proof of the main theorem: upper bound

C
hapter

2

t

t

tt t
□ □ □

T ∗
R

Figure 2.5: A unit WR with the top vertex and the right-most bottom vertex connected by an
edge.

Since WR is finite, Lemma 2.1.2 gives

〈U(t)〉 ≤ eH(t)+o(t) EO

(
e−ϱJV (WR)(L

WR
t ) 1{

L
WR
t (∂ WR

)≤1/R
})

with JV the functional defined in (2.10). The following lemma controls the expectation
in the right-hand side.

Lemma 2.3.7. [Scaling of the key expectation] For every R ∈ N\{1},

lim
t→∞

1
t

logEO

(
e−ϱtJV (WR)(L

WR
t ) 1{

L
WR
t (∂ WR

)≤1/R
}) = −χ+

R(ϱ),

where
χ+

R(ϱ) = inf
p∈P(V (WR)) :
p(∂WR

)≤1/R

{
I†

E(WR)(p) + ϱJV (WR)(p)
}
, (2.20)

with
I†

E(WR)(p) = inf
β∈(0,∞)

inf
q∈P(V (WR))

[
K̂(βq) + K̃(p | βq)

]
, (2.21)

where

K̂(βq) = sup
q̂∈P(V (WR))

∑
x∈V (WR)

βq(x) log
(

q̂(x)∑
y∈V (WR)

πx,y q̂(y)

)
, (2.22)

K̃(p | βq) =
∑

x∈V (WR)

βq(x) (Lλx)
(

p(x)
βq(x)

)
, (2.23)

with

(Lλx)(α) = sup
θ∈R

[αθ − λx(θ)], α ∈ [0,∞), (2.24)

λx(θ) = log
∫ ∞

0
eθτψx(dτ), θ ∈ R, (2.25)
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where ψx = ψ when x is a tadpole, ψx = EXP(d + 1) when x is not a tadpole, and
πx,y is the transition kernel of the discrete-time Markov chain on V (WR) embedded in
XWR .

Proof. Apply the large deviation principle derived in [31], which we recall in Proposi-
tion A.1.1 in Appendix A.1.

The expression in (2.20) is similar to (2.11) with G = WR, expect that the rate
function IE(WR) in (2.21) is more involved than the rate function IE in (2.10).

§2.3.2 Limit of the upper variational formula
The prefactor eH(t)+o(1) in Lemma 2.1.2 accounts for the terms ϱ log(ϱt) − ϱ in the
right-hand side of (2.13) (recall 2.8). In view of Lemma 2.3.7, in order to complete the
proof of the upper bound in Theorem 2.1.3 it suffices to prove the following lemma.

Lemma 2.3.8. For any d ≥ 4, lim infR→∞ χ+
R(ϱ) ≥ χT (ϱ).

Proof. The proof is given in Section 2.4 and relies on two steps:

• Show that, for d ≥ 4,

I†
E(WR)(p) ≥ I+

E(WR)(p) +O(1/R) (2.26)

with I+
E(WR) a rate function similar to the standard rate function IE(WR) given

by (2.10).

• Show that, d ≥ 2,

χ̂+
R (ϱ) = inf

p∈P(V (WR)) :
p(∂ WR

)≤1/R

{
I+

E(WR)(p) + ϱJV (WR)(p)
}

satisfies
lim inf
R→∞

χ̂+
R (ϱ) ≥ χT (ϱ). (2.27)

§2.4 Analysis of the upper variational formula
In this section we carry out the proof of the claims in Section 2.3.2, namely, we settle
(2.26) in Section 2.4.1 and (2.27) in Section 2.4.2. The computations carried out in
Appendix A.3 guide us along the way.
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§2.4.1 Identification of the rate function for the local
times on the truncated tree

To identify the rate function I†
E(WR) in Lemma 2.3.7, we need to work out the two

infima between braces in (2.20). The computation follows the same line of argument
as in Appendix A.3, but is more delicate. We will only end up with a lower bound.
However, this is sufficient for the upper variational formula.

To simplify the notation we write (recall Fig. 2.5):
(VR, ER) = vertex and edge set of WR without the tadpoles,
O = top vertex of VR,
⋆ = right-most bottom vertex of VR,
∂VR = set of vertices at the bottom of VR,
□ = set of tadpoles,
□x = tadpole attached to x ∈ ∂VR\⋆.

Note that ∂VR consists of ⋆ and the vertices to which the tadpoles are attached. Note
that int(VR) = VR \ ∂VR includes O.
1. Inserting (A.9) in Appendix A.2 into (2.22)–(2.23), we get

I†
E(WR)(p) = (d+ 1)

∑
x∈VR

p(x) + inf
β∈(0,∞)

inf
q∈P(VR)

sup
q̂∈P(VR)

L(β, q, q̂ | p)

with
L(β, q, q̂ | p) = −A−B − C −D,

where
A =

∑
x∈int(VR)

βq(x)
{

1 + log
(∑

y∼x q̂(y)
q̂(x)

p(x)
βq(x)

)}
,

B =
∑

x∈∂VR\⋆

βq(x)
{

1 + log
(
q̂(x↑) + dq̂(□x)

q̂(x)
p(x)
βq(x)

)}
,

C = βq(⋆)
{

1 + log
(
q̂(⋆↑) + dq̂(O)

q̂(⋆)
p(⋆)
βq(⋆)

)}
,

D =
∑
x∈□

βq(x)
{

log
(
q̂(x↑)
q̂(x)

)
− (Lλ)

(
p(x)
βq(x)

)}
,

with Lλ the Legende transform of the cumulant generating function of ψ (recall (2.25))
and x↑ the unique vertex to which x is attached upwards. (Recall that y ∼ x means
that x and y are connected by an edge in ER.) Note that A,B,C each combine two
terms, and that A,B,C,D depend on p. We suppress this dependence because p is
fixed.
2. Inserting the parametrisation q̂ = u/‖u‖1 and q = v/‖v‖1 with u, v : VR → (0,∞)
and putting βq = v, we may write

I†
E(WR)(p) = (d+ 1)

∑
x∈VR

p(x) + inf
v : VR→(0,∞)

sup
u : VR→(0,∞)

L(u, v) (2.28)
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with
L(u, v) = −A−B − C −D,

where
A =

∑
x∈int(VR)

v(x)
{

1 + log
(∑

y∼x u(y)
u(x)

p(x)
v(x)

)}
,

B =
∑

x∈∂VR\⋆

v(x)
{

1 + log
(
u(x↑) + du(□x)

u(x)
p(x)
v(x)

)}
,

C = v(⋆)
{

1 + log
(
u(⋆↑) + du(O)

u(⋆)
p(⋆)
v(⋆)

)}
,

D =
∑
x∈□

v(x)
{

log
(
u(x↑)
u(x)

)
− (Lλ)

(
p(x)
v(x)

)}
.

(2.29)

Our task is to carry out the supremum over u and the infimum over v in (2.28).

3. First, we compute the infimum over v for fixed u. (Later we will make a judicious
choice for u to obtain a lower bound.) Abbreviate

Au(x) =
∑

y∼x u(y)
u(x)

p(x), x ∈ int(VR),

Bu(x) = u(x↑) + du(□x)
u(x)

p(x), x ∈ ∂VR\⋆,

Cu(⋆) = u(⋆↑) + du(O)
u(⋆)

p(⋆).

(2.30)

• For z ∈ VR, the first derivatives of L are

z ∈ int(VR) : ∂L(u, v)
∂v(z)

= − log
(
Au(z)
v(z)

)
,

z ∈ ∂VR\⋆ : ∂L(u, v)
∂v(z)

= − log
(
Bu(z)
v(z)

)
,

z = ⋆ : ∂L(u, v)
∂v(z)

= − log
(
Cu(z)
v(z)

)
,

while the second derivatives of L equal 1/v(z) > 0. Hence the infimum is uniquely
taken at

x ∈ int(VR) : v̄(x) = Au(x),
x ∈ VR\⋆ : v̄(x) = Bu(x),
x = ⋆ : v̄(x) = Cu(x).

• For z ∈ □, the computation is more delicate. Define (see (A.6) in Appendix A.2)

µ(α) = α(Lλ)
′
(α) − (Lλ)(α).

The function µ has range (−∞, log
√
d ], with the maximal value uniquely taken at

α = ∞. Therefore there are two cases.
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▶ u(x)/u(x↑) ≤
√
d: Abbreviate αu(z) = p(z)/v(z). For z ∈ □,

∂L(u, v)
∂v(z)

= log
(
u(z)
u(z↑)

)
+ (Lλ)

(
p(z)
v(z)

)
− p(z)
v(z)

(Lλ)
′
(
p(z)
v(z)

)
= log

(
u(z)
u(z↑)

)
− µ(αu(z)),

∂2L(u, v)
v(z)2 = p2(z)

v3(z)
(Lλ)

′′
(
p(z)
v(z)

)
> 0,

where we use that Lλ, being a Legendre transform, is strictly convex. Hence the
infimum is uniquely taken at

v̄(x) = p(x)
αu(x)

, x ∈ □,

with αu(x) solving the equation

log
(
u(x)
u(x↑)

)
= µ(αu(x)), x ∈ □.

Since µ′(α) = α(Lλ)′′(α) and Lλ is strictly convex (see Fig. A.3 in Appendix A.2), µ
is strictly increasing and therefore invertible. Consequently,

αu(x) = µ−1
(

log
(
u(x)
u(x↑)

))
, x ∈ □.

Putting the above formulas together, we arrive at (recall (2.30))

L(u) = inf
v : VR→(0,∞)

L(u, v)

= −
∑

x∈int(VR)

Au(x) −
∑

x∈∂VR\⋆

Bu(x) − Cu(⋆) +
∑
x∈□

Du(x) (2.31)

with (recall (2.29))

Du(x) = − p(x)
αu(x)

[
log
(
u(x↑)
u(x)

)
− (Lλ)(αu(x))

]
= p(x)
αu(x)

[
(Lλ)(αu(x)) − µ(αu(x))

]
= p(x) (Lλ)

′
(αu(x)) = p(x)

(
(Lλ)

′
◦ µ−1)(log

(
u(x)
u(x↑)

))
.

In (A.8) in Appendix A.2 we show that (Lλ)′ ◦ µ−1 = λ−1. Moreover In (A.14) in
Appendix A.2 we show that (λ−1 ◦ log) = S with

S(β) = d+ 1 − β − d

β
, β ∈ (0,

√
d ].

35



2. Annealed PAM on a regular tree

C
ha

pt
er

2

Since S has domain (0,
√
d ], Du(x) is only defined when u(x)/u(x↑) ≤

√
d, in which

case
Du(x) = p(x)S

(
u(x)
u(x↑)

)
, x ∈ □. (2.32)

▶ u(x)/u(x↑) >
√
d: In this case ∂L(u,v)

∂v(z) > 0, the infimum is uniquely taken at
v̄(x) = 0, and

Du(x) = p(x) (
√
d− 1)2 = p(x)S(

√
d), x ∈ □,

where we use (A.13). Note that the right-hand side does not depend on u.

4. Next, we compute the supremum over u. The first derivatives of L are

z ∈ int(VR)\O : ∂L(u)
∂u(z)

=
∑

y∼z u(y)
u2(z)

p(z) −
∑
y∼z

1
u(y)

p(y),

z = O : ∂L(u)
∂u(O)

=
∑

y∼O u(y)
u(O)2 p(O) −

∑
y:y↑=O

1
u(y)

p(y) − d

u(⋆)
p(⋆),

z = ⋆ : ∂L(u)
∂u(⋆)

= − 1
u(O)

p(O) + u(⋆↑) + du(O)
u(⋆)2 p(⋆),

z ∈ ∂VR\⋆ : ∂L(u)
∂u(z)

= − 1
u(z↑)

p(z↑) + u(z↑) + du(□z)
u(z)2 p(z)

+
[
u(□z)
u(z)2 − d

u(□z)

]
p(□z)1{ u(z)

u(z↑)
≤

√
d
},

z ∈ □ : ∂L(u)
∂u(z)

= − d

u(z↑)
p(z↑) +

[
− 1
u(z↑)

+ du(z↑)
u(z)2

]
p(z) 1{ u(z)

u(z↑)
≤

√
d
}.

(2.33)
The second derivates of L are all < 0. The first line in (2.33) can be rewritten as∑

y∼z

u(y)
[
p(z)
u2(z)

− p(y)
u2(y)

]
,

which is zero when
ū(x) =

√
p(x), x ∈ VR. (2.34)

Given the choice in (2.34), the fifth line in (2.33) is zero when

ū(x) =

√
dp(x↑)p(x)
dp(x↑) + p(x)

, x ∈ □. (2.35)

Indeed, the derivative is strictly negative when the indicator is 0 and therefore the
indicator must be 1. But the latter is guaranteed by (2.34)–(2.35), which imply that

ū(x)
ū(x↑)

=

√
dp(x)

dp(x↑) + p(x)
≤

√
d, x ∈ □.
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Given the choice in (2.34)–(2.35), also the fourth line in (2.33) is zero. Thus, only the
second and third line in (2.33) are non-zero, but this is harmless because O, ⋆ carry a
negligible weight in the limit as R → ∞ because of the constraint p(∂VR ∪ O) ≤ 1/R
in Lemma 2.3.7 (recall (2.19)).

Inserting (2.34)–(2.35) into (2.31) and using (2.30), (2.32), we get the following
lower bound:

sup
u : VR→(0,∞)

L(u)

≥ −
∑

x∈int(VR)

Aū(x) −
∑

x∈∂VR\⋆

Bū(x) − Cū(⋆) +
∑
x∈□

Dū(x)

= −
∑

x∈int(VR)

∑
y∼x

√
p(y)p(x) −

∑
x∈∂VR\⋆

√
p(x)

(√
p(x↑) + d

√
dp(x)p(□x)
dp(x) + p(□x)

)

−
√
p(⋆)

(√
p(⋆↑) + d

√
p(O)

)
+
∑
x∈□

p(x)

(
d+ 1 −

√
d

[√
p(x)

dp(x↑) + p(x)
+

√
dp(x↑) + p(x)

p(x)

])
.

5. Using the relation (d+ 1)p(x) =
∑

y∼x p(x), x ∈ int(VR), we get from (2.28) that

I†
E(WR)(p) ≥ K1

R(p) +K2
R(p)

with

K1
R(p) =

∑
x∈int(VR)

∑
y∼x

[
p(x) −

√
p(x)p(y)

]
=

∑
{x,y}∈ÊR

(√
p(x) −

√
p(y)

)2
+
[
p(O) −

√
p(O)p(⋆)

]
−
∑

x∈∂VR

[
p(x) −

√
p(x)p(x↑)

]

and

K2
R(p) =

∑
x∈∂VR\⋆

[
(d+ 1)p(x) −

√
p(x)

(√
p(x↑) + d

√
dp(x)p(□x)
dp(x) + p(□x)

)]

+ (d+ 1)p(⋆) −
√
p(⋆)

(√
p(⋆↑) + d

√
p(O)

)
+
∑
x∈□

p(x)

[
d+ 1 −

√
d

(√
p(x)

dp(x↑) + p(x)
+

√
dp(x↑) + p(x)

p(x)

)]
.

The first sum in the right-hand side of K1
R(p) equals the standard rate function I

ÊR
(p)

given by (2.10), with
ÊR = ER \ {O, ⋆}
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the set of edges in the unit WR without the tadpoles and without the edge {O, ⋆} (i.e.,
ÊR = E(T ∗

R); recall Fig. 2.4). Rearranging and simplifying terms, we arrive at

I†
E(WR)(p) ≥ I

ÊR
(p) +K3

R(p) (2.36)

with
K3

R(p) = S∂VR\⋆(p) + SO,⋆(p) + S(∂VR\⋆)∪□(p),

where

S∂VR\⋆(p) = d
∑

x∈∂VR\⋆

p(x),

SO,⋆(p) =
(√

p(O) −
√
p(⋆)

)2
+ (d− 1)

[
p(⋆) −

√
p(O)p(⋆)

]
,

S(∂VR\⋆)∪□(p) = −
∑

x∈∂VR\⋆

p(x) d

√
dp(□x)

dp(x) + p(□x)

+
∑

x∈∂VR\⋆

p(□x)

(
d+ 1 −

√
d

[√
p(□x)

dp(x) + p(□x)
+

√
dp(x) + p(□x)

p(□x)

])
.

(2.37)

6. Since
√
p(O)p(⋆) ≤ 1

2 [p(O)+p(⋆)], the boundary constraint
∑

x∈∂VR∪O p(x) ≤ 1/R
implies that S∂VR\⋆(p)+SO,⋆(p) = O(1/R). The same constraint implies that the first
sum in S(∂VR\⋆)∪□(p) is O(1/R). Hence

K3
R(p) = O(1/R) +

∑
x∈∂VR\⋆

p(x)F
(

p(□x)
p(x)

)
with

F (w) = w

(
d+ 1 −

√
d

[√
w

d+ w
+
√
d+ w

w

])
.

The map w 7→ F (w) is continuous on (0,∞) with

F (w) =
{

−
√
w + (d+ 1)w +O(w3/2), w ↓ 0,

[(d+ 1) − 2
√
d ]w +O(w−1), w → ∞.

From this we see that if d ≥ 4, then there exists a C ∈ (1,∞) such that

F (w) + C ≥
(
1 −

√
w
)2
, w ∈ [0,∞). (2.38)

Hence we have the lower bound

K3
R(p) ≥ O(1/R) +

∑
x∈∂VR\⋆

p(x)

[
−C +

(
1 −

√
p(□x)
p(x)

)2
]

= O(1/R) +
∑

x∈∂VR\⋆

(√
p(x) −

√
p(□x)

)2
.
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Via (2.36)–(2.37), it follows that

I†
E(WR)(p) ≥ O(1/R) + I

ẼR
(p), R ∈ N, (2.39)

with I
ẼR

(p) the standard rate function given by (2.10), with

ẼR = ÊR ∪
[

∪x∈∂VR\⋆ {x,□x}
]

the set of edges in the unit W̃R that is obtained from the unit WR by removing the
edge {O, ⋆} (i.e., ẼR = E(W̃R); recall Fig. 2.5). This completes the proof of (2.26).

Remark 2.4.1. The condition d ≥ 4 is needed only in (2.38). For d = 2, 3 we have
F (w) + C ≥ θc(1 −

√
w )2 with θc = d + 1 − 2

√
d ∈ (0, 1). Consequently, the edges

{x,□x}, x ∈ ∂VR \ ⋆, carry a weight that is smaller than that of the edges in T , which
may cause the optimal p to stick to the boundary as R → ∞, in which case we do not
have (2.39). ♠

§2.4.2 Limit of the upper variational formula
Note that

W̃R ⊆ T ,

with T the infinite tree. Consequently,

I
ẼR

(p) = IE(T )(p) − (d− 1)
∑

x∈∂VR\⋆

p(x), ∀ p ∈ P(V (T )) : supp(p) = V (W̃R),

where the sum compensates for the contribution coming from the edges in T that link
the vertices in ∂VR \ ⋆ to the vertices one layer deeper in T that are not tadpoles.
Since this sum is O(1/R), we obtain (recall (2.20))

χ+
R(ϱ) = inf

p∈P(V (WR)) :
p(∂WR

)≤1/R

{
I†

E(WR)(p) + ϱJV (WR)(p)
}

≥ O(1/R) + inf
p∈P(V (T )) :

supp(p)=V (W̃R), p(∂
W̃R

)≤1/R

{
IE(T )(p) + ϱJV (T )(p)

}
≥ O(1/R) + χT (ρ),

where the last inequality follows after dropping the constraint under the infimum and
recalling (2.14). This completes the proof of (2.27).

§2.5 Analysis of the variational problem on the in-
finite regular tree

In this Section we prove Theorem 2.1.4. Section 2.5.1 formulates two theorems that
imply Theorem 2.1.4, Section 2.5.2 provides the proof of these theorems. Recall the
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definition of P(V ), IE(p) and JV (p) from (2.10). Set

χT (ϱ) = inf
p∈PO(V )

[IE(p) + ϱJV (p)], ϱ ∈ (0,∞), (2.40)

where PO(V ) = {p ∈ P(V ) : argmax p = O}. Since P(V ), IE and JV are invariant
under translations, the centering at O is harmless.

§2.5.1 Two properties
Theorem 2.5.1. For every ϱ ∈ (0,∞) the infimum in (2.40) is attained, and every
minimiser p̄ is strictly positive, non-increasing along backbones, and such that∑

N∈N0

∂SR log(R+ 1) ≤ d+ 1
ϱ

, ∂SR =
∑

∂BR(O)

p̄(x),

where BR(O) is the ball of radius R around O.

Theorem 2.5.2. The function ϱ 7→ χT (ϱ) is strictly increasing and globally Lipschitz
continuous on (0,∞), with limϱ↓0 χT (ϱ) = d− 1 and limϱ→∞ χT (ϱ) = d+ 1.

Theorems 2.5.1–2.5.2 settle Theorem 2.1.4. Their proof uses the following two
lemmas.

Lemma 2.5.3. For every ϱ ∈ (0,∞), the infimum in (2.40) may be restricted to
p ∈ PO(V ) such that JV (p) ≤ d+1

ϱ .

Proof. Let δO ∈ PO(V ) denote the point measure at O. Then, for all ϱ ∈ (0,∞),

χT (ϱ) ≤ IE(δO) + ϱJV (δO) = (d+ 1) + ϱ× 0 = d+ 1.

Since IV ≥ 0, we may restrict the infimum in (2.40) to p with JV (p) ≤ d+1
ϱ .

Lemma 2.5.4. For every ϱ ∈ (0,∞), there exists a c(ϱ) > 0 such that the infimum
in (2.40) may be restricted to p ∈ PO(V ) such that JV (p) ≥ c(ϱ).

Proof. Since JV (p) = 0 if and only if p = δO is a point measure, it suffices to show
that δO is not a minimiser of χT (ϱ). To that end, for y ∈ V compute

∂

∂p(y)
[IE(p) + ϱJV (p)] = 1 −

∑
z∼y

√
p(z)
p(y)

− ϱ log p(y) − ϱ. (2.41)

Because p(O) > 0, it follows that the right-hand side tends to −∞ as p(y) ↓ 0 for
every y ∼ O. Hence, no p ∈ PO(V ) with p(y) = 0 for some y ∼ O can be a minimiser
of (2.40), or be the weak limit point of a minimising sequence. In particular, δO
cannot.
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§2.5.2 Proof of the two properties
Proof of Theorem 2.5.1. First observe that P(V ) and JV are invariant under per-
mutations, i.e., for any p ∈ P(V ) and any relabelling π of the vertices in V , we have
πp ∈ P(V ) and JV (πp) = JV (p). The same does not hold for IE , but we can apply
permutations such that IE(πp) ≤ IE(p).

1. Pick any p ∈ P(V ). Pick any backbone bb = {x0, x1, · · · } that runs from x0 =
O to infinity. Consider a permutation π that reorders the vertices in bb such that
{(πp)(x)}x∈bb becomes non-increasing. Together with the reordering, transport all
the trees that hang off bb as well. Since πp is non-increasing along bb, while all the
edges that do not lie on bb have the same neighbouring values in p and in πp, we have

IE(πp) ≤ IE(p). (2.42)

Indeed,
1
2 [IE(p) − IE(πp)] =

∑
k∈N0

√
(πp)(xk)(πp)(xk+1) −

∑
k∈N0

√
p(xk)p(xk+1), (2.43)

where we use that p(x0) = (πp)(x0) (because p(x0) ≥ p(xk) for all k ∈ N) and∑
k∈N p(xk) =

∑
k∈N(πp)(xk). The right-hand side of (2.43) is ≥ 0 by the rearrange-

ment inequality for sums of products of two sequences [26, Section 10.2, Theorem
368]. In fact, strict inequality in (2.43) holds unless p is constant along bb. But this
is impossible because it would imply that p(O) = 0 and hence p(x) = 0 for all x ∈ V .
Thus, p and bb being arbitrary, it follows from (2.42) that any minimiser or minim-
ising sequence must be non-increasing in the distance to O. Indeed, if it were not,
then there would be a bb along which the reordering would lead to a lower value of
IE + ϱJV . Hence we may replace (2.40) by

χT (ϱ) = inf
p∈P↓

O(V )
[IE(p) + ϱJV (p)], ϱ ∈ (0,∞), (2.44)

with P↓
O(V ) defined in (2.15).

2. Let p ∈ P↓
O(V ). Estimate

JV (p) =
∑

R∈N0

∑
x∈∂BR(O)

[−p(x) log p(x)] ≥
∑

R∈N0

∑
x∈∂BR(O)

[
− p(x) log

( 1
R+1

)]
,

where we use that p(x) ≤ 1
R+1 for all x ∈ ∂BR(O). Hence

JV (p) ≥
∑

R∈N0

∂SR log(R+ 1)

with ∂SR =
∑

x∈∂BR(O) p(x). By Lemma 2.5.3, JV (p) ≤ d+1
ϱ , and so∑

R∈N0

∂SR log(R+ 1) ≤ d+ 1
ϱ

. (2.45)
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The computation in (2.41) shows that any p for which there exist z ∼ y with p(z) > 0
and p(y) = 0 cannot be minimiser nor a weak limit point of a minimising sequence.
Hence all minimisers or weak limit points of minimising sequences are strictly positive
everywhere.

3. Take any minimising sequence (pn)n∈N of (2.44). By (2.45), limR→∞
∑

x/∈BR(O) pn(x) =
0 uniformly in n ∈ N, and so (pn)n∈N is tight. By Prokhorov’s theorem, tight-
ness is equivalent to (pn)n∈N being relatively compact, i.e., there is a subsequence
(pnk

)k∈N that converges weakly to a limit p̄ ∈ P↓
O(V ). By Fatou’s lemma, we have

lim infk→∞ IE(pnk
) ≥ IE(p̄) and lim infk→∞ JV (pnk

) ≥ JV (p̄). Hence

χT (ϱ) = lim
k→∞

[IE(pnk
) + ϱJV (pnk

)] ≥ IE(p̄) + ϱJV (p̄).

Hence p̄ is a minimiser of (2.44).

Proof of Theorem 2.5.2. The proof uses approximation arguments.

1. We first show that ϱ 7→ χT (ϱ) is strictly increasing and globally Lipschitz. Pick
ϱ1 < ϱ2. Let p̄ϱ1 be any minimiser of (2.40) at ϱ1, i.e.,

χT (ϱ1) = IE(p̄ϱ1) + ϱ1JV (p̄ϱ1).

Estimate

[IE(p̄ϱ1) + ϱ1JV (p̄ϱ1)] = [IE(p̄ϱ1) + ϱ2JV (p̄ϱ1)] − (ϱ2 − ϱ1)JV (p̄ϱ1)
≥ χT (ϱ2) − (ϱ2 − ϱ1)JV (p̄ϱ1) ≥ χ(ϱ2) − (ϱ2 − ϱ1) d+1

ϱ1
,

where we use Lemma 2.5.3. Therefore

χT (ϱ2) − χT (ϱ1) ≤ (ϱ2 − ϱ1) d+1
ϱ1
.

Similarly, let p̄ϱ2 be any minimiser of (2.40) at ϱ2, i.e.,

χT (ϱ2) = IE(p̄ϱ2) + ϱ2JV (p̄ϱ2).

Estimate

[IE(p̄ϱ2) + ϱ2JV (p̄ϱ2)] = [IE(p̄ϱ2) + ϱ1JV (p̄ϱ2)] + (ϱ2 − ϱ1)JV (p̄ϱ2)
≥ χT (ϱ1) + (ϱ2 − ϱ1)JV (p̄ϱ2) ≥ χT (ϱ1) + (ϱ2 − ϱ1)c(ϱ2),

where we use Lemma 2.5.4. Therefore

χT (ϱ2) − χT (ϱ1) ≥ c(ϱ2)(ϱ2 − ϱ1).

2. Because χT (ϱ) ≤ d + 1 for all ϱ ∈ (0,∞), it follows that limϱ→∞ χT (ϱ) ≤ d +
1. To obtain the reverse inequality, let p̄ϱ be any minimiser of (2.44) at ϱ. By
Lemma 2.5.3, we may assume that JV (p̄ϱ) ≤ d+1

ϱ . Hence limϱ→∞ JV (p̄ϱ) = 0, and
consequently limϱ→∞ p̄ϱ = δO weakly. Therefore, by Fatou’s lemma, limϱ→∞ χT (ϱ) =
limϱ→∞[IE(p̄) + ϱJV (p̄)] ≥ lim infϱ→∞ IE(p̄ϱ) ≥ IE(δO) = d+ 1.

42



§2.5. Analysis of the variational problem on the infinite regular tree

C
hapter

2

3. To prove that limϱ↓0 χT (ϱ) ≤ d− 1, estimate

χT (ϱ) ≤ inf
p∈P↓

O(V )
supp(p)⊆BR(O)

[IE(p) + ϱJV (p)], R ∈ N0.

Because
sup

p∈P↓
O(V )

supp(p)⊆BR(O)

JV (p) = JV (pR) = log |BR(O)|, R ∈ N0,

with

pR(x) =

{
|BR(O)|−1, x ∈ BR(O),

0, else,
it follows that

lim
ϱ↓0

χT (ϱ) ≤ inf
p∈P↓

O(V )
supp(p)⊆BR(O)

IE(p) ≤ IE(pR), R ∈ N0.

Compute (recall (2.10)) ,

IE(pR) = |∂BR+1(O)|
|BR(O)|

, R ∈ N0.

Inserting the relations

|∂BR(O)| =
{

1, R = 0,
(d+ 1)dR−1, R ∈ N,

|BR(O)| =
R∑

R′=0
|∂BR′(O)| = 1 + d+ 1

d− 1
(dR − 1), R ∈ N0,

we get

IE(pR) = (d− 1) (d+ 1)dR

(d+ 1)dR − 2
.

Hence limR→∞ IE(pR) = d− 1, and so limϱ↓0 χT (ϱ) ≤ d− 1.
4. To prove that limϱ↓0 χT (ϱ) ≥ d− 1, note that because JV ≥ 0 we can estimate

lim
ϱ↓0

χT (ϱ) ≥ inf
p∈P↓

O(V )
IE(p).

It therefore suffices to show that

inf
p∈P↓

O(V )
IE(p) ≥ d− 1,

i.e., (pR)R∈N0 is a minimising sequence of the infimum in the left-hand side. The proof
goes as follows. Write (recall (2.10))

IE(p) = 1
2

∑
x,y∈V

x∼y

(√
p(x) −

√
p(y)

)2

= 1
2

∑
x,y∈V

x∼y

[
p(x) + p(y) − 2

√
p(x)p(y)

]
= (d+ 1) −

∑
x,y∈V

x∼y

√
p(x)p(y).
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Since T is a tree, each edge can be labelled by the end-vertex that is farthest from O.
Hence the sum in the right-hand side can be written as∑

x∈V \O

2
√
p(x)p(x↓),

where x↓ is the unique neighbour of x that is closer to O than x. Since 2
√
p(x)p(x↓) ≤

p(x) + p(x↓), it follows that∑
x∈V \O

2
√
p(x)p(x↓) ≤

∑
x∈V \O

p(x) +
∑

x∈V \O

p(x↓) = [1 − p(O)] + 1.

Therefore
IE(p) ≥ d− 1 + p(O),

which settles the claim.
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CHAPTER 3
The parabolic Anderson model on a

periodic Galton-Watson tree

Abstract

In [14], the annealed total mass of the solution to the parabolic Anderson model on a regular
tree with an i.i.d. double-exponential random potential was studied. The first two terms in
the asymptotic expansion for large time of the total mass was identified. This chapter extends
the analysis to a periodic Galton-Watson tree with large periodicity and is therefore a crucial
step towards understanding the annealed total mass on the regular Galton-Watson tree. To
do this we need to carefully deal with the non-homogeneity of the periodic Galton-Watson
tree.
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§3.1 Introduction and main results

In [12], the quenched asymptotic growth rate of the total mass of the PAM on a
Galton-Watson tree was indentified. The ultimate goal in this chapter is to obtain
the corresponding result in the annealed setting, i.e. the growth rate when averaged
over the potential. Chapter 2 made the first step in this direction by considering the
regular tree. This chapter considers the Galton-Watson tree with large periodicity,
which approximates the full Galton-Watson tree and is therefore another step towards
our goal. The periodicity allows us to build on the previous chapter, where the key
techniques developed heavily rely on an underlying periodic structure. The main
challenge here is to navigate the non-homogeneity of the periodic Galton-Watson tree,
which has to be dealt with carefully.

In Section 3.1, the periodic Galton-Watson tree is defined, and the PAM and key
quantities are introduced. In Section 3.2 the main theorem is stated. Sections 3.3 and
3.4 concern the proof of the main theorem through a lower, and respectively an upper
bound.

§3.1.1 Definition of the periodic Galton-Watson tree
We analyse the PAM on the graph generated by a ‘periodic’ Galton-Watson tree. The
graph is generated by first taking Z, and looking at [N ] = {0, 1, · · · , N} ⊂ Z. From
each x ∈ [N ], independently generate a Galton-Watson tree with offspring distribution
D, except at the roots x ∈ [N ] where the offspring distribution is D − 1. Let the tree
rooted at x be denoted by Tx. For x ∈ Z \ [N ], repeat the same Galton-Watson tree
that was generated at x mod (N + 1). In other words, the trees Tx and Ty are equal
if x = y mod (N + 1). This can be equivalently viewed as the infinite concatenation
of [N ] with all the generated Galton-Watson trees hanging off. Denote the resulting
tree by GW = (V,E, 0) and the probability with respect to GW by P. Note that the
standard Galton-Watson tree corresponds to N = ∞, so that there is no periodicity,
or alternatively, each vertex in Z has an independent Galton-Watson hanging off it,
and not just the vertices [N ].

§3.1.2 The PAM on a periodic Galton-Watson tree
See (1.14) for the definition of the PAM on a general (locally-finite) graph and other
relevant notation. Recall that the annealed total mass is given by the Feynman-Kac
representation

〈U(t)〉 =
〈
E0

(
e
∫ t

0
ξ(Xs)ds

)〉
. (3.1)

where 〈·〉 denotes expectation with respect to the potential ξ = (ξ(x))x∈GW , X =
(Xt)t≥0 a continuous-time random walk on the vertices V with jump rate 1 along the
edges E, and P0 denotes the law of X given X0 = 0.
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§3.1.3 Assumptions on the potential
We make the same assumptions as in the previous chapter. Throughout the paper we
assume that the random potential ξ consists of i.i.d. random variables with a marginal
distribution whose cumulant generating function

H(u) = log
〈

euξ(O)
〉

(3.2)

satisfies the following:

Assumption 3.A. [Asymptotic double-exponential potential]
There exists a ϱ ∈ (0,∞) such that

lim
u→∞

uH ′′(u) = ϱ. (3.3)

■

It will be useful later on to observe that, since ξ is assumed to be i.i.d., we have from
(3.1)-(3.2) that

〈U(t)〉 = EO

(
exp

[∑
x∈V

H(ℓt(x))
])

, (3.4)

where
ℓt(x) =

∫ t

0
1{Xs = x} ds, x ∈ V, t ≥ 0,

is the local time of X at vertex x up to time t. See Chapter 2.1.2 for further details.

§3.2 Main theorem: annealed total mass for large
times

To state the main theorem, we introduce the following characteristic variational for-
mula. Denote by P(V ) the set of probability measures on V . For p ∈ P(V ), define

IE(p) =
∑

{x,y}∈E

(√
p(x) −

√
p(y)

)2
, JV (p) = −

∑
x∈V

p(x) log p(x), (3.5)

and set
χGW(ϱ) = inf

p∈P(V )
[IE(p) + ϱJV (p)], ϱ ∈ (0,∞). (3.6)

The first term in (3.5) is the quadratic form associated with the Laplacian, which is
the large deviation rate function for the empirical distribution

Lt = 1
t

∫ t

0
δXs ds = 1

t

∑
x∈V

ℓt(x)δx ∈ P(V ). (3.7)

The following lemma links the Feynman-Kac formula (3.4) to the main theorem, as
well as introduces several quantities that are used later on in the proof. The lemma
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pulls the leading order term out of the expansion and shows that the second order
term is controlled by the large deviation principle for the empirical distribution of the
normalised local times.

Lemma 3.2.1. [Key object for the expansion] If G = (V,E) is finite, then

〈U(t)〉 = eH(t)+o(t) EO

(
e−ϱtJV (Lt)

)
, t → ∞, (3.8)

where JV is the functional in (3.6) and Lt is the empirical distribution in (3.7).

Proof. See Lemma 2.1.2 in Chapter 2

For the offspring distribution D, denote its support by supp(D). For technical reasons
we require the following assumption.

Assumption 3.B. [Offspring distribution]
There exist 4 ≤ d− ≤ d+ < ∞ such that supp(D) ⊆ [d−, d+]. ■

Theorem 3.2.2. Subject to Assumptions 3.A and 3.B, as t → ∞,

1
t

log〈U(t)〉 = ϱ log(ϱt) − ϱ− χGW(ϱ) + o(1), P-a.s. (3.9)

The variational formula depends on the realisation of GW and hence is a random
object. However, as will become clear from later analysis, it is actually deterministic
and equal to the one of the embedded regular tree with degrees d− + 1. The latter has
been studied in Chapter 2.5.

§3.3 Proof of main theorem: lower bound
A lower bound for (3.9) in Theorem 3.2.2 is obtained though a standard and straight-
forward argument. Let BR(0) ⊂ GW be the ball of radius R around 0 in the graph
distance. We consider a random walk that is killed when it leaves BR(0). This gives

1
t

log〈U(t)〉 ≥ ϱ log(ϱt) − ϱ− χ−
R(ϱ) + o(1), t → ∞,

with χ−
R(ϱ) the variational formula on BR(0) with zero boundary condition. It is easily

shown that χ−
R(ϱ) → χGW(ϱ) as R → ∞. Hence, letting R → ∞ we get the desired

lower bound. See Chapter 2.2 for technical details. The inhomogeneity of the periodic
Galton-Watson tree plays no role in the argument, which carries over exactly.

§3.4 Proof of main theorem: upper bound
In this section we prove the upper bound for (3.9) in Theorem 3.2.2. We try to follow
the argument used on the regular tree in the previous chapter. Again, the argument
is comprised of four steps:
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(I) Condition on the backbone of X (Section 3.5.1).

(II) Project X onto a concatenation of finite subtrees attached to this backbone that
have depth R and special tadpoles at the bottom. (Section 3.5.2).

(III) Periodise the projected X to obtain a Markov renewal process on a finite graph
(Section 3.5.3).

(IV) Use the large deviation principle for the empirical distribution of Markov renewal
processes derived in [31] to obtain a variational formula on a single subtree
(Section 3.5.4).

Finally, in Section 3.6 we derive the upper bound of the expansion by letting R → ∞
in the variational formula.

§3.5 Backbone, projection, periodisation and upper
variational formula

§3.5.1 Backbone
Although the intuition is the same as on the regular tree, the backbone has to be
defined more carefully due to the inhomogeneity. Since X is transient, it escapes to
infinity along a path in Tn for some n ∈ Z. We can assume n ∈ N0, for if not, we can
reflect the labelling in Section 3.1.1 so that this is the case. For k ∈ Z+, let Zk denote
all the vertices at distance k from 0 and belonging to ∪l∈Z+Tl. Similarly for k ∈ Z−,
Zk denotes all the vertices at distance k from 0, and belonging to ∪l∈Z−Tl. For fixed
k ∈ Z, define Tk to be the last time X visits Zk, i.e.

Tk = sup{t > 0 : Xt ∈ Zk}.

The backbone is the sequence of vertices (XTk
)k≥0 with the convention that XT0 = 0,

and can be interpreted as the path along which the random walk escapes to infinity.
The following lemma shows that we may assume that the backbone can be taken equal
to Z without loss of generality.

Lemma 3.5.1. For every t ≥ 0,

EO

exp
[ ∑

x∈V (GW)

H(ℓt(x))
] = EO

exp
[ ∑

x∈V (GW)

H(ℓt(x))
] ∣∣∣∣∣ (XTk

)k≥0 = Z


in distribution.

Proof. We apply the following permutations to GW that turns the backbone into Z.
We do the permutations inductively on k as follows:

• Since XT0 is already in Z by convention, we do not permute it.
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• Suppose that GW has been permuted such that XTi = i ∈ Z for all i = 0, · · · , j−
1. Then XTj is in the subtree rooted at XTj−1 . If XTj 6= j ∈ Z, then we can
swap it and the tree hanging below it with j and the tree hanging below it. In
other words, we swap TXTj

with Tj .

This permutation procedure preserves the edges and the vertices and so the resulting
tree is isomorphic to GW. Therefore, conditioning on the backbone being Z does not
affect the distribution of the total mass given in (3.4).

§3.5.2 Projection
For every vertex that is distance R from the backbone, replace the tree hanging below
it by a special tadpole vertex. R is chosen such that it is a multiple of N , i.e. R = nN

for some n ∈ N, with N from Section 3.1.1. Denote this truncated version of GW by
GWR. We apply the following map to X. Whenever X travels farther than distance
R from the backbone, its excursion is cut off and replaced by a sojourn time at the
corresponding tadpole. The resulting path, which we call XR = (XR

t )t≥0, is a Markov
renewal process on GWR with the following properties:

• The sojourn times in all the vertices that are not tadpoles have distribution
EXP(Dx + 1).

• The sojourn times in all the tadpole attached to vertex x have distribution ψx,
defined as the conditional distribution of the return time τx of the random walk
on the Galton-Watson tree rooted at x given that τx < ∞ (again see [30] for a
proper definition).

• The transitions into the tadpoles have probability Dx

Dx+1 , the transitions out of
the tadpoles have probability 1 (because of the conditioning on the backbone).
Here Dx denotes the number of offspring of x, which has the same distribution
as D (and Dx + 1 is the degree of the vertex).

Write (ℓGWR
t (x))x∈VGWR

to denote the local times of XR at time t.

Lemma 3.5.2. [Projection onto tadpoles] For every R ∈ (NZ) ∩ N and t ≥ 0,

E0

exp
[ ∑

x∈V (GW)

H(ℓt(x))
] ≤ E0

exp
[ ∑

x∈V (GWR)

H(ℓGWR
t (x))

] .

Proof. See Lemma 2.3.3. The map stacks local times on top of each other and the
inequality follows from the convexity of H defined in (3.2).

§3.5.3 Periodisation
We cut GWR into periodic units of length R+1 with the same R as in Section 3.5.2. We
do this in the natural way following the inherent periodic structure.By the contruction
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of the perodic Galton-Waton tree, we can fold all paths of XR that are in Tm into paths
in Tx where m = x mod (R + 1) for all m ∈ Z since the trees are identical. Finally,
paths that go from R mod (R+1) to 0 mod (R+1) are folded by adding an additional
edge between 0 and R. Denote the periodised graph by GWπ,R and the random walk
on GWπ,R by Xπ,R, which is obtained by folding XR. Write (ℓπ,R

t (x))x∈VGWR
to

denote the local times of Xπ,R at time t.

Lemma 3.5.3. [Periodisation to a finite graph] For every R ∈ (NZ) ∩ N and t ≥ 0,

E0

exp
[ ∑

x∈V (GWR)

H(ℓGWR
t (x))

] ≤ E0

exp
[ ∑

x∈V (GWπ,R)

H(ℓπ,R
t (x))

] .

Proof. The periodisation again stacks local times on top of each other.

Crucial observation. Let ∂VR be the set of vertices to which a tadpole is attached.
Due to shift invariance, we may assume that the total local time spent at ∂VR ∪ 0 ∪ ⋆,
is at most t/R, without loss of generality. See Lemma 2.3.6 for more details.

§3.5.4 Large deviation rate function
We use the following large deviation principle for Markov renewal processes derived
in [31].
To simplify notation, we define
⋆ = vertex R on the backbone,
□ = set of tadpoles,
∂VR = set of vertices neighbouring □,
int(VR) = VR \ (□ ∪ ∂VR),
□x = tadpole attached to x ∈ ∂VR\⋆.

1. For x /∈ □, ψx = EXP(Dx + 1), and so

λx(θ) =

{
log
(

Dx+1
Dx+1−θ

)
, θ < Dx + 1,

∞, θ ≥ Dx + 1.

To find λ∗
x(α) we compute

∂

∂θ
[αθ−log( Dx+1

Dx+1−θ )] = α− 1
Dx + 1 − θ

,
∂2

∂θ2 [αθ−log( Dx

Dx+1−θ )] = − 1
(Dx + 1 − θ)2 < 0.

This gives that the supremum in (A.4) is uniquely taken at

θ∗ = Dx + 1 − 1
α , α > 0,

so that
λ∗

x(α) = α(Dx + 1) − log[α(Dx + 1)] − 1, α > 0. (3.10)
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2. Inserting (3.10) into (A.1)–(A.3), we get

I†
ER

(p) =
∑

x∈VR

∑
y∼x

p(x) + inf
β∈(0,∞)

inf
q∈P(VR)

sup
q̂∈P(VR)

L(β, q, q̂ | p),

where we recall that y ∼ x means that x and y are connected by an edge in GWπ,R

(denoted by ER), and

L(β, q, q̂ | p) = −A−B − C −D,

where
A =

∑
x∈int(VR)

βq(x)
{

1 + log
(∑

y∼x q̂(y)
q̂(x)

p(x)
βq(x)

)}
,

B =
∑

x∈∂VR\⋆

βq(x)
{

1 + log
(
q̂(x↑) +Dxq̂(□x)

q̂(x)
p(x)
βq(x)

)}
,

C = βq(⋆)
{

1 + log
(
q̂(⋆↑) +D⋆q̂(O)

q̂(⋆)
p(⋆)
βq(⋆)

)}
,

D =
∑
x∈□

βq(x)
{

log
(
q̂(x↑)
q̂(x)

)
− (Lλx)

(
p(x)
βq(x)

)}
,

with Lλx the Legendre transform of the cumulant generating function of ψx and x↑

the unique vertex to which x is attached upwards. Note that A,B,C each combine
two terms, and that A,B,C,D depend on p. We suppress this dependence because p
is fixed.

3. Inserting the parametrisation q̂ = u/‖u‖1 and q = v/‖v‖1 with u, v : VR → (0,∞)
and putting βq = v, we may write

I†
ER

(p) =
∑

x∈VR

(Dx + 1)p(x) + inf
v : VR→(0,∞)

sup
u : VR→(0,∞)

L(u, v) (3.11)

with
L(u, v) = −A−B − C −D,

where
A =

∑
x∈int(VR)

v(x)
{

1 + log
(∑

y∼x u(y)
u(x)

p(x)
v(x)

)}
,

B =
∑

x∈∂VR\⋆

v(x)
{

1 + log
(
u(x↑) +Dxu(□x)

u(x)
p(x)
v(x)

)}
,

C = v(⋆)
{

1 + log
(
u(⋆↑) +Dxu(O)

u(⋆)
p(⋆)
v(⋆)

)}
,

D =
∑
x∈□

v(x)
{

log
(
u(x↑)
u(x)

)
− (Lλx)

(
p(x)
v(x)

)}
.

(3.12)

Our task is to carry out the supremum over u and the infimum over v in (3.11).
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4. First, we compute the infimum over v for fixed u. (Later we will make a judicious
choice for u to obtain a lower bound.) Abbreviate

Au(x) =
∑

y∼x u(y)
u(x)

p(x), x ∈ int(VR),

Bu(x) = u(x↑) +Dxu(□x)
u(x)

p(x), x ∈ ∂VR\⋆,

Cu(⋆) = u(⋆↑) +D⋆u(O)
u(⋆)

p(⋆).

(3.13)

• For z ∈ VR, the first derivatives of L are

z ∈ int(VR) : ∂L(u, v)
∂v(z)

= − log
(
Au(z)
v(z)

)
,

z ∈ ∂VR\⋆ : ∂L(u, v)
∂v(z)

= − log
(
Bu(z)
v(z)

)
,

z = ⋆ : ∂L(u, v)
∂v(z)

= − log
(
Cu(z)
v(z)

)
,

while the second derivatives of L equal 1/v(z) > 0. Hence the infimum is uniquely
taken at

x ∈ int(VR) : v̄(x) = Au(x),
x ∈ VR\⋆ : v̄(x) = Bu(x),
x = ⋆ : v̄(x) = Cu(x).

• For z ∈ □, the computation is more delicate. Define

µx(α) = α(Lλx)
′
(α) − (Lλx)(α).

The function µx has range (−∞, logMx] for some Mx < ∞. The maximal value is
uniquely taken at α = ∞. Therefore there are two cases.

▶ u(z)/u(z↑) ≤ Mz: Abbreviate αu(z) = p(z)/v(z). For z ∈ □,

∂L(u, v)
∂v(z)

= log
(
u(z)
u(z↑)

)
+ (Lλz)

(
p(z)
v(z)

)
− p(z)
v(z)

(Lλz)
′
(
p(z)
v(z)

)
= log

(
u(z)
u(z↑)

)
− µz(αu(z)),

∂2L(u, v)
v(z)2 = p2(z)

v3(z)
(Lλz)

′′
(
p(z)
v(z)

)
> 0,

where we use that Lλx, being a Legendre transform, is strictly convex. Hence the
infimum is uniquely taken at

v̄(x) = p(x)
αu(x)

, x ∈ □,
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with αu(x) solving the equation

log
(
u(x)
u(x↑)

)
= µx(αu(x)), x ∈ □.

Since µ′
x(α) = α(Lλx)′′(α) and Lλx is strictly convex (see Fig. A.3 in Appendix A.2),

µx is strictly increasing and therefore invertible. Consequently,

αu(x) = µ−1
x

(
log
(
u(x)
u(x↑)

))
, x ∈ □.

Putting the above formulas together, we arrive at (recall (3.13))

L(u) = inf
v : VR→(0,∞)

L(u, v)

= −
∑

x∈int(VR)

Au(x) −
∑

x∈∂VR\⋆

Bu(x) − Cu(⋆) +
∑
x∈□

Du(x) (3.14)

with (recall (3.12))

Du(x) = − p(x)
αu(x)

[
log
(
u(x↑)
u(x)

)
− (Lλx)(αu(x))

]
= p(x)
αu(x)

[
(Lλx)(αu(x)) − µx(αu(x))

]
= p(x) (Lλx)

′
(αu(x)) = p(x)

(
(Lλx)

′
◦ µ−1

x

)(
log
(
u(x)
u(x↑)

))
.

▶ u(x)/u(x↑) > Mz: In this case ∂L(u,v)
∂v(z) > 0, the infimum is uniquely taken at

v̄(x) = 0, and
Du(x) = p(x) θc,x, x ∈ □,

where we use (A.13). Note that the right-hand side does not depend on u.

5. Recall that (Lλx)′(α) = θ∗
x(α) and let αx = µ−1

x (log( u(x)
u(x↑) )). For u(x)/u(x↑) ∈

[1,Mx],
θ∗

x(αx) ≥ θ∗
min(αx),

while for u(x)/u(x↑) ∈ (−∞, 1),

θ∗
x(αx) < θ∗(αx).

This follows from the fact that the sojourn time at x is stochastically smaller than
that on the minimal tree. It also follows that

θc,x ≥ θc,min.

We may therefore estimate

L(u) ≥ L̄(u) := −
∑

x∈int(VR)

Au(x) −
∑

x∈∂VR\⋆

Bu(x) − Cu(⋆) +
∑
x∈□

D̄u(x),
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where

D̄u(x) =


p(x)

(
(Lλmax)′ ◦ µ−1

max
) (

log
(

u(x)
u(x↑)

))
, u(x)/u(x↑) ∈ (−∞, 1),

p(x)
(
(Lλmin)′ ◦ µ−1

min
) (

log
(

u(x)
u(x↑)

))
, u(x)/u(x↑) ∈ [1,

√
d−],

p(x)θc,min, u(x)/u(x↑) >
√
d−.

To simplify notation, we suppress min from the notation. For u(x)/u(x↑) ∈ [1, d−], it
can be shown that (Lλ)′ ◦ µ−1 = λ−1. Moreover, (λ−1 ◦ log) = S with

S(β) = d− + 1 − β − d−

β
, β ∈ (0,

√
d− ]. (3.15)

Since S has domain (0,
√
d− ], Du(x) is only defined when u(x)/u(x↑) ≤

√
d−, in which

case
D̄u(x) = p(x)S

(
u(x)
u(x↑)

)
, x ∈ □. (3.16)

On the other hand for u(x)/u(x↑) > d−,

D̄u(x) = p(x) (
√
d− − 1)2 = p(x)S(

√
d−), x ∈ □.

For u(x)/u(x↑) ∈ (−∞, 1), (3.15) and (3.16) hold with d− replaced by d+.

6. Next, we compute the supremum over u for L̄. The first derivatives of L̄ are

z ∈ int(VR)\O : ∂L̄(u)
∂u(z)

=
∑

y∼z u(y)
u2(z)

p(z) −
∑
y∼z

1
u(y)

p(y),

z = O : ∂L̄(u)
∂u(O)

=
∑

y∼O u(y)
u(O)2 p(O) −

∑
y:y↑=O

1
u(y)

p(y) − D⋆

u(⋆)
p(⋆),

z = ⋆ : ∂L̄(u)
∂u(⋆)

= − 1
u(O)

p(O) + u(⋆↑) +D⋆u(O)
u(⋆)2 p(⋆),

z ∈ ∂VR\⋆ : ∂L̄(u)
∂u(z)

= − 1
u(z↑)

p(z↑) + u(z↑) +Dzu(□z)
u(z)2 p(z)

+
[
u(□z)
u(z)2 − d−

u(□z)

]
p(□z)1{ u(z)

u(z↑)
∈[1,

√
d]
}

+
[
u(□z)
u(z)2 − d+

u(□z)

]
p(□z)1{ u(z)

u(z↑)
<1
},

z ∈ □ : ∂L̄(u)
∂u(z)

= − Dz↑

u(z↑)
p(z↑) +

[
− 1
u(z↑)

+ d−u(z↑)
u(z)2

]
p(z) 1{ u(z)

u(z↑)
∈[1,

√
d]
}

+
[
− 1
u(z↑)

+ d+u(z↑)
u(z)2

]
p(z) 1{ u(z)

u(z↑)
<1
}.

(3.17)
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The second derivatives of L are all < 0. The first line in (3.17) can be rewritten as

∑
y∼z

u(y)
[
p(z)
u2(z)

− p(y)
u2(y)

]
,

which is zero when

ū(x) =
√
p(x), x ∈ int(VR) \ O. (3.18)

Given the choice in (3.18), the fourth line in (3.17) is zero when

ū(x) =

√
d−p(x↑)p(x)

Dx↑p(x↑) + p(x)
1{ u(x)

u(x↑)
∈[1,

√
d−]
}+

√
d+p(x↑)p(x)

Dx↑p(x↑) + p(x)
1{ u(x)

u(x↑)
<1
}, x ∈ □.

(3.19)
Furthermore, the derivative in the fifth line is strictly negative when both indicators
are 0 and therefore at least one indicator must be 1. This is guaranteed since the
quotient

ū(x)
ū(x↑)

=

√
d−p(x)

Dx↑p(x↑) + p(x)
1{ u(x)

u(x↑)
∈[1,

√
d−]
} +

√
d+p(x↑)p(x)
Dx↑ + p(x)

1{ u(x)
u(x↑)

<1
}, x ∈ □,

is bounded from above by
√
d for all Dx↑ . In addition, we can rewrite the indicators

in (3.19) to get

ū(x) =

√
d−p(x↑)p(x)

Dx↑p(x↑) + p(x)
1{ p(x)

p(x↑)
≥

D
x↑

d−−1

}+

√
d+p(x↑)p(x)

Dx↑p(x↑) + p(x)
1{ p(x)

p(x↑)
<

D
x↑

d+−1

}, x ∈ □.

(3.20)
Given the choice in (3.18)–(3.19), also the fourth line in (3.17) is zero. Thus, only the
second and third line in (3.17) are non-zero, but this is harmless because O, ⋆ carry a
negligible weight in the limit as R → ∞,because of the constraint p(∂VR ∪ O) ≤ 1/R
(recall Section 3.5.3). To simplify notation, define

Ω−
□(x) =

√
d−p(x↑)p(x)

Dx↑p(x↑) + p(x)
, Ω+

□(x) =

√
d+p(x↑)p(x)

Dx↑p(x↑) + p(x)
,

and

Ω−(x) =

√
d−p(x)p(□x)

Dxp(x) + p(□x)
, Ω+(x) =

√
d+p(x)p(□x)

Dxp(x) + p(□x)
.

Inserting (3.18)–(3.19) into (3.14) and using (3.13) and (3.16), we get the following
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lower bound:
sup

u : VR→(0,∞)
L̄(u)

≥ −
∑

x∈int(VR)

Aū(x) −
∑

x∈∂VR\⋆

Bū(x) − Cū(⋆) +
∑
x∈□

D̄ū(x)

= −
∑

x∈int(VR)

∑
y∼x

√
p(y)p(x)

−
∑

x∈∂VR\⋆

√
p(x)

(√
p(x↑) +DxΩ−(x)1{ p(□x)

p(x) ≥ Dx
d−−1

} +DxΩ+(x)1{ p(□x)
p(x) < Dx

d−−1

})

−
√
p(⋆)

(√
p(⋆↑) +D⋆

√
p(O)

)
+
∑
x∈□

p(x)

[
S−

(
Ω−

□(x)√
p(x↑)

)
1{ p(x)

p(x↑)
≥

D
x↑

d−−1

} + S+

(
Ω+

□(x)√
p(x↑)

)
1{ p(x)

p(x↑)
<

D
x↑

d+−1

}]

7. Using the relation (Dx + 1)p(x) =
∑

y∼x p(x), x ∈ int(VR), we get from (3.11) that

I†
ER

(p) ≥ K1
R(p) +K2

R(p)

with

K1
R(p) =

∑
x∈int(VR)

∑
y∼x

[
p(x) −

√
p(x)p(y)

]
=

∑
{x,y}∈ER\{O,⋆}

(√
p(x) −

√
p(y)

)2
+
[
p(O) −

√
p(O)p(⋆)

]
−
∑

x∈∂VR

[
p(x) −

√
p(x)p(x↑)

]
and

K2
R(p) =

∑
x∈∂VR\⋆

[
(Dx + 1)p(x)

−
√
p(x)

(√
p(x↑) +DxΩ−(x)1{ p(□x)

p(x) ≥ Dx
d−−1

} +DxΩ+(x)1{ p(□x)
p(x) < Dx

d−−1

})]
+ (D⋆ + 1)p(⋆) −

√
p(⋆)

(√
p(⋆↑) +D⋆

√
p(O)

)
+
∑
x∈□

p(x)

[
S−

(
Ω−

□(x)√
p(x↑)

)
1{ p(x)

p(x↑)
≥

D
x↑

d−−1

} + S+

(
Ω+

□(x)√
p(x↑)

)
1{ p(x)

p(x↑)
<

D
x↑

d+−1

}] .
The first sum in the right-hand side of K1

R(p) equals the standard rate function I
ÊR

(p)
without {O, ⋆} and the tadpoles. Rearranging and simplifying terms, we arrive at

I†
ER

(p) ≥ I
ÊR

(p) +K3
R(p) (3.21)

with
K3

R(p) = S∂VR\⋆(p) + SO,⋆(p) + S(∂VR\⋆)∪□(p),
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where

S∂VR\⋆(p) =
∑

x∈∂VR\⋆

Dxp(x),

SO,⋆(p) =
(√

p(O) −
√
p(⋆)

)2
+ (D⋆ − 1)

[
p(⋆) −

√
p(O)p(⋆)

]
,

S(∂VR\⋆)∪□(p) = −
∑

x∈∂VR\⋆

p(x)Dx

(
Ω−(x)√
p(x)

1{ p(□x)
p(x) ≥ Dx

d−−1

} + Ω+(x)√
p(x)

1{ p(□x)
p(x) < Dx

d−−1

})

+
∑
x∈□

p(x)

[
S−

(
Ω−

□(x)√
p(x↑)

)
1{ p(x)

p(x↑)
≥

D
x↑

d−−1

} + S+

(
Ω+

□(x)√
p(x↑)

)
1{ p(x)

p(x↑)
<

D
x↑

d+−1

}] .
(3.22)

8. Since
√
p(O)p(⋆) ≤ 1

2 [p(O)+p(⋆)], the boundary constraint
∑

x∈∂VR∪O p(x) ≤ 1/R

(recall Section 3.5.3) implies that S∂VR\⋆(p)+SO,⋆(p) = O(1/R). The same constraint
implies that the first sum in S(∂VR\⋆)∪□(p) is O(1/R). Hence

K3
R(p) ≥ O(1/R) +

∑
x∈∂VR\⋆

p(x)F
(

p(□x)
p(x)

)
with

F (w) = w

(
d− + 1 −

√
d

[√
w

d+ w
+
√
d+ + w

w

])
1{ p(□x)

p(x) ≥ Dx
d−−1

}
+ w

(
d+ + 1 −

√
d+

[√
w

d+ w
+
√
d+ + w

w

])
1{ p(□x)

p(x) < Dx
d−−1

}.
The map w 7→ F (w) is continuous on (0,∞) with

F (w) =

{
−

√
d−√
d+

√
w + (d− + 1)w +O(w3/2), w ↓ 0,

[(d− + 1) − 2
√
d− ]w +

√
d−(d− − d+)/2 +O(w−1), w → ∞,

on the first indicator, while

F (w) =
{

−
√
w + (d+ + 1)w +O(w3/2), w ↓ 0,

[(d+ + 1) − 2
√
d+ ]w +

√
d−(d− − d+)/2 +O(w−1), w → ∞,

on the second indicator. From this we see that if d+ ≥ d− ≥ 4, then there exists a
C ∈ (1,∞) such that

F (w) + C ≥
(
1 −

√
w
)2
, w ∈ [0,∞).

Hence we have the lower bound

K3
R(p) ≥ O(1/R) +

∑
x∈∂VR\⋆

p(x)

[
−C +

(
1 −

√
p(□x)
p(x)

)2
]

= O(1/R) +
∑

x∈∂VR\⋆

(√
p(x) −

√
p(□x)

)2
.
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Via (3.21)–(3.22), it follows that

I†
ER

≥ O(1/R) + I
ẼR

(p), R ∈ N,

with I
ẼR

(p) the standard rate function and

ẼR = ÊR ∪
[

∪x∈∂VR\⋆ {x,□x}
]

the set of edges obtained by removing the edge {O, ⋆}.

§3.6 Limit of the upper variational formula
With the above, we have shown that

1
t

log〈U(t)〉 ≤ ϱ log(ϱt) − ϱ− χ+
R(ϱ) + o(1), t → ∞,

with
χ+

R(ϱ) = inf
p∈P(GWπ,R)

{
I†

E(p) + ϱJV (GWπ,R)(p)
}
. (3.23)

It only remains to show that lim infR→∞ χ+
R(ϱ) ≥ χGW(ϱ). Due to shift invari-

ance (recall Section 3.5.3), we may assume that the minimiser in (3.23) satisfies∑
x∈∂VR∪O p(x) ≤ 1/R. Next

GWπ,R ⊆ GW.

Consequently,

I
ẼR

(p) = IE(p) −
∑

x∈∂VR\⋆

(Dx − 1)p(x), ∀ p ∈ P(GW) : supp(p) ⊆ GWπ,R,

where the sum compensates for the contribution coming from the edges in GW that
link the vertices in ∂VR\⋆ to the vertices one layer deeper in GW that are not tadpoles.
Since this sum is O(1/R), we obtain

χ+
R(ϱ) = inf

p∈P(V (GWπ,R))

{
I†

E(p) + ϱJV (GWR)(p)
}

≥ O(1/R) + inf
p∈P(V (GW)) : supp(p)⊆V (GWπ,R)

{
IE(GW)(p) + ϱJV (GW)(p)

}
≥ O(1/R) + χGW(ϱ),

where the last inequality follows after dropping the constraint under the infimum.
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APPENDIX A
Appendix: Part I

§A.1 Large deviation principle for the local times of
Markov renewal processes

The following LDP, which was used in the proof of Lemma 2.3.7, was derived in [31,
Proposition 1.2], and generalises the LDP for the empirical distribution of a Markov
proceses on a finite state space derived in [15]. See [11, Chapter III] for the definition
of the LDP.

Proposition A.1.1. Let Y = (Yt)t≥0 be the Markov renewal process on the finite
graph G = (V,E) with transition kernel (πx,y){x,y}∈E and with sojourn times whose
distributions (ψx)x∈V have support (0,∞). For t > 0, let LY

t denote the empirical
distribution of Y at time t (see (2.12)). Then the family (P(LY

t ∈ ·))t>0 satisfies the
LDP on P(V ) with rate t and with rate function I†

E given by

I†
E(p) = inf

β∈(0,∞)
inf

q∈P(V )

[
K̂(βq) + K̃(p | βq)

]
(A.1)

with

K̂(βq) = sup
q̂∈P(V )

∑
x∈V

βq(x) log
(

q̂(x)∑
y∈V

πx,y q̂(y)

)
, (A.2)

K̃(p | βq) =
∑
x∈V

βq(x) (Lλx)
(

p(x)
βq(x)

)
, (A.3)

where
(Lλx)(α) = supθ∈R[αθ − λx(θ)], α ∈ [0,∞),

λx(θ) = log
∫∞

0 eθτψx(dτ), θ ∈ R.
(A.4)

The rate function I†
E consist of two parts: K̂ in (A.2) is the rate function of the

LDP on P(V ) for the empirical distribution of the discrete-time Markov chain on
V with transition kernel (πx,y){x,y}∈E (see [11, Theorem IV.7]), while K̃ in (A.3) is
the rate function of the LDP on P(0,∞) for the empirical mean of the sojourn times,
given the empirical distribution of the discrete-time Markov chain. Moreover, λx is the
cumulant generating function associated with ψx, and Lλx is the Legendre transform
of λx, playing the role of the Cramèr rate function for the empirical mean of the i.i.d.
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sojourn times at x. The parameter β plays the role of the ratio between the continuous
time scale and the discrete time scale.

§A.2 Sojourn times: cumulant generating functions
and Legendre tranforms

In Appendix A.2.1 we recall general properties of cumulant generating functions and
Legendre transforms, in Appendices A.2.2 and A.2.3 we identify both for the two
sojourn time distributions arising in Lemma 2.3.7, respectively.

§A.2.1 General observations
Let λ be the cumulant generating function of a non-degenerate sojourn time distribu-
tion ϕ, and Lλ be the Legendre transform of λ (recall (2.25)). Both λ and Lλ are
strictly convex, are analytic in the interior of their domain, and achieve a unique zero
at θ = 0, respectively, α = αc with αc =

∫∞
0 τϕ(dτ). Furthermore, λ diverges at some

θc ∈ (0,∞] and has slope αc at θ = 0. Moreover, if the slope of λ diverges at θc, then
Lλ is finite on (0,∞).

The supremum in the Legendre transform defining (Lλ)(α) is uniquely taken at
θ = θ(α) solving the equation

λ′(θ(α)) = α, α > 0.

The tangent of λ with slope α at θ(α) intersects the vertical axis at (−Lλ)(α), i.e.,
putting

µ(α) = λ(θ(α)) (A.5)

we have
µ(α) = α(Lλ)′(α) − (Lλ)(α). (A.6)

(See Fig. A.1.) Note that by differentiating (A.6) we get

µ′(α) = α(Lλ)′′(α),

which shows that α 7→ µ(α) is strictly increasing and hence invertible, with inverse
function µ−1. Note that by differentiating the relation (Lλ)(α) = αθ(α) − λ(θ(α)) we
get

(Lλ)′(α) = θ(α). (A.7)

A further relation that is useful reads

(Lλ)′ ◦ µ−1 = λ−1, (A.8)

which follows because µ = λ ◦ θ by (A.5) and (Lλ)′ = θ by (A.7).
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θ(α)

µ(α)

−(Lλ)(α)

r
r

r

Figure A.1: Picture exhibiting the link between λ(θ), (Lλ)(α), θ(α), µ(α). The dotted line is
the tangent of λ with slope α, crossing the horizontal axis at −(Lλ)(α), and touching λ at
the point (θ(α), µ(α)). All are analytic on the interior of their domain.

§A.2.2 Exponential sojourn time
If ϕ = EXP(d+ 1), then the cumulant generating function λ(θ) = log

∫∞
0 eθτψ(dτ) is

given by

λ(θ) =

{
log
(

d+1
d+1−θ

)
, θ < d+ 1,

∞, θ ≥ d+ 1.

To find (Lλ)(α), we compute

∂

∂θ
[αθ− log( d+1

d+1−θ )] = α− 1
d+ 1 − θ

,
∂2

∂θ2 [αθ− log( d
d+1−θ )] = − 1

(d+ 1 − θ)2 < 0.

Hence the supremum in (2.24) is uniquely taken at

θ(α) = d+ 1 − 1
α , α > 0,

so that
(Lλ)(α) = α(d+ 1) − 1 − log[α(d+ 1)], α > 0. (A.9)

Thus, λ and Lλ have the shape in Fig. A.2, with θc = d+ 1 and αc = 1
d+1 , and with

limθ↑θc
λ(θ) = ∞ and limθ↑θc

λ′(θ) = ∞.
Note that µ has domain (0,∞) and range R.

§A.2.3 Non-exponential sojourn time
For ϕ = ψ the computations are more involved. Let T ∗ = (E, V ) be the infinite rooted
regular tree of degree d+ 1. Write O for the root. Let X = (Xn)n∈N0 be the discrete-
time simple random walk on T ∗ = (E, V ) starting from O. Write τO to denote the
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Figure A.2: Picture of θ 7→ λ(θ) (left) and α 7→ (Lλ)(α) (right) for ϕ = EXP(d+ 1).

time of the first return of X to O. Define r = PO(τO < ∞). It is easy to compute r
by projecting X on N0: r is the return probability to the origin of the random walk on
N0 that jumps to the right with probability p = d

d+1 and to the left with probability
q = 1

d+1 , which equals p
q (see [33, Section 8]). Thus, r = 1

d .
For y ∈ T ∗, define hy = Py(τO < ∞). Then hy can be explicitly calculated, namely,

hy =

{
d−|y|, y ∈ T ∗ \ {O},
1, y = O.

Note that h is a harmonic function on T ∗ \ O, i.e., hy =
∑

z∈T ∗ π̂y,zhz, y ∈ T ∗ \ O.
We can therefore consider the Doob-transform of X, which is the random walk with
transition probabilities away from the root given by

σ̌y,z =


d

d+1 , z = y↑,

1
d

1
d+1 , z 6= y↑, {y, z} ∈ E,

0, else,
y ∈ T ∗ \ {O},

and transition probabilities from the root are given by

σ̌O,z =

{
1
d , {O, z} ∈ E,

0, else.

Thus, the Doob-transform reverses the upward and the downward drift of X.
Recall from Lemma 2.3.7 that ψ is the distribution of τO conditional on {τO < ∞}

and on X leaving O at time 0.

Lemma A.2.1. Let λ(θ) = log
∫∞

0 eθτψ(dτ). Then

eλ(θ) =

{
d+1−θ

2

[
1 −

√
1 − 4d

(d+1−θ)2

]
, θ ∈ (−∞, θc],

∞, else,
(A.10)
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with θc = (
√
d−1)2. The range of exp ◦λ is (0,

√
d ], with the maximal value is uniquely

taken at θ = θc.

Proof. To compute the moment-generating function of τO, we consider the Doob-
transform of X and its projection onto N0. Let p2k = P (τO = 2k). It is well-known
that (see [33, Section 8])

Gp,q(s) = E(sτO | τO < ∞) =
∑
k∈N

s2kp2k = 1
2p

[
1 −

√
1 − 4pqs2

]
, |s| ≤ 1.

(A.11)
Therefore we have

eλ(θ) = E(eθτO ) =
∑
k∈N

p2k

[
E
(

eθ EXP(d+1)
)]2k−1

=
∑
k∈N

p2k

(
d+ 1

d+ 1 − θ

)2k−1

=
(
d+ 1 − θ

d+ 1

)
Gp,q(s)

(A.12)

with
p = 1

d+1 , q = d
d+1 , s = d+ 1

d+ 1 − θ
.

Inserting (A.11) into (A.12), we get the formula for λ(θ). From the term in the square
root we see that λ(θ) is finite if and only if θ ≤ θc = d+ 1 − 2

√
d = (

√
d− 1)2.

There is no easy closed form expression for (Lλ)(α), but it is easily checked that
λ and Lλ have the shape in Fig. A.3, with θc = (

√
d− 1)2 and αc =

∫∞
0 τψ(dτ) < ∞,

and with λ(θc) = log
√
d < ∞ and λ′(θc) = ∞, i.e., there is a cusp at the threshold

θc, implying that Lλ is finite on (0,∞). It follows from (A.7) that

lim
α→∞

1
α

(Lλ)(α) = lim
α→∞

θ(α) = θc. (A.13)

0
θ

θc

λ(θ)

αc

r
0

α

(Lλ)(α)

αc

r

r

Figure A.3: Picture of θ 7→ λ(θ) (left) and α 7→ (Lλ)(α) (right) for ϕ = ψ.
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Lemma A.2.2. The function λ−1 ◦ log = (exp ◦λ)−1 is given by

(exp ◦λ)−1(β) = d+ 1 − β − d

β
, β ∈ (0,

√
d ]. (A.14)

The range of (exp ◦λ)−1 is (−∞, θc], with the maximal value θc uniquely taken at
β =

√
d.

Proof. We need to invert exp ◦λ in (A.10). Abbreviate χ = d+1−θ
2 . Then

β = χ

[
1 −

√
1 − d

χ2

]
=⇒ χ = β2 + d

2β
=⇒ θ = d+ 1 − β2 + d

β
.

Note that (
√
d,∞) is not part of the domain of (exp ◦λ)−1, even though the right-hand

side of (A.14) still makes sense (as a second branch). Note that µ has domain (0,∞)
and range (−∞,

√
d ] (see Fig. A.1).

§A.3 Large deviation estimate for the local time away
from the backbone

In this appendix we derive a large deviation principle for the total local times at
successive depths of the random walk on T Z (see Fig. 2.3). This large deviation
principle is not actually needed, but serves as a warm up for the more elaborate
computations in Section 2.4.

For k ∈ N0, let Vk be the set of vertices in T Z that are at distance k from the
backbone (see Fig. 2.3). For R ∈ N, define

ℓR
t (k) =

∑
x∈Vk

ℓZt (x), k = 0, 1, . . . , R,
ℓR

t =
∑

k>R

∑
x∈Vk

ℓZt (x), k = R+ 1,

and
LR

t = 1
t

(
(ℓt(k))R

k=0, ℓ
R
t

)
.

Abbreviate V ∗
R = {0, 1, . . . , R,R+ 1},

Lemma A.3.1. For every R ∈ N, (LR
t )t≥0 satisfies the large deviation principle on

P(V ∗
R) with rate t and with rate function I†

R given by

I†
R(p) =

[√
(d− 1)p(0) −

√
dp(1)

]2 +
R−1∑
k=1

[√
p(k) −

√
dp(k + 1)

]2
+
[√

p(R) + p(R+ 1) −
√
dp(R+ 1)

]2
.

(A.15)

68



§A.3. Large deviation estimate for the local time away from the backbone

A
ppendix

A

0 1 R R+ 1

u u u □
· · ·

Figure A.4: Depths k = 0, 1, . . . , R and k > R.

Proof. By monitoring the random walk on the tree in Fig. 2.3 and projecting its depth
on the vertices 0, 1, . . . , R, respectively, R + 1, we can apply the LDP in Proposi-
tion A.1.1 (see Fig. A.4).

1. The sojourn times have distribution EXP(d + 1) at vertices k = 0, 1, . . . , R and
distribution ψ at vertex k = R+ 1. The transition probabilities are

π0,0 = 2
d+1 , π0,1 = d−1

d+1 ,

πk,k+1 = 1
d+1 , πk,k−1 = d

d+1 , k = 1, . . . , R,

πR+1,R = 1.

Proposition A.1.1 therefore yields that (LR
t )t≥0 satisfies the LDP on on P(V ∗

R) with
rate t and with rate function I†

R given by

I†
R(p) = (d+ 1)

R∑
k=0

p(k) + inf
v : V ∗

R
→(0,∞)

sup
u : V ∗

R
→(0,∞)

L(u, v) (A.16)

with
L(u, v) = −A−B − C, (A.17)

where

A =
R∑

k=1

v(x)
{

1 + log
(
du(k − 1) + u(k + 1)

u(k)
p(k)
v(k)

)}
,

B = v(0)
{

1 + log
(

2u(0) + (d− 1)u(1)
u(0)

p(0)
v(0)

)}
,

C = v(R+ 1)
{

log
(

u(R)
u(R+ 1)

)
− (Lλ)

(
p(R+ 1)
v(R+ 1)

)}
.

Here we use (A.9) to compute A and B, and for C we recall that Lλ is the Legendre
transform of the cumulant generation function λ of ψ computed in Lemma A.10.

2. We compute the infimum of L(u, v) over v for fixed u.

• For k = 1, . . . , R,

∂A

∂v(k)
= log

(
du(k − 1) + u(k + 1)

u(k)
p(k)
v(k)

)
,

=⇒ v̄u(k) = p(k) du(k − 1) + u(k + 1)
u(k)

.
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The second derivative is 1/v(k) > 0.

• For k = 0,
∂B

∂v(0)
= log

(
2u(0) + (d− 1)u(1)

u(0)
p(0)
v(0)

)
,

=⇒ v̄u(0) = p(0) 2u(0) + (d− 1)u(1)
u(0)

.

The second derivative is 1/v(0) > 0.

• For k = R + 1, the computation is more delicate. Define (recall (A.6) in Ap-
pendix A.2)

µ(α) = α(Lλ)
′
(α) − (Lλ)(α).

The function µ has range (−∞, log
√
d ], with the maximal value uniquely taken at

α = ∞. Therefore there are two cases.

▶ u(R+ 1)/u(R) ≤
√
d. Compute

∂C

∂v(R+ 1)
= µ

(
p(R+ 1)
v(R+ 1)

)
− log

(
u(R+ 1)
u(R)

)
,

=⇒ v̄(R+ 1) = p(R+ 1)
αu(R+ 1)

with αu(R+ 1) solving the equation

log
(
u(R+ 1)
u(R)

)
= µ

(
αu(R+ 1)

)
.

Since µ′(α) = α(Lλ)′′(α) and Lλ is strictly convex (see Fig. A.3 in Appendix A.2), µ
is strictly increasing and therefore invertible. Consequently,

αu(R+ 1) = µ−1
(

log
(
u(R+ 1)
u(R)

))
. (A.18)

Putting (A.17)–(A.18) together, we get

L(u) = inf
v : V ∗

R
→(0,∞)

L(u, v) = −
R∑

k=1

Au(k) −Bu + Cu (A.19)

with

Au(k) = du(k − 1) + u(k + 1)
u(k)

p(k), k = 1, . . . , R,

Bu = 2u(0) + (d− 1)u(1)
u(0)

p(0),
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and
Cu = p(R+ 1)

αu(R+ 1)

[
(Lλ)

(
αu(R+ 1)

)
− log

(
u(R+ 1)
u(R)

)]
= p(R+ 1)
αu(R+ 1)

[
(Lλ)

(
αu(R+ 1)

)
− µ

(
αu(R+ 1)

)]
= p(R+ 1) (Lλ)

′(
αu(R+ 1)

)
= p(R+ 1) ((Lλ)

′
◦ µ−1)

(
log
(
u(R+ 1)
u(R)

))
.

In (A.8) in Appendix A.2 we showed that (Lλ)′ ◦ µ−1 = λ−1. Moreover, in (A.14) in
Appendix A.2 we showed that (λ−1 ◦ log) = S with

S(β) = d+ 1 − β − d

β
, β ∈ (0,

√
d ]. (A.20)

Since S has domain (0,
√
d ], Cu(R+ 1) is only defined when u(R+ 1)/u(R) ≤

√
d, in

which case
Cu = p(R+ 1)S

(
u(R+ 1)
u(R)

)
. (A.21)

▶ u(R+1)/u(R) ≤
√
d. In this case ∂C

∂v(R+1) > 0, the infimum is taken at v̄(R+1) = 0,
and hence (recall (A.13))

Cu = p(R+ 1) (
√
d− 1)2 = p(R+ 1)S(

√
d). (A.22)

Note that the right-hand side does not depend on u. The expressions in (A.21)–(A.22)
can be summarised as

Cu = p(R+ 1)S
(√

d ∧ u(R+ 1)
u(R)

)
.

3. Next we compute the supremum over u of

L(u) = L(u, v̄u) = −Au −Bu + Cu. (A.23)

with Au =
∑R

k=1 Au(k). We only write down the derivatives that are non-zero.
• For k = 2, . . . , R− 1,

− ∂Au

∂u(k)
= −p(k + 1) d

u(k + 1)
− p(k − 1) 1

u(k − 1)
+ p(k) du(k − 1) + u(k + 1)

u(k)2 .

• For k = 1,

− ∂Au

∂u(1)
= −p(2) d

u(2)
+ p(1) du(0) + u(2)

u(1)2 ,

− ∂Bu

∂u(1)
= −p(0) d− 1

u(0)
.
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• For k = R,

− ∂Au

∂u(R)
= −p(R− 1) 1

u(R− 1)
+ p(R) du(R− 1) + u(R+ 1)

u(R)2 ,

∂Cu

∂u(R)
= p(R+ 1)

[
u(R+ 1)
u(R)2 − d

u(R+ 1)

]
1{u(R+1)

u(R) ≤
√

d
}.

• For k = 0,

− ∂Au

∂u(0)
= −p(1) d

u(1)
,

− ∂Bu

∂u(0)
= p(0) (d− 1)u(1)

u(0)2 .

• For k = R+ 1,

− ∂Au

∂u(R+ 1)
= −p(R) 1

u(R)
,

∂Cu

∂u(R+ 1)
= p(R+ 1)

[
− 1
u(R)

+ du(R)
u(R+ 1)2

]
1{u(R+1)

u(R) ≤
√

d
}.

All the first derivatives of Au +Bu + Cu are zero when we choose

ū(0) =
√

(d− 1)p(0), ū(k) =
√
dkp(k), k = 1, . . . , R,

ū(R+ 1) =

√
dR+1 p(R)p(R+ 1)

p(R) + p(R+ 1)
.

(A.24)

All the second derivatives are strictly negative, and so ū is the unique maximiser.

4. Inserting (A.24) into (A.19), we get

L(ū) = L(ū, v̄ū) = −
R−1∑
k=2

Aū(k) −
[
Aū(1) +Bū

]
−Aū(R) + Cū

= −
R−1∑
k=2

√
dp(k)

[√
p(k − 1) +

√
p(k + 1)

]
−
[
2
√
d(d− 1)p(0)p(1) + 2p(0) +

√
dp(1)p(2)

]
−

[√
dp(R− 1)p(R) +

√
p(R)

p(R) + p(R+ 1)
√
dp(R)p(R+ 1)

]

+ p(R+ 1)S

(√
dp(R+ 1)

p(R) + p(R+ 1)

)
.

Recalling (A.16), (A.20) and (A.23), and rearranging terms, we find the expression in
(A.15).
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Note that I†
R has a unique zero at p given by

p(0) = 1
2 , p(k) = 1

2 (d− 1)d−k, k = 1, . . . , R, p(R+ 1) = 1
2d

−R.

This shows that the fraction of the local time typically spent a distance k away from
the backbone decays exponentially fast in k.
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PART II

PARABOLIC ANDERSON
MODEL: QUENCHED





CHAPTER 4
Parabolic Anderson model on a

Galton-Watson tree revisited

This chapter is based on the following paper:
F. den Hollander and D. Wang. The parabolic Anderson model on a Galton-Watson
tree revisited. J. Stat. Phys., 189(1):Paper 8, 2022.

Abstract

In [12] a detailed analysis was given of the large-time asymptotics of the total mass of the
solution to the parabolic Anderson model on a supercritical Galton-Watson random tree
with an i.i.d. random potential whose marginal distribution is double-exponential. Under the
assumption that the degree distribution has bounded support, two terms in the asymptotic
expansion were identified under the quenched law, i.e., conditional on the realisation of the
random tree and the random potential. The second term contains a variational formula
indicating that the solution concentrates on a subtree with minimal degree according to a
computable profile. The present paper extends the analysis to degree distributions with
unbounded support. We identify the weakest condition on the tail of the degree distribution
under which the arguments in [12] can be pushed through. To do so we need to control the
occurrence of large degrees uniformly in large subtrees of the Galton-Watson tree.
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§4.1 Introduction and main results
Section 4.1.1 provides a brief introduction to the parabolic Anderson model. Sec-
tion 4.1.2 introduces basic notation and key assumptions. Section 4.1.3 states the
main theorem and gives an outline of the remainder of the paper.

§4.1.1 The PAM and intermittency
The parabolic Anderson model (PAM) is the Cauchy problem

∂tu(x, t) = ∆X u(x, t) + ξ(x)u(x, t), t > 0, x ∈ X ,

where X is an ambient space, ∆X is a Laplace operator acting on functions on X ,
and ξ is a random potential on X . Most of the literature considers the setting where
X is either Zd or Rd with d ≥ 1 (for mathematical surveys we refer the reader to [3],
[29]). More recently, other choices for X have been considered as well: the complete
graph [16], the hypercube [5], Galton-Watson trees [12], and random graphs with
prescribed degrees [12].

The main target for the PAM is a description of intermittency: for large t the
solution u(·, t) of (2.1) concentrates on well-separated regions in X , called intermittent
islands. Much of the literature has focussed on a detailed description of the size, shape
and location of these islands, and the profiles of the potential ξ(·) and the solution
u(·, t) on them. A special role is played by the case where ξ is an i.i.d. random potential
with a double-exponential marginal distribution

P(ξ(0) > u) = e−eu/ϱ

, u ∈ R,

where ϱ ∈ (0,∞) is a parameter. This distribution turns out to be critical, in the
sense that the intermittent islands neither grow nor shrink with time, and therefore
represents a class of its own.

The analysis of intermittency typically starts with a computation of the large-time
asymptotics of the total mass, encapsulated in what are called Lyapunov exponents.
There is an important distinction between the annealed setting (i.e., averaged over the
random potential) and the quenched setting (i.e., almost surely with respect to the
random potential). Often both types of Lyapunov exponents admit explicit descrip-
tions in terms of characteristic variational formulas that contain information about
where and how the mass concentrates in X . These variational formulas contain a
spatial part (identifying where the concentration on islands takes place) and a profile
part (identifying what the size and shape of both the potential and the solution are
on the islands).

In the present paper we focus on the case where X is a Galton-Watson tree, in the
quenched setting (i.e., almost surely with respect to the random tree and the random
potential). In [12] the large-time asymptotics of the total mass was derived under the
assumption that the degree distribution has bounded support. The goal of the present
paper is to relax this assumption to unbounded degree distributions. In particular, we
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identify the weakest condition on the tail of the degree distribution under which the
arguments in [12] can be pushed through. To do so we need to control the occurrence
of large degrees uniformly in large subtrees of the Galton-Watson tree.

§4.1.2 The PAM on a graph
We begin with some basic definitions and notations (and refer the reader to [3], [29]
for more background).

Let G = (V,E) be a simple connected undirected graph, either finite or countably
infinite. Let ∆G be the Laplacian on G, i.e.,

(∆Gf)(x) :=
∑
y∈V :

{x,y}∈E

[f(y) − f(x)], x ∈ V, f : V → R. (4.1)

Our object of interest is the non-negative solution of the Cauchy problem with localised
initial condition,

∂tu(x, t) = (∆Gu)(x, t) + ξ(x)u(x, t), x ∈ V, t > 0,
u(x, 0) = δO(x), x ∈ V,

(4.2)

where O ∈ V is referred to as the root of G. We say that G is rooted at O and call
G = (V,E,O) a rooted graph. The quantity u(x, t) can be interpreted as the amount
of mass present at time t at site x when initially there is unit mass at O.

Criteria for existence and uniqueness of the non-negative solution to (4.2) are well
known (see [24], [25] for the case G = Zd), and the solution is given by the Feynman-
Kac formula

u(x, t) = EO

[
e
∫ t

0
ξ(Xs)ds 1l{Xt = x}

]
, (4.3)

where X = (Xt)t≥0 is the continuous-time random walk on the vertices V with jump
rate 1 along the edges E, and PO denotes the law of X given X0 = O. We are
interested in the total mass of the solution,

U(t) :=
∑
x∈V

u(x, t) = EO

[
e
∫ t

0
ξ(Xs)ds

]
. (4.4)

Often we suppress the dependence on G, ξ from the notation. Note that, by time
reversal and the linearity of (4.2), U(t) = û(0, t) with û the solution of (4.2) with a
different initial condition, namely, û(x, 0) = 1 for all x ∈ V .

As in [12], throughout the paper we assume that the random potential ξ = (ξ(x))x∈V

consists of i.i.d. random variables with marginal distribution satisfying:

Assumption 4.A. [Asymptotic double-exponential potential]
For some ϱ ∈ (0,∞),

P (ξ(0) ≥ 0) = 1, P (ξ(0) > u) = e−eu/ϱ

for u large enough. (4.5)

■
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The restrictions in (4.5) are helpful to avoid certain technicalities that require no new
ideas. In particular, (4.5) is enough to guarantee existence and uniqueness of the non-
negative solution to (4.2) on any graph whose largest degrees grow modestly with the
size of the graph (as can be inferred from the proof in [25] for the case G = Zd; see
Section 4.6 for more details). All our results remain valid under milder restrictions
(e.g. [25, Assumption (F)] plus an integrability condition on the lower tail of ξ(0)).

The following characteristic variational formula is important for the description of
the asymptotics of U(t) when ξ has a double-exponential tail. Denote by P(V ) the
set of probability measures on V . For p ∈ P(V ), define

IE(p) :=
∑

{x,y}∈E

(√
p(x) −

√
p(y)

)2
, JV (p) := −

∑
x∈V

p(x) log p(x),

and set
χG(ϱ) := inf

p∈P(V )
[IE(p) + ϱJV (p)], ϱ ∈ (0,∞). (4.6)

The first term in (4.6) is the quadratic form associated with the Laplacian, describing
the solution u(·, t) in the intermittent islands, while the second term in (4.6) is the
Legendre transform of the rate function for the potential, describing the highest peaks
of ξ(·) in the intermittent islands.

§4.1.3 The PAM on a Galton-Watson tree
Let D be a random variable taking values in N. Start with a root vertex O, and
attach edges from O to D first-generation vertices. Proceed recursively: after having
attached the n-th generation of vertices, attach to each one of them independently a
number of vertices having the same distribution as D, and declare the union of these
vertices to be the (n+ 1)-th generation of vertices. Denote by GW = (V,E) the graph
thus obtained and by P its probability law and E the expectation. Write P and E to
denote probability and expectation for D, and supp(D) to denote the support of P.
The law of D can be viewed as the offspring distribution of GW, and the law of D+ 1
the degree distribution of GW.

Throughout the paper, we assume that the degree distribution satisfies:

Assumption 4.B. [Exponential tails]
(1) dmin := min supp(D) ≥ 2 and E [D] ∈ (2,∞).
(2) E

[
eaD

]
< ∞ for all a ∈ (0,∞). ■

Under this assumption, GW is P-a.s. an infinite tree. Moreover,

lim
r→∞

log |Br(O)|
r

= log E [D] =: ϑ ∈ (0,∞) P − a.s., (4.7)

where Br(O) ⊂ V is the ball of radius r around O in the graph distance (see e.g.
[30, pp. 134–135]). Note that this ball depends on GW and therefore is random.
Furthermore, under this assumption on the tail of D, the solution to the PAM exists
and is unique.
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Theorem 4.1.1. Let G = GW. Subject to Assumption 4.B(2), (4.1) has a unique
non-negative solution (P ×P) almost surely. This solution admits the Feynman-Kac
representation (4.3).

For our main result we need an assumption that is much stronger than Assump-
tion 4.B(2).

Assumption 4.C. [Super-double-exponential tails] There exists a function f : (0,∞) →
(0,∞) satisfying lims→∞ f(s) = 0, lims→∞ f ′(s) = 0 and lims→∞ f(s) log s = ∞ such
that

lim sup
s→∞

e−s log P(D > sf(s)) < −2ϑ. (4.8)

■

To state our main result, we define the constant

χ̃(ϱ) := inf
{
χT (ϱ) : T is an infinite tree with degrees in supp(D)

}
, (4.9)

with χG(ϱ) defined in (4.6), and abbreviate

rt = ϱt

log log t
. (4.10)

Theorem 4.1.2. [Quenched Lyapunov exponent] Subject to Assumptions 4.A–4.C,

1
t

logU(t) = ϱ log(ϑrt) − ϱ− χ̃(ϱ) + o(1), t → ∞, (P ×P)-a.s. (4.11)

With Theorem 4.1.2 we have completed our task to relax the main result in [12]
to degree distributions with unbounded support. The extension comes at the price
of having to assume a tail that decays faster than double-exponential as shown in
(4.8). This property is needed to control the occurrence of large degrees uniformly in
large subtrees of GW. No doubt Assumption 4.C is stronger than is needed, but to
go beyond would require a major overhaul of the methods developed in [12], which
remains a challenge.

In (4.2) the initial mass is located at the root. The asymptotics in (4.11) is robust
against different choices. A heuristic explanation where the terms in (4.11) come
from was given in [12, Section 1.5]. The asymptotics of U(t) is controlled by random
walk paths in the Feynman-Kac formula in (4.4) that run within time rt/ϱ log rt to an
intermittent island at distance rt from O, and afterwards stay near that island for the
rest of the time. The intermittent island turns out to consist of a subtree with degree
dmin where the potential has a height ϱ log(ϑrt) and a shape that is the solution of a
variational formula restricted to that subtree. The first and third term in (4.11) are
the contribution of the path after it has reached the island, the second term is the cost
for reaching the island.

For d ∈ N \ {1}, let Td be the infinite homogeneous tree in which every node has
downward degree d. It was shown in [12] that if ϱ ≥ 1/ log(dmin + 1), then

χ̃(ϱ) = χTdmin
(ϱ). (4.12)
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Presumably Tdmin is the unique minimizer of (4.9), but proving so would require more
work.

Outline. The remainder of the chapter is organised as follows. Section 4.2 collects
some structural properties of Galton-Watson trees. Section 4.3 contains several pre-
paratory lemmas, which identify the maximum size of the islands where the potential
is suitably high, estimate the contribution to the total mass in (4.4) by the random
walk until it exits a subset of GW, bound the principal eigenvalue associated with the
islands, and estimate the number of locations where the potential is intermediate. Sec-
tion 4.4 uses these preparatory lemmas to find the contribution to the Feynman-Kac
formula in (4.4) coming from various sets of paths. Section 4.5 uses these contributions
to prove Theorem 4.1.2. In Section 4.6 we prove Theorem 4.1.1.

Assumptions 4.A–4.B are needed throughout the paper. Only in Sections 4.4–4.5
do we need Assumption 4.C.

§4.2 Structural properties of the Galton-Watson tree
In the section we collect a few structural properties of GW that play an important
role throughout the paper. None of these properties were needed in [12]. Section 4.2.1
looks at volumes, Section 4.2.2 at degrees, Section 4.2.3 at tree animals.

§4.2.1 Volumes
Let Zk be the number of offspring in generation k, i.e.,

Zk = |{x ∈ V : d(x,O) = k}|, (4.13)

where d(x,O) is the distance from O to x. Let µ = E [D]. Then there exists a random
variable W ∈ (0,∞) such that

Wk := e−kϑZk = µ−kZk → W P-a.s. as k → ∞. (4.14)

It is shown in [4, Theorem 5] that

∃C < ∞, c > 0: P(|Wk −W | ≥ ε) ≤ Ce−c ε2/3µk/3
∀ ε > 0, k ∈ N. (4.15)

In addition, it is shown in [6, Theorems 2–3] that if D is bounded, then

− logP(W ≥ x) = xγ+/(γ+−1) [L+(x) + o(1)], x → ∞, (4.16)
− logP(W ≤ x) = x−γ−/(1−γ−) [L−(x) + o(1)], x ↓ 0, (4.17)

where γ+ ∈ (1,∞) and γ− ∈ (0, 1) are the unique solutions of the equations

µγ+
= dmax, µγ−

= dmin, (4.18)
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with L+, L− : (0,∞) → (0,∞) real-analytic functions that are multiplicatively periodic
with period µγ+−1, respectively, µ1−γ− . Note that Assumption 4.B(1) guarantees that
γ− 6= 1.

The tail behaviour in (4.16) requires that dmax < ∞. In our setting we have
dmax = ∞, which corresponds to γ+ = ∞, and so we expect exponential tail behaviour.
The following lemma provides a rough bound.

Lemma 4.2.1. [Exponential tail for generation sizes] If there exists an a > 0 such
that E [eaD] < ∞, then there exists an a∗ > 0 such that E[ea∗W ] < ∞.

Proof. First note that if there exists an a > 0 such that E [eaD] < ∞, then there exist
b > 0 large and c > 0 small such that

φ(a) := E [eaD] ≤ eµa+ba2
∀ 0 < a < c. (4.19)

Hence
E[eaZn+1 ] = E[φ(a)Zn ] ≤ E[e(µa+ba2)Zn ] (4.20)

and consequently, because µ > 1,

E
[
eaWn+1

]
≤ E

[
e(a+ba2µ−(n+2))Wn

]
≤ E

[
ea exp(bcµ−(n+2))Wn

]
. (4.21)

Put an := c exp(−bc
∑n−1

k=0 µ
−(k+2)), which satisfies 0 < an ≤ c. From the last in-

equality in (4.21) it follows that

E
[
ean+1Wn+1

]
≤ E

[
eanWn

]
. (4.22)

Since n 7→ an is decreasing with limn→∞ an = a∗ > 0, Fatou’s lemma gives

E
[
ea∗W

]
≤ E

[
ea0W0

]
. (4.23)

Because E [ea0W0 ] = ea0 < ∞, we get the claim.

The following lemma says that P-a.s. a ball of radius Rr centred anywhere in
Br(O) has volume eϑRr+o(Rr) as r → ∞, provided Rr is large compared to log r.

Lemma 4.2.2. [Volumes of large balls] Subject to Assumption 4.B(1), if there exists
an a > 0 such that E [eaD] < ∞, then for any Rr satisfying limr→∞ Rr/ log r = ∞,

lim inf
r→∞

1
Rr

log
(

inf
x∈Br(O)

|BRr
(x)|

)
= lim sup

r→∞

1
Rr

log
(

sup
x∈Br(O)

|BRr
(x)|

)
= ϑ P−a.s.

(4.24)

Proof. For y ∈ GW that lies k generations below O, let y[−i], 0 ≤ i ≤ k be the vertex
that lies i generations above y. Define the lower ball of radius r around y as

B↓
r (y) := {x ∈ V : ∃ 0 ≤ i ≤ r with x[−i] = y}. (4.25)

Note that B↓
r (O) = Br(O).

83



4. The PAM on a Galton-Watson tree revisited

C
ha

pt
er

4

We first prove the claim for lower balls. Afterwards we use a sandwich argument
to get the claim for balls.

Let Zk denote the vertices in the k-th generation. To get the upper bound, pick
δ > 0 and estimate

P
(

sup
x∈Br(O)

|B↓
Rr

(x)| ≥ e(1+δ)ϑRr

)
≤

r∑
k=0

P
(

sup
x∈Zk

|B↓
Rr

(x)| ≥ e(1+δ)ϑRr

)
=

r∑
k=0

∑
l∈N

P
(

sup
x∈Zk

|B↓
Rr

(x)| ≥ e(1+δ)ϑRr

∣∣∣ Zk = l
)
P(Zk = l)

≤
r∑

k=0

∑
l∈N

l P
(

|B↓
Rr

(O)| ≥ e(1+δ)ϑRr

)
P(Zk = l)

= P
(

|B↓
Rr

(O)| ≥ e(1+δ)ϑRr

) r∑
k=0

E(Zk).

(4.26)

By (4.7),
∑r

k=0 E(Zk) = eϑ(r+1)−1
eϑ−1 = O(eϑr), and so in order to be able to apply the

Borel-Cantelli lemma, it suffices to show that the probability in the last line decays
faster than exponentially in r for any δ > 0. To that end, estimate

P
(

|B↓
Rr

(O)| ≥ e(1+δ)ϑRr

)
= P

( Rr∑
k=0

Zk ≥ e(1+δ)ϑRr

)
= P

( Rr∑
k=0

Wk ≥ eδϑRr eϑ(Rr−k)
)

≤
Rr∑

k=0

P
(
Wk ≥ 1

Rr + 1
eδϑRr eϑ(Rr−k)

)
=

Rr∑
k=0

P
(
W + (Wk −W ) ≥ 1

Rr + 1
eδϑRr eϑ(Rr−k)

)
≤

Rr∑
k=0

P
(
W ≥ 1

2(Rr + 1)
eδϑRr eϑ(Rr−k)

)
+

Rr∑
k=0

P
(

|Wk −W | ≥ 1
2(Rr + 1)

eδϑRr eϑ(Rr−k)
)

≤ E[ea∗W ]
Rr∑

k=0

exp
(

− a∗
1

2(Rr + 1)
eδϑRr eϑ(Rr−k)

)
+

Rr∑
k=0

C exp
(

− c
[ 1

2(Rr + 1)
eδϑRr eϑ(Rr−k)

]2/3
(eϑ)k/3

)
≤ E[ea∗W ](Rr + 1) exp

(
− a∗

1
2(Rr + 1)

eδϑRr

)
+ C(Rr + 1) exp

(
− c
[ 1

2(Rr + 1)
eδϑRr

]2/3)
,

(4.27)

where we use (4.15) with µ = eϑ. This produces the desired estimate.
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To get the lower bound, pick 0 < δ < 1 and estimate

P
(

inf
x∈Br(O)

|B↓
Rr

(x)| ≤ e(1−δ)ϑRr

)
≤

r∑
k=0

P
(

inf
x∈Zk

|B↓
Rr

(x)| ≤ e(1−δ)ϑRr

)
=

r∑
k=0

∑
l∈N

P
(

inf
x∈Zk

|B↓
Rr

(x)| ≤ e(1−δ)ϑRr

∣∣∣ Zk = l
)
P(Zk = l)

≤
r∑

k=0

∑
l∈N

lP
(

|B↓
Rr

(O)| ≤ e(1−δ)ϑRr

)
P(Zk = l)

= P
(

|B↓
Rr

(O)| ≤ e(1−δ)ϑRr

) r∑
k=0

E(Zk).

(4.28)

It again suffices to show that the probability in the last line decays faster than expo-
nentially in r for any δ > 0. To that end, estimate

P
(

|B↓
Rr

(O)| ≤ e(1−δ)ϑRr

)
= P

(
e−ϑRr

Rr∑
k=0

Zk ≤ e−δϑRr

)
≤ P

(
WRr ≤ e−δϑRr

)
≤ P(W ≤ 2 e−δϑRr ) + P(W −WRr

≥ e−δϑRr )

≤ exp
(

− c−(2eδϑRr )
γ−

1−γ− [1 + o(1)]
)

+ C exp
(

− c [e− 2
3 δϑ(eϑ) 1

3 ]Rr

)
,

(4.29)

where we use (4.17), (4.15) with µ = eϑ, and put c− := inf L− ∈ (0,∞). For δ small
enough this produces the desired estimate. This completes the proof of (4.24) for lower
balls.

To get the claim for balls, we observe that

B↓
r (x) ⊆ Br(x) ⊆

r⋃
k=0

B↓
r (x[−k]), (4.30)

and therefore

|B↓
r (x)| ≤ |Br(x)| ≤

r∑
k=0

|B↓
r (x[−k])|. (4.31)

It follows from (4.31) that

inf
x∈Br(O)

|B↓
r (x)| ≤ inf

x∈Br(O)
|Br(x)| ≤ sup

x∈Br(O)
|Br(x)| ≤ (r+ 1) sup

x∈Br(O)
|B↓

r (x)|. (4.32)

Hence we get (4.24).

§4.2.2 Degrees
Write Dx to denote the degree of vertex x. The following lemma implies that, P-a.s.
and for r → ∞, Dx is bounded by a vanishing power of log r for all x ∈ B2r(O).
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Lemma 4.2.3. [Maximal degree in a ball around the root]
(a) Subject to Assumption 4.B(2), for every δ > 0,∑

r∈N

P
(
∃x ∈ B2r(O) : Dx > δr

)
< ∞. (4.33)

(b) Subject to Assumption 4.C, there exists a function δr : (0,∞) → (0,∞) satisfying
limr→∞ δr = 0 and limr→∞ r d

dr δr = 0 such that∑
r∈N

P
(
∃x ∈ B2r(O) : Dx > (log r)δr

)
< ∞. (4.34)

Proof. (a) Estimate

P
(
∃x ∈ B↓

2r(O) : Dx > δr
)

≤
2r∑

k=0

P
(
∃x ∈ Zk : Dx > δr

)
=

2r∑
k=0

∑
l∈N

P
(
∃x ∈ Zk : Dx > δr | Zk = l

)
P(Zk = l)

≤ P(D > δr)
2r∑

k=0

∑
l∈N

lP
(
Zk = l) = P(D > δr)

2r∑
k=0

E(Zk).

(4.35)

Since
∑2r

k=0 E(Zk) = e(2r+1)ϑ−1
eϑ−1 = O(e2rϑ), it suffices to show that P(D > δr) =

O(e−cr) for some c > 2ϑ. Since P(D > δr) ≤ e−aδrE(eaD), the latter is immediate
from Assumption 4.B(2) when we choose a > 2ϑ/δ.
(b) The only change is that in the last line P(D > δr) must be replaced by P(D >

(log r)δr ). To see that the latter is O(e−cr) for some c > 2ϑ, we use the tail condition
in (4.8) with δr = f(s) and s = log r.

§4.2.3 Tree animals
For n ∈ N0 and x ∈ Br(O), let

An(x) = {Λ ⊂ Bn(x) : Λ is connected,Λ 3 x, |Λ| = n+ 1} (4.36)

be the set of tree animals of size n+ 1 that contain x. Put an(x) = |An(x)|.

Lemma 4.2.4. [Number of tree animals] Subject to Assumption 4.B(2), P-a.s. there
exists an r0 ∈ N such that an(x) ≤ rn for all r ≥ r0, x ∈ Br(O) and 0 ≤ n ≤ r.

Proof. For n ∈ N0 and x ∈ B↓
r (O), let

A↓
n(x) = {Λ ⊂ B↓

n(x) : Λ is connected,Λ 3 x, |Λ| = n+ 1} (4.37)

be the set of lower tree animals of size n+ 1 that contain x. Put a↓
n(x) = |A↓

n(x)|.
We first prove the claim for lower tree animals. Afterwards we use a sandwich

argument to get the claim for tree animals.
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Fix δ > 0. By Lemma 4.2.3(a) and the Borel-Cantelli lemma, P-a.s. there exists
an r0 = r0(δ) ∈ N such that Dx ≤ δr for all x ∈ B↓

2r(O). Any lower tree animal of size
n + 1 containing a vertex in B↓

r (O) is contained in B↓
r+n(O). Any lower tree animal

of size n+ 1 can be created by adding a vertex to the outer boundary of a lower tree
animal of size n. This leads to the recursive inequality

a↓
n(x) ≤ (δr)a↓

n−1(x) ∀x ∈ B↓
r (O), 1 ≤ n ≤ r. (4.38)

Since a↓
0(x) = 1, it follows that

a↓
n(x) ≤ (δr)n ∀x ∈ B↓

r (O), 0 ≤ n ≤ r. (4.39)

Pick δ ≤ 1 to get the claim for lower tree animals.
To get the claim for tree animals, pick δ ≤ 1

(n+1) and note that an(x) ≤
∑n

k=0 a
↓
n(x[−k])

(compare with (4.31)), and so an(x) ≤ rn for all x ∈ Br(O) and all 0 ≤ n ≤ r.

§4.3 Preliminaries
In this section we extend the lemmas in [12, Section 2]. Section 4.3.1 identifies the
maximum size of the islands where the potential is suitably high. Section 4.3.2 es-
timates the contribution to the total mass in (4.4) by the random walk until it exits
a subset of GW. Section 4.3.3 gives a bound on the principal eigenvalue associated
with the islands. Section 4.3.5 estimates the number of locations where the potential
is intermediate.

Abbreviate Lr = Lr(GW) = |Br(O)| and put

Sr := (log r)α, α ∈ (0, 1). (4.40)

§4.3.1 Maximum size of the islands
For every r ∈ N there is a unique ar such that

P(ξ(0) > ar) = 1
r
. (4.41)

By Assumption 4.A, for r large enough

ar = ϱ log log r. (4.42)

For r ∈ N and A > 0, let

Πr,A = Πr,A(ξ) := {z ∈ Br(O) : ξ(z) > aLr − 2A} (4.43)

be the set of vertices in Br(O) where the potential is close to maximal,

Dr,A = Dr,A(ξ) := {z ∈ Br(O) : dist(z,Πr,A) ≤ Sr} (4.44)
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be the Sr-neighbourhood of Πr,A, and Cr,A be the set of connected components of
Dr,A in GW, which we think of as islands. For MA ∈ N, define the event

Br,A :=
{

∃ C ∈ Cr,A : |C ∩ Πr,A| > MA

}
. (4.45)

Note that Πr,A, Dr,A,Br,A depend on GW and therefore are random.

Lemma 4.3.1. [Maximum size of the islands] Subject to Assumptions 4.A–4.B, for
every A > 0 there exists an MA ∈ N such that∑

r∈N

P(Br,A) < ∞ P − a.s. (4.46)

Proof. We follow [8, Lemma 6.6]. By Assumption 4.A, for every x ∈ V and r large
enough,

P(x ∈ Πr,A) = P(ξ(x) > aLr − 2A) = L−cA
r (4.47)

with cA = e−2A/ϱ. By Lemma 4.2.2, P-a.s. for every y ∈ Br(O) and r large enough,

|BSr (y)| ≤ |Bo(r)(O)| = Lo(r) = Lo(1)
r , (4.48)

where we use that Sr = o(log r) = o(r), and hence for every m ∈ N,

P(|BSr
(y) ∩ Πr,A| ≥ m) ≤

(
|BSr (y)|

m

)
L−cAm

r ≤ (|BSr
(y)|L−cA

r )m ≤ L−cAm[1+o(1)]
r .

(4.49)
Consequently, P-a.s.

P(∃ C ∈ Cr,A : |C ∩ Πr,A| ≥ m) ≤ P(∃ y ∈ Br(O) : |BSr
(y) ∩ Πr,A| ≥ m)

≤ |Br(O)|Lr = L(1−cAm)[1+o(1)]
r .

(4.50)

By choosing m > 1/cA, we see that the above probability becomes summable in r,
and so we have proved the claim with MA = d1/cAe.

Lemma 4.3.1 implies that (P ×P)-a.s. Br,A does not occur eventually as r → ∞.
Note that P-a.s. on the event [Br,A]c,

∀ C ∈ Cr,A : |C ∩ Πr,A| ≤ MA, diamGW(C) ≤ 2MASr, |C| ≤ e2ϑMASr , (4.51)

where the last inequality follows from Lemma 4.2.2.

§4.3.2 Mass up to an exit time
Lemma 4.3.2. [Mass up to an exit time] Subject to Assumption 4.B(2), P-a.s. for
any δ > 0, r ≥ r0, y ∈ Λ ⊂ Br(O), ξ ∈ [0,∞)V and γ > λΛ = λΛ(ξ,GW),

Ey

[
e
∫ τΛc

0
(ξ(Xs)−γ) ds

]
≤ 1 + (δr) |Λ|

γ − λΛ
. (4.52)
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Proof. We follow the proof of [25, Lemma 2.18] and [19, Lemma 4.2]. Define

u(x) := Ex

[
e
∫ τΛc

0
(ξ(Xs)−γ) ds

]
. (4.53)

This is the solution to the boundary value problem

(∆ + ξ − γ)u = 0 on Λ
u = 1 on Λc.

(4.54)

Via the substitution u =: 1 + v, this turns into

(∆ + ξ − γ)v = γ − ξ on Λ
v = 0 on Λc.

(4.55)

It is readily checked that for γ > λΛ the solution exists and is given by

v = Rγ(ξ − γ), (4.56)

where Rγ denotes the resolvent of ∆ + ξ in ℓ2(Λ) with Dirichlet boundary condition.
Hence

v(x) ≤ (δr) (Rγ1)(x) ≤ (δr) 〈Rγ1,1〉Λ ≤ (δr) |Λ|
γ − λΛ

, x ∈ Λ, (4.57)

where 1 denotes the constant function equal to 1, and 〈·, ·〉Λ denotes the inner product
in ℓ2(Λ). To get the first inequality, we combine Lemma 4.2.3(a) with the lower bound
in (B.2) from Lemma B.1.1, to get ξ − γ ≤ λΛ + δr − γ ≤ δr on Λ. The positivity of
the resolvent gives

0 ≤ [Rγ(δr − (ξ − γ))](x) = (δr) [Rγ1](x) − [Rγ(ξ − γ)](x). (4.58)

To get the second inequality, we write

(δr) (Rγ1)(x) ≤ (δr)
∑
x∈Λ

(Rγ1)(x) = (δr)
∑
x∈Λ

(Rγ1)(x)1(x) = (δr) 〈Rγ1,1〉Λ. (4.59)

To get the third inequality, we use the Fourier expansion of the resolvent with respect
to the orthonormal basis of eigenfunctions of ∆ + ξ in ℓ2(Λ).

§4.3.3 Principal eigenvalue of the islands
The following lemma provides a spectral bound.

Lemma 4.3.3. [Principal eigenvalues of the islands] Subject to Assumptions 4.A and
4.B(2), for any ε > 0, (P ×P)-a.s. eventually as r → ∞,

all C ∈ Cr,A satisfy : λC(ξ; GW) ≤ aLr − χ̂C(GW) + ε. (4.60)
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Proof. We follow the proof of [12, Lemma 2.6]. For ε > 0 and A > 0, define the event

B̄r,A :=
{

there exists a connected subset Λ⊂V with Λ∩Br(O)6=∅,

|Λ|≤e2ϑMASr , λΛ(ξ;GW)>aLr −χ̂Λ(GW)+ε

}
(4.61)

with MA as in Lemma 4.3.1. Note that, by (4.A), eξ(x)/ϱ is stochastically dominated
by Z ∨ N , where Z is an Exp(1) random variable and N > 0 is a constant. Thus,
for any Λ ⊂ V , using [12, Eq. (2.17)], putting γ =

√
eε/ϱ > 1 and applying Markov’s

inequality, we may estimate

P (λΛ(ξ; GW) > aLr − χ̂Λ(GW) + ε) ≤ P (LΛ(ξ − aLr − ε) > 1)

= P
(
γ−1LΛ(ξ) > γ logLr

)
≤ e−γ log Lr E[eγ−1LΛ(ξ)] ≤ e−γ log LrK |Λ|

γ

(4.62)

with Kγ = E[eγ−1(Z∨N)] ∈ (1,∞). Next, by Lemma 4.2.4, for any x ∈ Br(O) and
1 ≤ n ≤ r, the number of connected subsets Λ ⊂ V with x ∈ Λ and |Λ| = n + 1 is
P-a.s. at most (n + 1)rn ≤ e2n log r for r ≥ r0. Noting that eSr ≤ r, we use a union
bound and that by Lemma 4.2.2 logLr = ϑr + o(r) as r → ∞ P-a.s., to estimate for
r large enough,

P(B̄r,A) ≤ e−(γ−1) log Lr

be2ϑMASr c∑
n=1

e2n log rKn
γ

≤ e2ϑMASr exp
{

−ϑ(γ − 1)r + o(r) + (2 log r + logKγ) e2ϑMASr
}

= ro(1) exp
{

−ϑ(γ − 1)r + o(r) + (log r) ro(1)
}

≤ e− 1
2 ϑ(γ−1)r.

(4.63)

Via the Borel-Cantelli lemma this implies that (P ×P)-a.s. B̄r,A does not occur even-
tually as r → ∞. The proof is completed by invoking Lemma 4.3.1.

Corollary 4.3.4. [Uniform bound on principal eigenvalue of the islands] Subject to
Assumptions 4.A–4.B, for ϑ as in (4.7), and any ε > 0, (P ×P)-a.s. eventually as
r → ∞,

max
C∈Cr,A

λ1
C(ξ;G) ≤ aLr

− χ̃(ϱ) + ε. (4.64)

Proof. See [12, Corollary 2.8]. The proof carries over verbatim because the degrees
play no role.

§4.3.4 Maximum of the potential
The next lemma shows that aLr

is the leading order of the maximum of ξ in Br(O).

Lemma 4.3.5. [Maximum of the potential] Subject to Assumptions 4.A–4.B, for any
ϑ > 0, (P ×P)-a.s. eventually as r → ∞,∣∣∣∣ max

x∈Br(O)
ξ(x) − aLr

∣∣∣∣ ≤ 2ϱ log r
ϑr

. (4.65)

Proof. See [12, Lemma 2.4]. The proof carries over verbatim and uses Lemma 4.2.2.
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§4.3.5 Number of intermediate peaks of the poten-
tial

We recall the following Chernoff bound for a binomial random variable with parameters
n and p (see e.g. [9, Lemma 5.9]):

P (Bin(n, p) ≥ u) ≤ e−u[log( u
np )−1], u > 0. (4.66)

Lemma 4.3.6. [Number of intermediate peaks of the potential] Subject to Assump-
tions 4.A and 4.B(2), for any β ∈ (0, 1) and ε ∈ (0, 1

2β) the following holds. For a
self-avoiding path π in GW, set

Nπ = Nπ(ξ) := |{z ∈ supp(π) : ξ(z) > (1 − ε)aLr }|. (4.67)

Define the event

Br :=
{ there exists a self-avoiding path π in GW with

supp(π)∩Br 6=∅, | supp(π)|≥(log Lr)β and Nπ>
| supp(π)|
(log Lr)ε

}
. (4.68)

Then ∑
r∈N0

P(Br) < ∞ P − a.s. (4.69)

Proof. We follow the proof of [12, Lemma 2.9]. Fix β ∈ (0, 1) and ε ∈ (0, 1
2β). (4.5)

implies
pr := P(ξ(0) > (1 − ε)aLr ) = exp

{
−(logLr)1−ε

}
. (4.70)

Fix x ∈ Br(O) and k ∈ N. The number of self-avoiding paths π in Br(O) with
| supp(π)| = k and π0 = x is at most ek log r by Lemma 4.2.4 for r sufficiently large.
For such a π, the random variable Nπ has a Bin(k, pr)-distribution. Using (4.66), we
obtain

P
(

∃ self-avoiding π with | supp(π)| = k, π0 = x and Nπ > k/(logLr)ε
)

≤ exp
{

− k
(

(logLr)1−2ε − log r − 1 + ε log logLr

(logLr)ε

)}
. (4.71)

By the definition of ε, together with the fact that Lr > r and x 7→ (log log x)/(log x)ε

is eventually decreasing, the expression in parentheses above is at least 1
2 (logLr)1−2ε.

Summing over k ≥ (logLr)β and x ∈ Br(O), we get P − a.s.

P (Br) ≤ 2Lr exp
{

− 1
2 (logLr)1+β−2ε

}
≤ c1 exp

{
− c2(logLr)1+δ

}
(4.72)

for some c1, c2, δ > 0. Since Lr > r, (4.72) is summable in r.

Lemma 4.3.6 implies that (P ×P)-a.s. for r large enough, all self-avoiding paths π
in GW with supp(π) ∩Br 6= ∅ and | supp(π)| ≥ (logLr)β satisfy Nπ ≤ | supp(π)|

(log Lr)ε .
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Lemma 4.3.7. [Number of high exceedances of the potential] Subject to Assump-
tions 4.A and 4.B(2), for any A > 0 there is a C ≥ 1 such that, for all δ ∈ (0, 1), the
following holds. For a self-avoiding path π in GW, let

Nπ := |{x ∈ supp(π) : ξ(x) > aLr
− 2A}|. (4.73)

Define the event

Br :=
{ there exists a self-avoiding path π in G with

supp(π)∩Br 6=∅, | supp(π)|≥C(log Lr)δ and Nπ>
| supp(π)|
(log Lr)δ

}
. (4.74)

Then
∑

r∈N0
supG∈Gr

P(Br) < ∞. In particular, (P ×P)-a.s. for r large enough, all
self-avoiding paths π in GW with supp(π)∩Br 6= ∅ and | supp(π)| ≥ C(logLr)δ satisfy

Nπ = |{x ∈ supp(π) : ξ(x) > aLr
− 2A}| ≤ | supp(π)|

(logLr)δ
. (4.75)

Proof. Proceed as for Lemma 4.3.6, noting that this time

pr := P
(
ξ(0) > aLr − 2A

)
= L−ϵ

r (4.76)

where ϵ = e−2A/ϱ, and taking C > 2/ϵ.

§4.4 Path expansions
In this section we extend [12, Section 3]. Section 4.4.1 proves three lemmas that
concern the contribution to the total mass in (4.4) coming from various sets of paths.
Section 4.4.2 proves a key proposition that controls the entropy associated with a key
set of paths. The proof is based on the three lemmas in Section 4.4.1.

We need various sets of nearest-neighbour paths in GW = (V,E,O), defined in
[12]. For ℓ ∈ N0 and subsets Λ,Λ′ ⊂ V , put

Pℓ(Λ,Λ′) :=
{

(π0, . . . , πℓ) ∈ V ℓ+1 : π0 ∈ Λ, πℓ ∈ Λ′,
{πi, πi−1} ∈ E ∀ 1 ≤ i ≤ ℓ

}
,

P(Λ,Λ′) :=
⋃

ℓ∈N0

Pℓ(Λ,Λ′),
(4.77)

and set
Pℓ := Pℓ(V, V ), P := P(V, V ). (4.78)

When Λ or Λ′ consists of a single point, write x instead of {x}. For π ∈ Pℓ, set
|π| := ℓ. Write supp(π) := {π0, . . . , π|π|} to denote the set of points visited by π.

Let X = (Xt)t≥0 be the continuous-time random walk on G that jumps from x ∈ V

to any neighbour y ∼ x at rate 1. Denote by (Tk)k∈N0 the sequence of jump times
(with T0 := 0). For ℓ ∈ N0, let

πℓ(X) := (X0, . . . , XTℓ
) (4.79)
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be the path in Pℓ consisting of the first ℓ steps of X. For t ≥ 0, let

π(X[0,t]) = πℓt(X), with ℓt ∈ N0 satisfying Tℓt
≤ t < Tℓt+1, (4.80)

denote the path in P consisting of all the steps taken by X between times 0 and t.
Recall the definitions from Section 4.3.1. For π ∈ P and A > 0, define

λr,A(π) := sup
{
λ1

C(ξ;G) : C ∈ Cr,A, supp(π) ∩ C ∩ Πr,A 6= ∅
}
, (4.81)

with the convention sup ∅ = −∞. This is the largest principal eigenvalue among the
components of Cr,A in GW that have a point of high exceedance visited by the path
π.

Lemma 4.4.1. [Mass up to an exit time] Subject to Assumption 4.C, P-a.s. for any
r ≥ r0, y ∈ Λ ⊂ Br(O), ξ ∈ [0,∞)V and γ > λΛ = λΛ(ξ,GW),

Ey

[
e
∫ τΛc

0
(ξ(Xs)−γ) ds

]
≤ 1 + (log r)δr |Λ|

γ − λΛ
. (4.82)

Proof. The proof is identical to that of Lemma 4.3.2, with δr replaced by (log r)δr

(recall Lemma 4.2.3).

§4.4.1 Mass of the solution along excursions
Lemma 4.4.2. [Path evaluation] For ℓ ∈ N0, π ∈ Pℓ and γ > max0≤i<|π|{ξ(πi) −
Dπi

},

Eπ0

[
e
∫ Tℓ

0
(ξ(Xs)−γ) ds

∣∣∣ πℓ(X) = π

]
=

ℓ−1∏
i=0

Dπi

γ − [ξ(πi) −Dπi
]
. (4.83)

Proof. The proof is identical to that of [12, Lemma 3.2]. The left-hand side of (4.83)
can be evaluated by using the fact that Tℓ is the sum of ℓ independent Exp(deg(πi))
random variables that are independent of πℓ(X). The condition on γ ensures that all
ℓ integrals are finite.

For a path π ∈ P and ε ∈ (0, 1), we write

Mr,ε
π :=

∣∣{0 ≤ i < |π| : ξ(πi) ≤ (1 − ε)aLr

}∣∣, (4.84)

with the interpretation that Mr,ε
π = 0 if |π| = 0.

Lemma 4.4.3. [Mass of excursions] Subject to Assumptions 4.A–4.C, for every A, ε >
0, (P ×P)-a.s. there exists an r0 ∈ N such that, for all r ≥ r0, all γ > aLr − A and
all π ∈ P(Br(O), Br(O)) satisfying πi /∈ Πr,A for all 0 ≤ i < ℓ := |π|,

Eπ0

[
e
∫ Tℓ

0
(ξ(Xs)−γ) ds

∣∣∣ πℓ(X) = π

]
≤ qℓ

r,AeMr,ε
π log[(log r)δr /aLr,A,εqr,A], (4.85)
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where
aLr,A,ε := εaLr −A, qr,A :=

(
1 + A

(log r)δr

)−1

. (4.86)

Note that πℓ ∈ Πr,A is allowed.

Proof. The proof is identical to that of [12, Lemma 3.3], with dmax replaced by (log r)δr

(recall Lemma 4.2.3).

We follow [12, Definition 3.4] and [9, Section 6.2]. Note that the distance between
Πr,A and Dc

r,A in GW is at least Sr = (logLr)α (recall (4.43)–(4.44)).

Definition 4.4.4. [Concatenation of paths] (a) When π and π′ are two paths in P
with π|π| = π′

0, we define their concatenation as

π ◦ π′ := (π0, . . . , π|π|, π
′
1, . . . , π

′
|π′|) ∈ P. (4.87)

Note that |π ◦ π′| = |π| + |π′|.

(b) When π|π| 6= π′
0, we can still define the shifted concatenation of π and π′ as π ◦ π̂′,

where π̂′ := (π|π|, π|π| + π′
1 − π′

0, . . . , π|π| + π′
|π′| − π′

0). The shifted concatenation of
multiple paths is defined inductively via associativity. ■

Now, if a path π ∈ P intersects Πr,A, then it can be decomposed into an initial
path, a sequence of excursions between Πr,A and Dc

r,A, and a terminal path. More
precisely, there exists mπ ∈ N such that

π = π̌1 ◦ π̂1 ◦ · · · ◦ π̌mπ ◦ π̂mπ ◦ π̄, (4.88)

where the paths in (4.88) satisfy

π̌1 ∈ P(V,Πr,A) with π̌1
i /∈ Πr,A, 0 ≤ i < |π̌1|,

π̂k ∈ P(Πr,A, D
c
r,A) with π̂k

i ∈ Dr,A, 0 ≤ i < |π̂k|, 1 ≤ k ≤ mπ − 1,
π̌k ∈ P(Dc

r,A,Πr,A) with π̌k

i /∈ Πr,A, 0 ≤ i < |π̌k|, 2 ≤ k ≤ mπ,

π̂mπ ∈ P(Πr,A, V ) with π̂mπ
i ∈ Dr,A, 0 ≤ i < |π̂mπ |,

(4.89)
while

π̄ ∈ P(Dc
r,A, V ) and π̄i /∈ Πr,A ∀ i ≥ 0 if π̂mπ ∈ P(Πr,A, D

c
r,A),

π̄0 ∈ Dr,A, |π̄| = 0 otherwise. (4.90)

Note that the decomposition in (4.88)–(4.90) is unique, and that the paths π̌1, π̂mπ

and π̄ can have zero length. If π is contained in Br(O), then so are all the paths in
the decomposition.

Whenever supp(π) ∩ Πr,A 6= ∅ and ε > 0, we define

sπ :=
mπ∑
i=1

|π̌i| + |π̄|, kr,ε
π :=

mπ∑
i=1

Mr,ε
π̌i +Mr,ε

π̄ (4.91)
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to be the total time spent in exterior excursions, respectively, on moderately low points
of the potential visited by exterior excursions (without their last point).

In case supp(π) ∩ Πr,A = ∅, we set mπ := 0, sπ := |π| and kr,ε
π := Mr,ε

π . Recall
from (4.81) that, in this case, λr,A(π) = −∞.

We say that π, π′ ∈ P are equivalent, written π′ ∼ π, if mπ = mπ′ , π̌′i = π̌i for all
i = 1, . . . ,mπ, and π̄′ = π̄. If π′ ∼ π, then sπ′ , kr,ε

π′ and λr,A(π′) are all equal to the
counterparts for π.

To state our key lemma, we define, for m, s ∈ N0,

P(m,s) = {π ∈ P : mπ = m, sπ = s} , (4.92)

and denote by
Cr,A := max{|C| : C ∈ Cr,A} (4.93)

the maximal size of the islands in Cr,A.

Lemma 4.4.5. [Mass of an equivalence class] Subject to Assumptions 4.A and 4.C,
for every A, ε > 0, (P ×P)-a.s. there exists an r0 ∈ N such that, for all r ≥ r0, all
m, s ∈ N0, all π ∈ P(m,s) with supp(π) ⊂ Br(O), all γ > λr,A(π) ∨ (aLr

−A) and all
t ≥ 0,

Eπ0

[
e
∫ t

0
(ξ(Xu)−γ) du 1l{π(X[0,t])∼π}

]
≤
(
C

1/2
r,A

)1l{m>0}
(

1 + (log r)δr Cr,A

γ − λr,A(π)

)m(
qr,A

dmin

)s

ekr,ε
π log[(log r)δr /aLr,A,εqr,A]. (4.94)

Proof. The proof is identical to that of [12, Lemma 3.5], with dmax is replaced by
(log r)δr (recall Lemma 4.2.3).

§4.4.2 Key proposition
The main result of this section is the following proposition.

Proposition 4.4.6. [Entropy reduction] Let α ∈ (0, 1) and κ ∈ (α, 1). Subject to
Assumption 4.C, there exists an A0(r) such that, for all A ≥ A0(r), with P-probability
tending to one as r → ∞, the following statement is true. For each x ∈ Br(O),
each N ⊂ P(x,Br(O)) satisfying supp(π) ⊂ Br(O) and max1≤ℓ≤|π| distG(πℓ, x) ≥
(logLr)κ for all π ∈ N , and each assignment π 7→ (γπ, zπ) ∈ R × V satisfying

γπ ≥
(
λr,A(π) + e−Sr

)
∨ (aLr −A) ∀ π ∈ N (4.95)

and
zπ ∈ supp(π) ∪

⋃
C∈Cr,A :

supp(π)∩C∩Πr,A 6=∅

C ∀ π ∈ N , (4.96)

the following inequality holds for all t ≥ 0:

logEx

[
e
∫ t

0
ξ(Xs)ds1l{π(X[0,t])∈N }

]
≤ sup

π∈N

{
tγπ +distG(x, zπ) log[(log r)δr/aLr,A,εqr,A]

}
.

(4.97)
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Proof. The proof is based on [12, Section 3.4]. First fix c0 > 2 and define

A0(r) = (log r)δr

(
e4c0(log r)1−α

− 1
)
. (4.98)

Fix A ≥ A0(r), β ∈ (0, α) and ε ∈ (0, 1
2β) as in Lemma 4.3.6. Let r0 ∈ N be as

given in Lemma 4.4.5, and take r ≥ r0 so large that the conclusions of Lemmas 4.2.3,
4.3.1, 4.3.3 and 4.3.6 hold, i.e., assume that the events Br and Br,A in these lemmas
do not occur. Fix x ∈ Br(O). Recall the definitions of Cr,A and P(m,s). Note that
the relation ∼ is an equivalence relation in P(m,s), and define

P̃(m,s)
x :=

{
equivalence classes of the paths in P(x, V ) ∩ P(m,s)}. (4.99)

The following bounded on the cardinality of this set is needed.

Lemma 4.4.7. [Bound equivalence classes] Subject to Assumption 4.C, P-a.s.,|P̃(m,s)
x |

≤ (2Cr,A)m(log r)δr(m+s) for all m, s ∈ N0.

Proof. We can copy the proof of [12, Lemma 3.6], replacing dmax by (log r)δr .
The estimate is clear when m = 0. To prove that it holds for m ≥ 1, write ∂Λ :=

{z /∈ Λ: distG(z,Λ) = 1} for Λ ⊂ V . Then |∂C∪C| ≤ ((log r)δr +1)|C| ≤ 2(log r)δrCr,A

by Lemma 4.2.3. Define the map Φ: P̃
(m,s)
x → Ps(x, V ) × {1, . . . , 2(log r)δrCr,A}m

as follows. For each Λ ⊂ V with 1 ≤ |Λ| ≤ 2(log r)δrCr,A, fix an injection fΛ : Λ →
{1, . . . , 2(log r)δrCr,A}. Given a path π ∈ P(m,s) ∩P(x, V ), decompose π, and denote
by π̃ ∈ Ps(x, V ) the shifted concatenation of π̌1, . . . , π̌m, π̄. Note that, for 2 ≤ k ≤ m,
the point π̌k

0 lies in ∂Ck for some Ck ∈ Cr,A, while π̄0 ∈ ∂C ∪ C for some C ∈ Cr,A.
Thus, it is possible to set

Φ(π) :=
(
π̃, f∂C2(π̌2

0), . . . , f∂Cm
(π̌m

0 ), f∂C̄∪C̄(π̄0)
)
. (4.100)

It is readily checked that Φ(π) depends only on the equivalence class of π and, when
restricted to equivalence classes, Φ is injective. Hence the claim follows.

Now take N ⊂ P(x, V ) as in the statement, and set

Ñ (m,s) :=
{

equivalence classes of paths in N ∩ P(m,s)} ⊂ P̃(m,s)
x . (4.101)

For each M ∈ Ñ (m,s), choose a representative πM ∈ M, and use Lemma 4.4.7 to
write

Ex

[
e
∫ t

0
ξ(Xu)du1l{π(X[0,t])∈N }

]
=

∑
m,s∈N0

∑
M∈Ñ (m,s)

Ex

[
e
∫ t

0
ξ(Xu)du1l{π(X[0,t])∼πM}

]

≤
∑

m,s∈N0

(2(log r)δrCr,A)m((log r)δr )s sup
π∈N (m,s)

Ex

[
e
∫ t

0
ξ(Xu)du1l{π(X[0,t])∼π}

]
(4.102)

96



§4.4. Path expansions

C
hapter

4

with the convention sup ∅ = 0. For fixed π ∈ N (m,s), by (4.95), apply (4.94) and
Lemma 4.3.1 to obtain, for all r large enough and with c0 > 2 ,

(2(c log r)δr )m(log r)δrs Ex

[
e
∫ t

0
ξ(Xu)du1l{π(X[0,t])∼π}

]
≤ etγπ ec0m log r[qr,A(log r)δr ]s ekr,ε

π log[(log r)δr /aLr,A,εqr,A].

(4.103)

We next claim that, for r large enough and π ∈ N (m,s),

s ≥ [(m− 1) ∨ 1]Sr. (4.104)

Indeed, when m ≥ 2, | supp(π̌i)| ≥ Sr for all 2 ≤ i ≤ m. When m = 0, | supp(π)| ≥
max1≤ℓ≤|π| |πℓ − x| ≥ (logLr)κ � Sr by assumption. When m = 1, the latter as-
sumption and Lemma 4.3.1 together imply that supp(π) ∩ Dc

r,A 6= ∅, and so either
| supp(π̌1)| ≥ Sr or | supp(π̄)| ≥ Sr. Thus, (4.104) holds by the definition of Sr and s.

Note that qSr

r,A < e−4c0 log r, so∑
m≥0

∑
s≥[(m−1)∨1]Sr

ec0m log r[qr,A(log r)δr ]s

=
[qr,A(log r)δr ]Sr + ec0 log r[qr,A(log r)δr ]Sr +

∑
m≥2 emc0 log r[qr,A(log r)δr ](m−1)Sr

1 − qr,A(log r)δr

≤ 3e−c0 log r

1 − qr,A(log r)δr
< 1

(4.105)
for r large enough. Inserting this back into (4.102), we obtain

logEx

[
e
∫ t

0
ξ(Xs)ds1l{π(X0,t)∈N }

]
≤ sup

π∈N

{
tγπ+kr,ε

π log[(log r)δr/aLr,A,εqr,A]
}
. (4.106)

Thus the proof will be finished once we show that, for some ε′ > 0 and whp, respect-
ively, a.s. eventually as r → ∞,

kr,ε
π ≥ distG(x, zπ)(1 − 2(logLr)−ε′

) ∀π ∈ N . (4.107)

We can copy the argument at the end of [12, Section 3.4]. For each π ∈ N define
an auxiliary path π⋆ as follows. First note that by using our assumptions we can find
points z′, z′′ ∈ supp(π) (not necessarily distinct) such that

distG(x, z′) ≥ (logLr)κ, distG(z′′, zπ) ≤ 2MASr, (4.108)

where the latter holds by (4.51). Write {z1, z2} = {z′, z′′} with z1, z2 ordered according
to their hitting times by π, i.e., inf{ℓ : πℓ = z1} ≤ inf{ℓ : πℓ = z2}. Define πe as the
concatenation of the loop erasure of π between x and z1 and the loop erasure of π
between z1 and z2. Since πe is the concatenation of two self-avoiding paths, it visits
each point at most twice. Finally, define π⋆ ∼ πe by replacing the excursions of πe

from Πr,A to Dc
r,A by direct paths between the corresponding endpoints, i.e., replace
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each π̂i
e by |π̂i

e| = ℓi, (π̂i
e)0 = xi ∈ Πr,A, and (π̂i

e)ℓi = yi ∈ Dc
r,A by a shortest-distance

path π̃i
⋆ with the same endpoints and |π̃i

⋆| = distG(xi, yi). Since π⋆ visits each x ∈ Πr,A

at most 2 times,

kr,ε
π ≥ kr,ε

π⋆
≥ Mr,ε

π⋆
− 2| supp(π⋆) ∩ Πr,A|(Sr + 1) ≥ Mr,ε

π⋆
− 4| supp(π⋆) ∩ Πr,A|Sr.

(4.109)
Note thatMr,ε

π⋆
≥ |{x ∈ supp(π⋆) : ξ(x) ≤ (1 − ε)aLr }|−1 and, by (4.108), | supp(π⋆)| ≥

distG(x, z′) ≥ (logLr)κ � (logLr)α+2ε′ for some 0 < ε′ < ε. Applying Lemmas 4.3.6–
4.3.7 and using (4.40) and Lr > r, we obtain, for r large enough,

kr,ε
π ≥ | supp(π⋆)|

(
1 − 2

(logLr)ε
− 4Sr

(logLr)α+2ε′

)
≥ | supp(π⋆)|

(
1 − 1

(logLr)ε′

)
.

(4.110)
On the other hand, since | supp(π⋆)| ≥ (logLr)κ, by (4.108) we have

|supp(π⋆)| =
(

|supp(π⋆)| + 2MASr

)
− 2MASr

=
(

|supp(π⋆)| + 2MASr

)(
1 − 2MASr

|supp(π⋆)| + 2MASr

)
≥ (distG(x, z′′) + 2MASr)

(
1 − 2MASr

(logLr)κ

)
≥ distG(x, zπ)

(
1 − 1

(logLr)ε′

)
,

(4.111)

where the first inequality uses that the distance between two points on π⋆ is less than
the total length of π⋆. Now (4.107) follows from (4.110)–(4.111).

§4.5 Proof of the main theorem
Define

U∗(t) := et[ϱ log(ϑrt)−ϱ−χ̃(ϱ)], (4.112)

where we recall (4.10). To prove Theorem 4.1.2 we show that

1
t

logU(t) − 1
t

logU∗(t) = o(1), t → ∞, (P ×P)-a.s. (4.113)

The proof proceeds via upper and lower bound, proved in Sections 4.5.1 and 4.5.2,
respectively. Throughout this section, Assumptions 4.A, 4.B(1) and 4.C are in force.

§4.5.1 Upper bound
We follow [12, Section 4.2]. The proof of the upper bound in (4.113) relies on two
lemmas showing that paths staying inside a ball of radius dtγe for some γ ∈ (0, 1) or
leaving a ball of radius t log t have a negligible contribution to (4.4), the total mass of
the solution.
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Lemma 4.5.1. [No long paths] For any ℓt ≥ t log t,

lim
t→∞

1
U∗(t)

EO

[
e
∫ t

0
ξ(Xs)ds1l{τ[Bℓt

]c <t}

]
= 0 (P ×P) − a.s. (4.114)

Proof. We follow [12, Lemma 4.2]. For r ≥ ℓt, let

Br :=
{

max
x∈Br(O)

ξ(x) ≥ aLr
+ 2ϱ

}
. (4.115)

Since limt→∞ ℓt = ∞, Lemma 4.3.5 gives that P-a.s.⋃
r≥ℓt

Br does not occur eventually as t → ∞. (4.116)

Therefore we can work on the event
⋂

r≥ℓt
[Br]c. On this event, we write

EO

[
e
∫ t

0
ξ(Xs)ds1l{τ[Bℓt

]c <t}

]
=
∑
r≥ℓt

EO

[
e
∫ t

0
ξ(Xs)ds1l{sups∈[0,t] |Xs|=r}

]
≤ e2ϱt

∑
r≥ℓt

eϱt log r+log(δr log log r) PO (Jt ≥ r) , (4.117)

where Jt is the number of jumps ofX up to time t, and we use that |Br(O)| ≤ (log r)δrr.
Next, Jt is stochastically dominated by a Poisson random variable with parameter
t(log r)δr . Hence

PO (Jt ≥ r) ≤ [et (log r)δr ]r

rr
≤ exp

{
−r log

(
r

et (log r)δr

)}
(4.118)

for large r. Using that ℓt ≥ t log t, we can easily check that, for r ≥ ℓt and t large
enough,

ϱt log r − r log
(

r

et (log r)δr

)
< −3r, r ≥ ℓt. (4.119)

Thus (4.117) is at most

e2ϱt
∑
r≥ℓt

e−3r+log(δr log log r) ≤ e2ϱt
∑
r≥ℓt

e−2r ≤ 2 e2ϱt e−2ℓt ≤ e−ℓt . (4.120)

Since limt→∞ ℓt = ∞ and limt→∞ U∗(t) = ∞, this settles the claim.

Lemma 4.5.2. [No short paths] For any γ ∈ (0, 1),

lim
t→∞

1
U∗(t)

EO

[
e
∫ t

0
ξ(Xs)ds1l{τ[Bdtγ e]c >t}

]
= 0 (P ×P) − a.s. (4.121)

Proof. We follow [12, Lemma 4.3]. By Lemma 4.3.5 with r = dtγe, we may assume
that

max
x∈Bdtγ e

ξ(x) ≤ ϱ log logLdtγ e + 2ϱ logdtγe
ϑdtγe

≤ γϱ log t+O(1), t → ∞, (4.122)
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where the second inequality uses that logLdtγ e ∼ log |Bdtγ e(O)| ∼ ϑdtγe. Hence

1
U∗(t)

EO

[
e
∫ t

0
ξ(Xs)ds1l{τ[Bdtγ e]c >t}

]
≤ 1
U∗(t)

eγϱt log t+O(1) ≤ e(1−γ)ϱt log t+C log log log t, t → ∞,

(4.123)
for any constant C > 1.

The proof of the upper bound in (4.113) also relies on a third lemma estimating
the contribution of paths leaving a ball of radius dtγe for some γ ∈ (0, 1) but staying
inside a ball of radius t log t. We slice the annulus between these two balls into layers,
and derive an estimate for paths that reach a given layer but do not reach the next
layer. To that end, fix γ ∈ (α, 1) with α as in (4.40), and let

Kt := dt1−γ log te, r
(k)
t := kdtγe, 1 ≤ k ≤ Kt, ℓt := Ktdtγe ≥ t log t.

(4.124)
For 1 ≤ k ≤ Kt, define (recall (4.77))

N k

t :=
{
π ∈ P(O, V ) : supp(π) ⊂ Brk+1

t
(O), supp(π) ∩Bc

rk
t
(O) 6= ∅

}
(4.125)

and set
Uk(t) := EO

[
e
∫ t

0
ξ(Xs)ds1l{π[0,t](X)∈N k

t }

]
. (4.126)

Lemma 4.5.3. [Upper bound on Uk(t)] For any ε > 0, (P ×P)-a.s. eventually as
t → ∞,

sup
1≤k≤Kt

1
t

logUk

t ≤ 1
t

logU∗(t) + ε. (4.127)

Proof. We follow [12, Lemma 4.4] Fix k ∈ {1, . . . ,Kt}. For π ∈ N k
t , let

γπ := λrk+1
t ,A(π) + e−Sdtγ e , zπ ∈ supp(π), |zπ| > rk

t , (4.128)

chosen such that (4.95)–(4.96) are satisfied. By Proposition 4.4.6 and (4.86), (P ×P)-
a.s. eventually as t → ∞,

1
t

logUk

t ≤ γπ − |zπ|
t

(
log[εϱ log(ϑr(k+1)

t )] − δr log[log(r(k+1)
t )] + o(1)

)
. (4.129)

Using Corollary 4.3.4 and logLr ∼ ϑr, we bound

γπ ≤ ϱ log(ϑr(k+1)
t ) − χ̃(ϱ) + 1

2ε+ o(1). (4.130)

Moreover, |zπ| > rk+1
t − dtγe and

dtγe
t

(
log[εϱ log(ϑr(k+1)

t )] − δr log[log(r(k+1)
t )]

)
≤ 1
t1−γ

log log(2t log t) = o(1).
(4.131)
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Hence
γπ ≤ Ft(r(k+1)

t ) − χ̃(ϱ) + 1
2ε+ o(1) (4.132)

with

Ft(r) := ϱ log(ϑr) − r

t

[
log(εϱ log(ϑr)) − δr log(log r)

]
, r > 0. (4.133)

The function Ft is maximized at any point rt satisfying

ϱt = rt

[
log(εϱ log(ϑrt)) − (δr + rt

d
dr δr) log log rt + 1

log(ϑrt)
− δr

log rt

]
. (4.134)

In particular, rt = rt[1 + o(1)], which implies that

sup
r>0

Ft(r) ≤ ϱ log(ϑrt) − ϱ+ o(1), t → ∞. (4.135)

Inserting (4.135) into (4.132), we obtain 1
t

logUk

t < ϱ log(ϑrt) − ϱ− χ̃(ϱ) + ε, which is
the desired upper bound because ε > 0 is arbitrary.

Proof of the upper bound in (4.113). To avoid repetition, all statements hold (P×P)-
a.s. eventually as t → ∞. Set

U 0(t) := EO

[
e
∫ t

0
ξ(Xs)ds1l{τ[Bdtγ e]c >t}

]
, U∞(t) := EO

[
e
∫ t

0
ξ(Xs)ds1l{τ[Bdt log te]c ≤t}

]
.

(4.136)
Then

U(t) ≤ U 0(t) + U∞(t) +Kt max
1≤k≤Kt

Uk(t). (4.137)

From Lemmas 4.5.1–4.5.3 and the fact that Kt = o(t), we get

lim sup
t→∞

{
1
t

logU(t) − 1
t

logU∗(t)
}

≤ ε. (4.138)

Since ε > 0 is arbitrary, this completes the proof of the upper bound in (4.11).

§4.5.2 Lower bound
We first introduce an alternative representation for χ in (2.11) in terms of a ‘dual’
variational formula. Fix ϱ ∈ (0,∞) and a graph G = (V,E). The functional

L(q;G) :=
∑
x∈V

eq(x)/ϱ ∈ [0,∞], q : V → [−∞,∞), (4.139)

plays the role of a large deviation rate function for the potential ξ in V (compare with
(2.7)). For Λ ⊂ V , define

χ̂Λ(G) := − sup
q : V →[−∞,∞),

L(q;G)≤1

λΛ(q;G) ∈ [0,∞). (4.140)

The condition L(q;G) ≤ 1 under the supremum ensures that the potentials q have a
fair probability under the i.i.d. double-exponential distribution. Write χ̂(G) = χ̂V (G).
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Proposition 4.5.4. [Alternative representations for χ] For any graph G = (V,E) and
any Λ ⊂ V ,

χ̂Λ(ϱ;G) ≥ χ̂V (ϱ;G) = χ̂G(ϱ) = χG(ϱ). (4.141)

Proof. See [12, Section A.1]

For the lower bound we follow [12, Section 4.1]. Fix ε > 0. By the definition of χ̃,
there exists an infinite rooted tree T = (V ′, E′,Y) with degrees in supp(Dg) such
that χT (ϱ) < χ̃(ϱ) + 1

4ε. Let Qr = BT
r (Y) be the ball of radius r around Y in T .

By Proposition 4.5.4 and (4.140), there exist a radius R ∈ N and a potential profile
q : BT

R → R with LQR
(q; ϱ) < 1 (in particular, q ≤ 0) such that

λQR
(q;T ) ≥ −χ̂QR

(ϱ;T ) − 1
2ε > −χ̃(ϱ) − ε. (4.142)

For ℓ ∈ N, let Bℓ = Bℓ(O) denote the ball of radius ℓ around O in GW. We will show
next that, (P× P)-a.s. eventually as ℓ → ∞, Bℓ contains a copy of the ball QR where
the potentail ξ is bounded from below by ϱ log log |Bℓ| + q.

Proposition 4.5.5. [Balls with high exceedances] (P × P)-almost surely eventually
as ℓ → ∞, there exists a vertex z ∈ Bℓ with BR+1(z) ⊂ Bℓ and an isomorphism
φ : BR+1(z) → QR+1 such that ξ ≥ ϱ log log |Bℓ| + q ◦ φ in BR(z). In particular,

λBR(z)(ξ; GW) > ϱ log log |Bℓ| − χ̃(ϱ) − ε. (4.143)

Any such z necessarily satisfies |z| ≥ cℓ (P × P)-a.s. eventually as ℓ → ∞ for some
constant c = c(ϱ, ϑ, χ̃(ϱ), ε) > 0.

Proof. See [12, Proposition 4.1]. The proof carries over verbatim because the degrees
play no role.

Proof of the lower bound in (4.11). Let z be as in Proposition 4.5.5. Write τz for the
hitting time of z by the random walk X. For s ∈ (0, t), we estimate

U(t) ≥ EO

[
e
∫ t

0
ξ(Xu) du 1l{τz≤s} 1l{Xu∈BR(z) ∀u∈[τz,t]}

]
= EO

[
e
∫ τz

0
ξ(Xu) du 1l{τz≤s} Ez

[
e
∫ v

0
ξ(Xu) du 1l{Xu∈BR(z) ∀u∈[0,v]}

]∣∣∣
v=t−τz

]
,

(4.144)
where we use the strong Markov property at time τz. We first bound the last term in
the integrand in (4.144). Since ξ ≥ ϱ log log |Bℓ| + q in BR(z),

Ez

[
e
∫ v

0
ξ(Xu) du1l{Xu∈BR(z) ∀u∈[0,v]}

]
≥ evϱ log log |Bℓ|EY

[
e
∫ v

0
q(Xu) du1l{Xu∈QR ∀u∈[0,v]}

]
≥ evϱ log log |Bℓ|evλQR

(q;T )ϕ1
QR

(Y)2

> exp
{
v (ϱ log log |Bℓ| − χ̃(ϱ) − ε)

}
(4.145)
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for large v, where we used that BR+1(z) is isomorphic to QR+1 for the indicators in
the first inequality, and applied Lemma B.1.2 and (4.142) to obtain the second and
third inequalities, respectively. On the other hand, since ξ ≥ 0,

EO

[
e
∫ τz

0
ξ(Xu) du1l{τz ≤ s}

]
≥ PO(τz ≤ s), (4.146)

and we can bound the latter probability from below by the probability that the random
walk runs along a shortest path from the root O to z within a time at most s. Such
a path (yi)|z|

i=0 has y0 = O, y|z| = z, yi ∼ yi−1 for i = 1, . . . , |z|, has at each step from
yi precisely deg(yi) choices for the next step with equal probability, and the step is
carried out after an exponential time Ei with parameter deg(yi). This gives

PO(τz ≤ s) ≥
( |z|∏

i=1

1
deg(yi)

)
P
( |z|∑

i=1
Ei ≤ s

)
≥ ((log |z|)δℓ)−|z|Poidmins([|z|,∞)),

(4.147)
where Poiγ is the Poisson distribution with parameter γ, and P is the generic symbol
for probability. Summarising, we obtain

U(t) ≥ ((log |z|)δl)−|z|e−dmins (dmins)|z|

|z|!
e(t−s)[ϱ log log |Bℓ|−χ̃(ϱ)−ε]

≥ exp
{

−dmins+ (t− s) [ϱ log log |Bℓ| − χ̃(ϱ) − ε] − |z| log
(

(log |z|)δℓ

dmin

|z|
s

)}
≥ exp

{
−dmins+ (t− s) [ϱ log log |Bℓ| − χ̃(ϱ) − ε] − ℓ log

(
(log ℓ)δℓ

dmin

ℓ

s

)}
,

(4.148)
where in the last inequality we use that s ≤ |z| and ℓ ≥ |z|. Further assuming that
ℓ = o(t), we see that the optimum over s is obtained at

s = ℓ

dmin + ϱ log log |Bℓ| − χ̃(ϱ) − ε
= o(t). (4.149)

Note that, by Proposition 4.5.5, this s indeed satisfies s ≤ |z|. Applying (4.7) we get,
after a straightforward computation, (P × P)-a.s. eventually as t → ∞,

1
t

logU(t) ≥ ϱ log log |Bℓ| − ℓ

t
log log ℓ− ℓ

t
δℓ log log ℓ− χ̃(ϱ) − ε+O

(
ℓ

t

)
. (4.150)

Inserting log |Bℓ| ∼ ϑℓ, we get

1
t

logU(t) ≥ Fℓ − χ̃(ϱ) − ε+ o(1) +O

(
ℓ

t

)
(4.151)

with
Fℓ = ϱ log(ϑℓ) − ℓ

t
log log ℓ− ℓ

t
δℓ log log ℓ. (4.152)

The optimal ℓ for Fℓ satisfies

ϱt = ℓ
[
1 + (δℓ + ℓ d

dℓδℓ)] log log ℓ+ ℓδℓ

log ℓ
+ ℓ

log ℓ
, (4.153)
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i.e., ℓ = rt[1 + o(1)]. For this choice we obtain

1
t

logU(t) ≥ ϱ log(ϑrt) − ϱ− χ̃(ϱ) − ε+ o(1). (4.154)

Hence (P × P)-a.s.

lim inf
t→∞

{
1
t

logU(t) − 1
t

logU∗(t)
}

≥ −ε. (4.155)

Since ε > 0 is arbitrary, this completes the proof of the lower bound in (4.11).

Remark: It is clear from (4.134) and (4.153) that, in order to get the correct asymp-
totics, it is crucial that both δr and r d

dr δr tend to zero as r → ∞. This is why As-
sumption 4.C is the weakest condition on the tail of the degree distribution under
which the arguments in [12] can be pushed through.

§4.6 Existence and uniqueness of the Feynman-Kac
formula

We follow the argument in [24, Section 2], where existence and uniqueness of the
Feynman-Kac formula in (4.3) was shown for G = Zd.

Theorem 4.6.1. Subject to Assumptions 4.A and 4.B, (4.2) has a unique nonnegative
solution (P ×P)-almost surely. This solution admits the Feynman-Kac representation
in (4.3).

We note that, due to the exponential growth of the Galton-Watson tree, the condition
on the potential needed here is stronger than the one required in [24] on Zd.

The proof of Theorem 4.6.1 requires several preparatory results. Lemmas 4.6.2
and 4.6.3 below show the existence and uniqueness, respectively, of the Feynman-Kac
solution for a deterministic potential. Lemma 4.6.4 extends this to a random potential.

Consider the problem

∂tu(x, t) = (∆Gu)(x, t) + q(x)u(x, t), x ∈ V, t > 0,
u(x, 0) = δO(x), x ∈ V,

(4.156)

where q is a deterministic potential that is bounded from below. Without loss of gen-
erality, we may assume that q is nonnegative.

Define
v(x, t) = EO

[
e
∫ t

0
q(Xs)ds 1l{Xt = x}

]
. (4.157)
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Lemma 4.6.2. [Existence] (4.156) admits at least one nonnegative solution if and
only if

v(x, t) < ∞ ∀ (t, x) ∈ R+ × V. (4.158)

If (4.158) is fulfilled, then v is the minimal nonnegative solution of (4.156).

Proof. See [12, Lemma 2.2]. The proof relies on restricting the Feynman-Kac func-
tional in (4.158) to cubes of length 2N around the origin and letting N → ∞. On the
tree we restrict to balls of radius R around the root and let R → ∞. The arguments
carry over with this change.

Lemma 4.6.3. [Uniqueness] If q is bounded from below, then (4.156) admits at most
one nonnegative solution P-almost surely.

Proof. It suffices to show that (4.156) with initial condition u(x, 0) = 0, x ∈ V , only
has the 0 solution. We follow the proof of [24, Lemma 2.3]. For R ∈ N, define ΓR to
be the set of paths

γ : O = x0 → x1 → · · · → xn (4.159)

consisting of neighbouring vertices in V such that x0, · · · , xn−1 ∈ BR(O) and xn ∈
ZR+1. Furthermore, define

γ+ = {x ∈ γ : q(x) > 0}. (4.160)

Let τR be the first time when the random walk hits ZR+1, and let v be a solution of
(4.156). The Feynman-Kac representation of v reads

v(t, 0) = EO

[
e
∫ τR

0
q(Xs)ds

v

(
t− τR, X(τR)

)
1{τR ≤ t}

]
. (4.161)

We are done once we show that

v(T, 0) ≥
(
T

t

)R−1

e−(log R)(T −t)v(t, 0) (4.162)

for all 0 < t ≤ T and all R ∈ N. Indeed, in that case the right-hand side tends to
infinity as R → ∞, and therefore so does the left-hand side, which leaves v(t, 0) = 0
for all t ∈ (0, T ] as the only possible solution.

To prove (4.162), fix an arbitrary path γ ∈ ΓR. The contribution of the random
walk moving along the path γ equals χγ(t) with

χγ(t) =

(
n−1∏
i=0

1
Di

)
EO

(
exp

{
n−1∑
i=0

qiσi

}
v

(
t−

n−1∑
i=0

σi, xn

)
1

{
n−1∑
i=0

σi ≤ t

})
,

(4.163)
where qi = q(xi) and the σi are the successive waiting times of the random walk, which
are independent and exponentially distributed with parameter Di. Letting m be such
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that q(xm) = min
x∈γ

q(x), we can rewrite (4.163) as

χγ(T ) =
∫

· · ·
∫

∑n−1
i=0

si≤T

n−1∑
i=0

dsi exp

{
n−1∑
i=0

si(qm −Di)

}
v

(
T −

n−1∑
i=0

si, xn

)
exp

{
n−1∑
i=0

si(qi − qm)

}

≥
∫

· · ·
∫

∑n−1
i=0

si≤T

n−1∑
i=0

dsi exp

{
n−1∑
i=0

si(qm − logR)

}
v

(
T −

n−1∑
i=0

si, xn

)
exp

{
n−1∑
i=0

si(qi − qm)

}
,

(4.164)
where the inequality uses Lemma 4.2.3(a), which shows that the maximal degree is
o(R) as R → ∞. After some straightforward manipulations and making a change of
integration variables (for full details see [24, (2.14)–(2.15)]), we arrive at (4.162).

Lemma 4.6.4. For each t > 0,

PO

(
max

s∈[0,t]
|Xs| = R

)
≤ e−[1+o(1)]R log R, R → ∞, P − a.s., (4.165)

where, for x ∈ V , |x| = dist(O, x) denotes the distance between x and the root O.

Proof. For fixed R, let (X̃t)t≥0 be the random walk on the regular tree with offspring
DR such that Dx ≤ DR for all x ∈ BR(O). From Lemma 4.2.3, DR = o(R). Define
(N(t))t≥0 to be the Poisson process with rate DR, associated with the jumps of X̃.
We estimate

PO

(
max

s∈[0,t]
|Xs| = R

)
≤ PO

(
max

s∈[0,t]
|X̃s| = R

)
≤ PO(N(t) = R).

Since
PO(N(t) = R) = (DR)R

R!
e−tDR ,

(4.165) follows from Stirling’s formula.

Proof of Theorem 4.6.1. We follow the proof of [24, Theorem 2.1 a)]. We need to
check that the expression in (4.3) is finite for arbitrary (t, x) ∈ R+ × V . To that end
we estimate

EO

[
e
∫ t

0
q(Xs)ds 1l{Xt = x}

]
≤
∑
R∈N

PO

(
max

s∈[0,t]
|Xs| = R

)
exp

{
t max

y∈BR(O)
ξ(y)

}
.

We know from Lemma 4.3.5 that max
y∈BR(O)

ξ(y) ∼ ϱ log(θR) as R → ∞, (P × P)-a.s.

(recall (4.7) and (4.42)). Applying Lemma 4.6.4, we see that the sum on the right-hand
side is indeed finite.
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CHAPTER 5
The parabolic Anderson model on a
Galton-Watson tree with normalised

Laplacian

This chapter is based on the following paper:
D. Wang. The parabolic Anderson model on a Galton-Watson tree with normalised
Laplacian, 2023. Preprint, arXiv:2310.05602.

Abstract

In [12], the asymptotics of the total mass of the solution to the parabolic Anderson model
was studied on an almost surely infinite Galton-Watson tree with an i.i.d. potential having
a double-exponential distribution. The second-order contribution to this asymptotics was
identified in terms of a variational formula that gives information about the local structure
of the region where the solution is concentrated.

The present paper extends this work to the degree-normalised Laplacian. The normalisa-
tion causes the Laplacian to be non-symmetric, which leads to different spectral properties.
We find that the leading order asymptotics of the total mass remains the same, while the
second-order correction coming from the variational formula is different. We also find that
the optimiser of the variational formula is again an infinite tree with minimal degrees. Both of
these results are shown to hold under much milder conditions than for the regular Laplacian.
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§5.1 Introduction and main results

§5.1.1 The PAM and intermittency
The parabolic Anderson model (PAM) on a graph G = (V,E), is the Cauchy problem
for the heat equation with a random potential:

∂tu(x, t) = (∆u)(x, t) + ξ(x)u(x, t), x ∈ V, t > 0,
u(x, 0) = δO(x), x ∈ V,

(5.1)

where O is a vertex in V , {ξ(x)}x∈V is the random potential defined on V , and ∆ is
the normalised discrete Laplacian, defined by

(∆f)(x) := 1
deg(x)

∑
y∈V :

{x,y}∈E

[f(y) − f(x)], x ∈ V, f : V → R. (5.2)

Most of the literature has focused on Zd and we refer the reader to [29] for a
comprehensive study. Other choices include the complete graph [16], the hypercube
[5], and more recently, the regular tree [14] and the Galton-Watson tree [12], [13] and
[2]. The PAM can also be studied on continuous spaces, the most extensively studied
being Rd. On such spaces, the Laplacian and the potential are defined analogously
and we again refer the reader to [29] for more background.

The PAM may be interpreted as a system of particles such that particles are killed
with rate ξ−(x) or are split into two with rate ξ+(x) at every vertex x. At the same
time, each particle jumps independently with ∆ as generator. The solution u(x, t) can
be interpreted as the expected number of particles or mass present at vertex x at time
t when the initial condition at time 0 is δO(x). See [24, Section 1.2] for further details.

The solution is known to exhibit a phenomenon known as intermittency, meaning
that the solution concentrates on small regions of the graph known as intermittent
islands. This is well studied on Zd, where it is known that the sizes of the island(s)
depend on the distribution of the tail of the potential, and can be separated into four
classes (see [29, Section 3.4]). Throughout the paper, we work in the double-exponential
class where the potential ξ = {ξ(x)}x∈V consists of i.i.d. random variables satisfying

Assumption 5.A. [Asymptotic double-exponential potential]
For some ϱ ∈ (0,∞),

P (ξ(0) ≥ 0) = 1, P (ξ(0) > u) = e−eu/ϱ

for u large enough. (5.3)

■

The main feature of this choice is that the intermittent islands are not single vertices,
whilst also having the property that their sizes do not change with time - a critical
fact in our analysis.
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§5.1.2 The PAM on a Galton-Watson tree
The present paper analyses the PAM on the graph generated by the Galton-Watson
process. The graph is generated by taking a root O and attaching D vertices (known as
offspring), where D is a random variable. Each offspring has D− 1 offspring attached
to it, where D is an identically distributed but independent copy of D. This is repeated
forever, or until the process dies out. Let GW = (V,E,O) be the resulting graph and
let P and E denote probability and expectation with respect to GW. Similarly, let P
and E denote probability and expectation with respect to D.

Assumption 5.B. [Exponential tails]
(1) dmin := min supp(D) ≥ 2 and E [D] ∈ (2,∞).
(2) E

[
eaD

]
< ∞ for all a ∈ (0,∞). ■

Under this assumption, GW is P-a.s. an infinite tree. Moreover,

lim
r→∞

log |Br(O)|
r

= log E [D] =: ϑ ∈ (0,∞) P − a.s., (5.4)

where Br(O) ⊂ V is the ball of radius r around O in the graph distance (see e.g. [30,
pp. 134–135]). Note that this ball depends on GW and is therefore random.

The proper choice of Laplacian depends on the setting. In the case of the complete
graph and the hypercube, when the limit of the number of vertices going to infinity is
taken, only the normalised Laplacian gives a meaningful limit. In the case of regular
graphs such as Zd and the regular tree, normalising the Laplacian by the degree
simply amounts to rescaling time, and both the techniques and the results can be
easily inferred accordingly. We will focus on the Galton-Watson tree, which is not
only inhomogeneous but is also random, and hence the choice of Laplacian does play
a role. The present paper considers the normalised Laplacian, in contrast to [12], [13],
and [2], and investigate how this choice affects the results and methods used in [12].

Under Assumptions 5.A and 5.B, the criteria for existence and uniqueness of a
non-negative solution of (5.1) are met (see [24] and [13, Appendix C]) and is given by
the well-known Feynman-Kac representation. With the choice of initial condition in
(5.1) and Laplacian in (5.2), this amounts to

u(x, t) = EO

[
exp

{∫ t

0
ξ(Xs)ds

}
1l{Xt = x}

]
, (5.5)

where X = (Xt)t≥0 is the continuous-time random walk on the vertices V with jump
rate 1 on each vertex (or equivalently with jump rate equal to the inverse of the degree
along the edges E), and PO denotes the law of X given X0 = O. The quantity we will
be interested in is the total mass, given by

U(t) :=
∑
x∈V

u(x, t) = EO

[
exp

{∫ t

0
ξ(Xs)ds

}]
, (5.6)

in particular, its asymptotics as t → ∞.
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An important distinction is made between the quenched and the annealed total
mass, i.e. the total mass taken almost surely with respect to or averaged over the
sources of randomness, respectively. Since this paper aims to follow the framework of
[12], we also consider the quenched setting for both the graph and potential. We refer
to [14] for corresponding results for the annealed total mass on a regular tree. The
annealed setting for the Galton-Watson tree (averaged over just the potential or over
both the graph and potential) remains open.

§5.1.3 Main results and discussion
To state our results, we first introduce some quantities of interest pertaining to the
characteristic variational formula associated with Assumption 5.A. The latter de-
scribes the shape and profile of the solution in the intermittent islands and captures
the second-order asymptotics of the total mass. We refer to [29] for more details on
the variational formula and its relationship with the PAM.

Denote the set of probability measures on V by P(V ). For p ∈ P(V ), define

IE(p) :=
∑

{x,y}∈E

(√
p(x)

deg(x) −
√

p(y)
deg(y)

)2

, JV (p) := −
∑
x∈V

p(x) log p(x), (5.7)

and set
χG(ϱ) := inf

p∈P(V )
[IE(p) + ϱJV (p)], ϱ ∈ (0,∞). (5.8)

The first term arises from the Laplacian and coincides with the large deviation rate
function for the empirical distribution of the random walk in (5.5) (see [11, Exer-
cise IV.24], while the second term comes from the choice of the double-exponential
potential. Furthermore, define the constant

χ̃(ϱ) := inf
{
χT (ϱ) : T is an infinite tree with degrees in supp(D)

}
, (5.9)

with χG(ϱ) defined in (5.8), and abbreviate

rt = ϱt

log log t
. (5.10)

Theorem 5.1.1. [Total mass asymptotics] Subject to Assumptions 5.A–5.B,

1
t

logU(t) = ϱ log(ϑrt) − ϱ− χ̃(ϱ) + o(1), t → ∞, (P ×P)-a.s. (5.11)

The proof of Theorem 5.1.1 is given in Section 5.4. For a heuristic explanation on how
the terms in (5.11) arise and how they relate to the asymptotics of the total mass, we
refer the reader to [12, Section 1.5].

For d ≥ 2, let Td denote the infinite homogeneous tree with degree equal to d at
every vertex.

Theorem 5.1.2. [Identification of the minimiser] If ϱ ≥ 1
dmin log(dmin+1) , then χ̃(ϱ) =

χTdmin
(ϱ).
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The proof of Theorem 5.1.2 is given in Section 5.5.2.
Comparing our results to those obtained in [12] and [13], we see that the choice

of Laplacian indeed has an effect, albeit in a subtle way. The leading-order terms in
(5.11) remain unchanged, while the second-order (variational formula) term stemming
from (5.8) is different, due to IE in (5.7) being normalised by the degrees. This
normalisation was not present in [12] and [13]. In addition, normalising the Laplacian
results in a ‘slow down’ of the random walk in (5.5) compared with the analogous
formula in [12]. As will be shown later on, this leads to simplifications in several
key lemmas and leads to Theorem 5.1.1 holding under the milder tail condition in
Assumption 5.B(2).

The different Laplacian and IE function have surprisingly minimal effects on The-
orem 5.1.2: the optimal tree is still Tdmin , exactly as was found in [12]. The main
difference is that our result holds for a greater range of ϱ values compared to [12],
which required the sharper restriction ϱ ≥ 1/ log(dmin + 1). We believe that the min-
imal tree is the minimiser for all ϱ and that it is also the unique minimiser, however
this remains open. It is also worth noting that the object χ̃(ϱ) is well understood. The
case dmin = 2 corresponds to the the variational problem on Z and has been studied
in [23]. For dmin > 2 we refer the reader to [14], where the variational formula

χ̄dmin(ϱ) = inf
p∈P(V )

[ĪE(p) + ϱJV (p)], ĪE(p) =
∑

{x,y}∈E

(√
p(x) −

√
p(y)

)2
,

was studied. Clearly,
χ̃(ϱ) = 1

dmin
χ̄dmin(dminϱ).

Outline. The remainder of the paper is dedicated to the proof of Theorems 5.1.1
and 5.1.2, and follows the framework developed in [12]. Section 2.1 is novel and deals
with the spectral estimates of the Anderson Hamiltonian ∆ + ξ, which are different
due to ∆ no longer being symmetric with respect to the usual inner product. Sections
2.2 and 2.3 collect the necessary results regarding the Galton-Watson tree and the
potential from [12] and [13]. All of these results carry over directly since the Laplacian
and random walk play no role. Section 3 follows the path expansion technique from [12]
and adapts the results to the random walk in (5.5). Section 4 is dedicated to the proof
of Theorem 5.1.1, and follows [12]. Section 5 deals with the analysis of the variational
formula (5.9) including the proof of Theorem 5.1.2, which applies the gluing argument
from [12].

§5.2 Preliminaries
In this section we collect results that are needed later. Section 5.2.1 investigates how
the normalisation affects the spectral properties of the Laplacian. Section 5.2.2 collects
two vital facts about the Galton-Watson tree. Section 5.2.3 collects results regarding
the potential.
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§5.2.1 Related Spectral Problems
Recall the Rayleigh-Ritz formula for the principal eigenvalue λΛ(q;G),

λΛ(q;G) = sup
{

〈(∆ + q)ϕ, ϕ〉 : ϕ ∈ RV , suppϕ ⊂ Λ, ‖ϕ‖ = 1
}
. (5.12)

As alluded to in Section 5.1.3, ∆ (and therefore also ∆ + q) is not symmetric with
respect to the usual ℓ2 inner product, but is symmetric with respect to the degree-
weighted inner product

〈ϕ, ψ〉 :=
∑
x∈Λ

deg(x)ϕ(x)ψ(x), (5.13)

in the sense that 〈∆ϕ, ψ〉 = 〈ϕ,∆ψ〉 (see [27, Section 2] for further details). Hencefor-
ward, all inner products will be with respect to (5.13).

We introduce an alternative representation for χ in (5.8) in terms of a ‘dual’ vari-
ational formula. Fix ϱ ∈ (0,∞) and a graph G = (V,E). The functional

L(q;G) :=
∑
x∈V

eq(x)/ϱ ∈ [0,∞], q : V → [−∞,∞), (5.14)

plays the role of a large deviation rate function for the potential ξ in V (compare with
(5.3)). For Λ ⊂ V , define

χ̂Λ(G) := − sup
q : V →[−∞,∞),

L(q;G)≤1

λΛ(q;G) ∈ [0,∞), (5.15)

where λΛ(q;G) is the principal eigenvalue of the Anderson Hamiltonian ∆ + q on the
set Λ with zero boundary condition. The condition L(q;G) ≤ 1 under the supremum
ensures that the potentials q have a fair probability under the i.i.d. double-exponential
distribution.

Proposition 5.2.1. [Alternative representations for χ] For any graph G = (V,E) and
any Λ ⊂ V ,

χ̂Λ(ϱ;G) ≥ χ̂V (ϱ;G) = χG(ϱ). (5.16)

Proposition 5.2.1 is not essential in the proof of Theorem 5.1.1, but is stated here to
provide additional context to some of the results below. The proof is given in Sec-
tion 5.5.1.

Lemma 5.2.2. [Spectral bounds]
(1) For any Γ ⊂ Λ ⊂ V ,

max
z∈Γ

q(z) − 1 ≤ λΓ(q;G) ≤ λΛ(q;G) ≤ max
z∈Λ

q(z). (5.17)

(2) The eigenfunction corresponding to λΛ(q;G) can be taken to be non-negative.
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(3) If q is real-valued and Γ ⊊ Λ is finite and connected in G, then the second
inequality in (5.17) is strict and the eigenfunction corresponding to λΛ(q;G) is
strictly positive.

Proof. Write

〈(∆ + q)ϕ, ϕ〉 = −
∑

{x,y}∈EΛ

[ϕ(x) − ϕ(y)]2 +
∑
x∈Λ

deg(x)q(x)ϕ(x)2. (5.18)

The upper bound in (5.17) follows from the estimate

〈(∆ + q)ϕ, ϕ〉 ≤
∑
x∈Λ

deg(x)q(x)ϕ(x)2 ≤ max
z∈Λ

q(z)
∑
x∈Λ

deg(x)ϕ(x)2 = max
z∈Λ

q(z).

To get the lower bound in (5.17), we use the fact that λΛ is non-decreasing in q. Let
z̄ = arg max q(z). Replacing q(z) by −∞ for every z 6= z̄ and taking the test function
ϕ̄ = 1√

deg(z̄)
δz̄, we get that

λΛ(q;G) ≥ −
∑

x,y∈Λ:
{x,y}∈EΛ

[
ϕ̄(x) − ϕ̄(y)

]2 +
∑
x∈Λ

deg(x)q(x)ϕ̄(x)2

= −
∑
y∈Λ:

{z̄,y}∈EΛ

1
deg(z̄)

+ q(z̄) = −1 + max
z∈Λ

q(z),
(5.19)

which settles the claim in (1). The claims in (2) and (3) are standard.

Inside GW, fix a finite connected subset Λ ⊂ V , and let HΛ denote the Anderson
Hamiltonian in Λ with zero Dirichlet boundary conditions on Λc = V \Λ (i.e. the
restriction of the operator HG = ∆ + ξ to the class of functions supported on Λ). For
y ∈ Λ, let uy

Λ be the solution of

∂tu(x, t) = (HΛu)(x, t), x ∈ Λ, t > 0,
u(x, 0) = δy(x), x ∈ Λ, (5.20)

and set Uy
Λ(t) :=

∑
x∈Λ u

y
Λ(x, t). Let τΛc be the hitting time of Λc and

uy
Λ(x, t) = Ey

[
exp

{∫ t

0
ξ(Xs)ds

}
1l{τΛc > t,Xt = x}

]
, (5.21)

the Feynman-Kac solution to (5.1) with Dirichlet boundary conditions on Λc. Then
uy

Λ(x, t) also admits the spectral representation

uy
Λ(x, t) =

|Λ|∑
k=1

etλk
Λϕk

Λ(y)ϕk

Λ(x), (5.22)

where λ1
Λ ≥ λ2

Λ ≥ · · · ≥ λ|Λ|
Λ and ϕ1

Λ, ϕ
2
Λ, . . . , ϕ

|Λ|
Λ are, respectively the eigenvalues and

the corresponding orthonormal eigenfunctions of ∆ + ξ restricted to Λ. These two
representations may be exploited to obtain bounds for one in terms of the other, as
shown by the following lemma.
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Lemma 5.2.3. [Bounds on the solution] For any y ∈ Λ and any t > 0,

etλ1
Λϕ1

Λ(y)2 ≤ Ey

[
e
∫ t

0
ξ(Xs)ds1l{τΛc >t,Xt=y}

]
≤ Ey

[
e
∫ t

0
ξ(Xs)ds1l{τΛc >t}

]
(5.23)

Proof. The first inequality follows from a suitable application of Parseval’s identity.
The second inequality is elementary.

Lemma 5.2.4. [Mass up to an exit time] For any y ∈ Λ, ξ ∈ [0,∞)V and γ > λΛ =
λΛ(ξ,GW),

Ey

[
e
∫ τΛc

0
(ξ(Xs)−γ) ds

]
≤ 1 + |Λ|

γ − λΛ
. (5.24)

Proof. We follow the proof of [13, Lemma 3.2] and [25, Lemma 2.18]. Define

u(x) := Ex

[
e
∫ τΛc

0
(ξ(Xs)−γ) ds

]
. (5.25)

This is the solution to the boundary value problem

(∆ + ξ − γ)u = 0 on Λ,
u = 1 on Λc.

(5.26)

Via the substitution u =: 1 + v, this turns into

(∆ + ξ − γ)v = γ − ξ on Λ,
v = 0 on Λc.

(5.27)

It is readily checked that for γ > λΛ the solution exists and is given by

v = Rγ(ξ − γ), (5.28)

where Rγ denotes the resolvent of ∆ + ξ. Hence

v(x) ≤ (Rγ1)(x) ≤ 〈Rγ1,1〉 ≤ |Λ|
γ − λΛ

, x ∈ Λ, (5.29)

where 1 denotes the constant function equal to 1, and 〈·, ·〉 denotes the weighted
inner product. To get the first inequality, we apply the lower bound in (5.17) from
Lemma 5.2.2, to get ξ−γ ≤ λΛ + 1 −γ ≤ 1 on Λ. The positivity of the resolvent gives

0 ≤ [Rγ(1 − (ξ − γ))](x) = [Rγ1](x) − [Rγ(ξ − γ)](x). (5.30)

To get the second inequality, we write

(Rγ1)(x) ≤
∑
x∈Λ

(Rγ1)(x) =
∑
x∈Λ

(Rγ1)(x)1(x) ≤
∑
x∈Λ

(Rγ1)(x)1(x) deg(x) = 〈Rγ1,1〉.

(5.31)
To get the third inequality, we use the Fourier expansion of the resolvent with respect
to the orthonormal basis of eigenfunctions of ∆ + ξ in 〈·, ·〉.
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§5.2.2 Structural properties of the Galton-Watson
tree

All of the results below can be lifted directly from [13] since the normalisation of the
Laplacian plays no role for the properties of the Galton-Watson tree. The results are
included for the sake of completeness.

Lemma 5.2.5. [Maximal degree in a ball around the root]
(a) Subject to Assumption 5.B(2), for every δ > 0,∑

r∈N

P
(
∃x ∈ B2r(O) : deg(x) ≥ δr

)
< ∞. (5.32)

Proof. See [13, Lemma 2.3].

Lemma 5.2.5 shows that P-almost surely, as r → ∞ all degrees in a ball of radius r
are eventually less than δr for any δ > 0.

Lemma 5.2.6. [Volumes of large balls] If there exists an a > 0 such that E [eaD] < ∞,
then for any Rr satisfying limr→∞ Rr/ log r = ∞,

lim inf
r→∞

1
Rr

log
(

inf
x∈Br(O)

|BRr (x)|
)

= lim sup
r→∞

1
Rr

log
(

sup
x∈Br(O)

|BRr (x)|
)

= ϑ P−a.s.

(5.33)

Proof. See [13, Lemma 2.2].

Lemmma 5.2.6 gives that P-almost surely, any ball of radius r centred within distance
r to the root also has volume erϑ+o(1) as r → ∞.

§5.2.3 Estimates on the potential
All of the results below are lifted directly from [13], since the normalisation of the
Laplacian plays no role in the properties of the potential. The results are included for
the sake of completeness. Abbreviate Lr = |Br(O)| and put

Sr := (log r)α, α ∈ (0, 1). (5.34)

For every r ∈ N there is a unique ar such that

P(ξ(0) > ar) = 1
r
. (5.35)

By Assumption 5.A, for r large enough

ar = ϱ log log r. (5.36)

For r ∈ N and A > 0, let

Πr,A = Πr,A(ξ) := {z ∈ Br(O) : ξ(z) > aLr − 2A} (5.37)

117



5. The PAM on a Galton-Watson tree with normalised Laplacian

C
ha

pt
er

5

be the set of vertices in Br(O) where the potential is close to maximal,

Dr,A = Dr,A(ξ) := {z ∈ Br(O) : dist(z,Πr,A) ≤ Sr} (5.38)

be the Sr-neighbourhood of Πr,A, and Cr,A be the set of connected components of
Dr,A in GW, which we think of as islands. For MA ∈ N, define the event

Br,A :=
{

∃ C ∈ Cr,A : |C ∩ Πr,A| > MA

}
. (5.39)

Note that Πr,A, Dr,A,Br,A depend on GW and therefore are random.

Lemma 5.2.7. [Maximum size of the islands] Subject to Assumptions 5.A–5.B, for
every A > 0 there exists an MA ∈ N such that∑

r∈N

P(Br,A) < ∞ P − a.s. (5.40)

Proof. See [13, Lemma 3.1] and [8, Lemma 6.6].

Lemma 5.2.7 implies that (P ×P)-a.s. Br,A does not occur eventually as r → ∞. Note
that P-a.s. on the event [Br,A]c,

∀ C ∈ Cr,A : |C ∩ Πr,A| ≤ MA, diamGW(C) ≤ 2MASr, |C| ≤ e2ϑMASr , (5.41)

where the last inequality follows from Lemma 5.2.6.

Lemma 5.2.8. [Maximum of the potential] Subject to Assumptions 5.A–5.B, for any
ϑ > 0, (P ×P)-a.s. eventually as r → ∞,∣∣∣∣ max

x∈Br(O)
ξ(x) − aLr

∣∣∣∣ ≤ 2ϱ log r
ϑr

. (5.42)

Proof. See [12, Lemma 2.4]. The proof carries over verbatim and uses Lemma 5.2.6.

Lemma 5.2.9. [Number of intermediate peaks of the potential] Subject to Assump-
tions 5.A and 5.B(2), for any β ∈ (0, 1) and ε ∈ (0, 1

2β) the following holds. For a
self-avoiding path π in GW, set

Nπ = Nπ(ξ) := |{z ∈ supp(π) : ξ(z) > (1 − ε)aLr
}|. (5.43)

Define the event

Br :=
{ there exists a self-avoiding path π in GW with

supp(π)∩Br(O)6=∅, | supp(π)|≥(log Lr)β and Nπ>
| supp(π)|
(log Lr)ε

}
. (5.44)

Then ∑
r∈N0

P(Br) < ∞ P − a.s. (5.45)

Proof. See [13, Lemma 3.6].
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Lemma 5.2.9 implies that (P ×P)-a.s. for r large enough, all self-avoiding paths π in
GW with supp(π) ∩Br(O) 6= ∅ and | supp(π)| ≥ (logLr)β satisfy Nπ ≤ | supp(π)|

(log Lr)ε .

Lemma 5.2.10. [Number of high exceedances of the potential] Subject to Assump-
tions 5.A and 5.B(2), for any A > 0 there is a C ≥ 1 such that, for all δ ∈ (0, 1), the
following holds. For a self-avoiding path π in GW, let

Nπ := |{x ∈ supp(π) : ξ(x) > aLr − 2A}|. (5.46)

Define the event

Br :=
{ there exists a self-avoiding path π in G with

supp(π)∩Br(O)6=∅, | supp(π)|≥C(log Lr)δ and Nπ>
| supp(π)|
(log Lr)δ

}
. (5.47)

Then
∑

r∈N0
supG∈Gr

P(Br) < ∞. In particular, (P ×P)-a.s. for r large enough, all
self-avoiding paths π in GW with supp(π) ∩ Br(O) 6= ∅ and | supp(π)| ≥ C(logLr)δ

satisfy
Nπ = |{x ∈ supp(π) : ξ(x) > aLr

− 2A}| ≤ | supp(π)|
(logLr)δ

. (5.48)

Proof. See [13, Lemma 3.7].

Lemma 5.2.11. [Principal eigenvalues of the islands] Subject to Assumptions 5.A
and 5.B(2), for any ε > 0, (P ×P)-a.s. eventually as r → ∞,

all C ∈ Cr,A satisfy : λC(ξ; GW) ≤ aLr − χ̂C(GW) + ε. (5.49)

Proof. See [13, Lemma 3.3].

Corollary 5.2.12. [Uniform bound on principal eigenvalue of the islands] Subject to
Assumptions 5.A–5.B, for ϑ as in (5.4), and any ε > 0, (P ×P)-a.s. eventually as
r → ∞,

max
C∈Cr,A

λ1
C(ξ;G) ≤ aLr − χ̃(ϱ) + ε. (5.50)

Proof. See [12, Corollary 2.8].

§5.3 Path expansions
In this section we adapt [12, Section 3] to fit with the random walk generated by the
normalised Laplacian. Section 5.3.1 proves three lemmas that concern the contribution
to the total mass in (5.6) coming from various sets of paths. Section 5.3.2 proves a key
proposition that controls the entropy associated with a key set of paths. The proof of
which is based on the three lemmas in Section 5.3.1.

We need various sets of nearest-neighbour paths in GW = (V,E,O), defined in
[12]. For ℓ ∈ N0 and subsets Λ,Λ′ ⊂ V , put

Pℓ(Λ,Λ′) :=
{

(π0, . . . , πℓ) ∈ V ℓ+1 : π0 ∈ Λ, πℓ ∈ Λ′,
{πi, πi−1} ∈ E ∀ 1 ≤ i ≤ ℓ

}
,

P(Λ,Λ′) :=
⋃

ℓ∈N0

Pℓ(Λ,Λ′),
(5.51)
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and set
Pℓ := Pℓ(V, V ), P := P(V, V ). (5.52)

When Λ or Λ′ consists of a single point, write x instead of {x}. For π ∈ Pℓ, set
|π| := ℓ. Write supp(π) := {π0, . . . , π|π|} to denote the set of points visited by π.

Let X = (Xt)t≥0 be the continuous-time random walk on G that jumps from x ∈ V

to any neighbour y ∼ x at rate 1. Denote by (Tk)k∈N0 the sequence of jump times
(with T0 := 0). For ℓ ∈ N0, let

πℓ(X) := (X0, . . . , XTℓ
) (5.53)

be the path in Pℓ consisting of the first ℓ steps of X. For t ≥ 0, let

π(X[0,t]) = πℓt(X), with ℓt ∈ N0 satisfying Tℓt
≤ t < Tℓt+1, (5.54)

denote the path in P consisting of all the steps taken by X between times 0 and t.
Recall the definitions from Section 5.2.3. For π ∈ P and A > 0, define

λr,A(π) := sup
{
λ1

C(ξ;G) : C ∈ Cr,A, supp(π) ∩ C ∩ Πr,A 6= ∅
}
, (5.55)

with the convention sup ∅ = −∞. This is the largest principal eigenvalue among the
components of Cr,A in GW that have a point of high exceedance visited by the path
π.

§5.3.1 Mass of the solution along excursions
Lemma 5.3.1. [Path evaluation] For ℓ ∈ N0, π ∈ Pℓ and γ > max0≤i<|π|{ξ(πi)−1},

Eπ0

[
e
∫ Tℓ

0
(ξ(Xs)−γ) ds

∣∣∣ πℓ(X) = π

]
=

ℓ−1∏
i=0

1
γ − [ξ(πi) − 1]

. (5.56)

Proof. The proof is identical to that of [12, Lemma 3.2], except that the random walk
now jumps with rate 1.

For a path π ∈ P and ε ∈ (0, 1), we write

Mr,ε
π :=

∣∣{0 ≤ i < |π| : ξ(πi) ≤ (1 − ε)aLr

}∣∣, (5.57)

with the interpretation that Mr,ε
π = 0 if |π| = 0.

Lemma 5.3.2. [Mass of excursions] Subject to Assumption 5.A, for every A, ε > 0,
there exists c > 0 and r0 ∈ N such that, for all r ≥ r0, all γ > aLr

− A and all
π ∈ P(Br(O), Br(O)) satisfying πi /∈ Πr,A for all 0 ≤ i < ℓ := |π|,

Eπ0

[
e
∫ Tℓ

0
(ξ(Xs)−γ) ds

∣∣∣ πℓ(X) = π

]
≤ qℓ

r,AeMr,ε
π (c−log log log Lr), (5.58)

where
qA := 1

1 +A
and c = log[2(qAεϱ)−1]. (5.59)

Note that πℓ ∈ Πr,A is allowed.
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Proof. The proof is identical to that of [12, Lemma 3.3], and uses Lemma 5.3.1.

We follow [12, Definition 3.4] and [9, Section 6.2]. Note that the distance between
Πr,A and Dc

r,A in GW is at least Sr = (logLr)α (recall (5.37)–(5.38)).

Definition 5.3.3. [Concatenation of paths] (a) When π and π′ are two paths in P
with π|π| = π′

0, we define their concatenation as

π ◦ π′ := (π0, . . . , π|π|, π
′
1, . . . , π

′
|π′|) ∈ P. (5.60)

Note that |π ◦ π′| = |π| + |π′|.

(b) When π|π| 6= π′
0, we can still define the shifted concatenation of π and π′ as π ◦ π̂′,

where π̂′ := (π|π|, π|π| + π′
1 − π′

0, . . . , π|π| + π′
|π′| − π′

0). The shifted concatenation of
multiple paths is defined inductively via associativity. ■

Now, if a path π ∈ P intersects Πr,A, then it can be decomposed into an initial
path, a sequence of excursions between Πr,A and Dc

r,A, and a terminal path. More
precisely, there exists mπ ∈ N such that

π = π̌1 ◦ π̂1 ◦ · · · ◦ π̌mπ ◦ π̂mπ ◦ π̄, (5.61)

where the paths in (5.61) satisfy

π̌1 ∈ P(V,Πr,A) with π̌1
i /∈ Πr,A, 0 ≤ i < |π̌1|,

π̂k ∈ P(Πr,A, D
c
r,A) with π̂k

i ∈ Dr,A, 0 ≤ i < |π̂k|, 1 ≤ k ≤ mπ − 1,
π̌k ∈ P(Dc

r,A,Πr,A) with π̌k

i /∈ Πr,A, 0 ≤ i < |π̌k|, 2 ≤ k ≤ mπ,

π̂mπ ∈ P(Πr,A, V ) with π̂mπ
i ∈ Dr,A, 0 ≤ i < |π̂mπ |,

(5.62)
while

π̄ ∈ P(Dc
r,A, V ) and π̄i /∈ Πr,A ∀ i ≥ 0 if π̂mπ ∈ P(Πr,A, D

c
r,A),

π̄0 ∈ Dr,A, |π̄| = 0 otherwise. (5.63)

Note that the decomposition in (5.61)–(5.63) is unique, and that the paths π̌1, π̂mπ

and π̄ can have zero length. If π is contained in Br(O), then so are all the paths in
the decomposition.

Whenever supp(π) ∩ Πr,A 6= ∅ and ε > 0, we define

sπ :=
mπ∑
i=1

|π̌i| + |π̄|, kr,ε
π :=

mπ∑
i=1

Mr,ε
π̌i +Mr,ε

π̄ , (5.64)

to be the total time spent in exterior excursions, respectively, on moderately low points
of the potential visited by exterior excursions (without their last point).

In case supp(π) ∩ Πr,A = ∅, we set mπ := 0, sπ := |π| and kr,ε
π := Mr,ε

π . Recall
from (5.55) that, in this case, λr,A(π) = −∞.

We say that π, π′ ∈ P are equivalent, written π′ ∼ π, if mπ = mπ′ , π̌′i = π̌i for all
i = 1, . . . ,mπ, and π̄′ = π̄. If π′ ∼ π, then sπ′ , kr,ε

π′ and λr,A(π′) are all equal to the
counterparts for π.
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To state our key lemma, we define, for m, s ∈ N0,

P(m,s) = {π ∈ P : mπ = m, sπ = s} , (5.65)

and denote by
Cr,A := max{|C| : C ∈ Cr,A} (5.66)

the maximal size of the islands in Cr,A.

Lemma 5.3.4. [Mass of an equivalence class] For every A, ε > 0 there exist c > 0 and
r0 ∈ N such that, for all r ≥ r0, all m, s ∈ N0, all π ∈ P(m,s) with supp(π) ⊂ Br(O),
all γ > λr,A(π) ∨ (aLr

−A) and all t ≥ 0,

Eπ0

[
e
∫ t

0
(ξ(Xu)−γ) du 1l{π(X[0,t])∼π}

]
≤
(
C

1/2
r,A

)1l{m>0}
(

1 + Cr,A

γ − λr,A(π)

)m(
qA

dmin

)s

e(c−log3 Lr)kr,ε
π . (5.67)

Proof. The proof is identical to that of [12, Lemma 3.5], except that the normalised
Laplacian gives rise to Lemma 5.2.4 and Lemma 5.3.2, which are used instead.

§5.3.2 Key proposition
The main result of this section is the following proposition.

Proposition 5.3.5. [Entropy reduction] Let α ∈ (0, 1) be as in (5.34) and κ ∈ (α, 1).
Subject to Assumption 5.B, there exists an A0 such that, for all A ≥ A0, with P-
probability tending to one as r → ∞, the following statement is true. For each x ∈
Br(O), each N ⊂ P(x,Br(O)) satisfying supp(π) ⊂ Br(O) and max1≤ℓ≤|π| distG(πℓ, x) ≥
(logLr)κ for all π ∈ N , and each assignment π 7→ (γπ, zπ) ∈ R × V satisfying

γπ ≥
(
λr,A(π) + e−Sr

)
∨ (aLr

−A) ∀ π ∈ N (5.68)

and
zπ ∈ supp(π) ∪

⋃
C∈Cr,A :

supp(π)∩C∩Πr,A 6=∅

C ∀ π ∈ N , (5.69)

the following inequality holds for all t ≥ 0:

logEx

[
e
∫ t

0
ξ(Xs)ds1l{π(X[0,t])∈N }

]
≤ sup

π∈N

{
tγπ + distG(x, zπ)(c− log log logLr)

}
.

(5.70)

Proof. The proof is based on [12, Section 3.4]. First fix c0 > 2 and define

A0 = e4c0 − 1. (5.71)

Fix A ≥ A0, β ∈ (0, α) and ε ∈ (0, 1
2β) as in Lemma 5.2.9. Let r0 ∈ N be as given

in Lemma 5.3.4, and take r ≥ r0 so large that the conclusions of Lemmas 5.2.5, 5.2.7,
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5.2.11 and 5.2.9 hold, i.e. assume that the events Br and Br,A in these lemmas do
not occur. Fix x ∈ Br(O). Recall the definitions of Cr,A and P(m,s). Note that the
relation ∼ is an equivalence relation in P(m,s), and define

P̃(m,s)
x :=

{
equivalence classes of the paths in P(x, V ) ∩ P(m,s)}. (5.72)

The following bounded on the cardinality of this set is needed.

Lemma 5.3.6. [Bound equivalence classes] Subject to Assumption 5.B, P-a.s.,|P̃(m,s)
x |

≤ (2Cr,A)m(δr)(m+s) for all m, s ∈ N0.

Proof. We can copy the proof of [12, Lemma 3.6], replacing dmax by δr.

Now take N ⊂ P(x, V ) as in the statement, and set

Ñ (m,s) :=
{

equivalence classes of paths in N ∩ P(m,s)} ⊂ P̃(m,s)
x . (5.73)

For each M ∈ Ñ (m,s), choose a representative πM ∈ M, and use Lemma 5.3.6 to
write

Ex

[
e
∫ t

0
ξ(Xu)du1l{π(X[0,t])∈N }

]
=

∑
m,s∈N0

∑
M∈Ñ (m,s)

Ex

[
e
∫ t

0
ξ(Xu)du1l{π(X[0,t])∼πM}

]

≤
∑

m,s∈N0

(2(δr)Cr,A)m(δr)s sup
π∈N (m,s)

Ex

[
e
∫ t

0
ξ(Xu)du1l{π(X[0,t])∼π}

]
(5.74)

with the convention sup ∅ = 0. For fixed π ∈ N (m,s), by (5.68), apply (5.67) and
Lemma 5.2.7 to obtain, for all r large enough and with c0 > 2 ,

(2(δr))m(δr)s Ex

[
e
∫ t

0
ξ(Xu)du1l{π(X[0,t])∼π}

]
≤ etγπ ec0mSr [qA(δr)]s ekr,ε

π (c−log log log Lr).

(5.75)

We next claim that, for r large enough and π ∈ N (m,s),

s ≥ [(m− 1) ∨ 1]Sr. (5.76)

Indeed, when m ≥ 2, | supp(π̌i)| ≥ Sr for all 2 ≤ i ≤ m. When m = 0, | supp(π)| ≥
max1≤ℓ≤|π| |πℓ − x| ≥ (logLr)κ � Sr by assumption. When m = 1, the latter as-
sumption and Lemma 5.2.7 together imply that supp(π) ∩ Dc

r,A 6= ∅, and so either
| supp(π̌1)| ≥ Sr or | supp(π̄)| ≥ Sr. Thus, (5.76) holds by the definition of Sr and s.

Note that qA < e−4c0 , so∑
m≥0

∑
s≥[(m−1)∨1]Sr

ec0mSr [qA(δr)]s

=
[qA(δr)]Sr + ec0Sr [qA(δr)]Sr +

∑
m≥2 emc0Sr [qA(δr)](m−1)Sr

1 − qAδr

≤ 3e−c0 log r

1 − qAδr
< 1

(5.77)
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for r large enough. Inserting this back into (5.74), we obtain

logEx

[
e
∫ t

0
ξ(Xs)ds1l{π(X0,t)∈N }

]
≤ sup

π∈N

{
tγπ + kr,ε

π (c− log log logLr)
}
. (5.78)

The remainder of the proof is identical to the end of [12, Section 3.4] and is included
for completeness.

The proof will be finished once we show that, for some ε′ > 0 and whp, respectively,
a.s. eventually as r → ∞,

kr,ε
π ≥ distG(x, zπ)(1 − 2(logLr)−ε′

) ∀π ∈ N . (5.79)

For each π ∈ N define an auxiliary path π⋆ as follows. First note that by using our
assumptions we can find points z′, z′′ ∈ supp(π) (not necessarily distinct) such that

distG(x, z′) ≥ (logLr)κ, distG(z′′, zπ) ≤ 2MASr, (5.80)

where the latter holds by (5.41). Write {z1, z2} = {z′, z′′} with z1, z2 ordered according
to their hitting times by π, i.e. inf{ℓ : πℓ = z1} ≤ inf{ℓ : πℓ = z2}. Define πe as the
concatenation of the loop erasure of π between x and z1 and the loop erasure of π
between z1 and z2. Since πe is the concatenation of two self-avoiding paths, it visits
each point at most twice. Finally, define π⋆ ∼ πe by replacing the excursions of πe

from Πr,A to Dc
r,A by direct paths between the corresponding endpoints, i.e. replace

each π̂i
e by |π̂i

e| = ℓi, (π̂i
e)0 = xi ∈ Πr,A, and (π̂i

e)ℓi = yi ∈ Dc
r,A by a shortest-distance

path π̃i
⋆ with the same endpoints and |π̃i

⋆| = distG(xi, yi). Since π⋆ visits each x ∈ Πr,A

at most 2 times,

kr,ε
π ≥ kr,ε

π⋆
≥ Mr,ε

π⋆
− 2| supp(π⋆) ∩ Πr,A|(Sr + 1) ≥ Mr,ε

π⋆
− 4| supp(π⋆) ∩ Πr,A|Sr.

(5.81)
Note thatMr,ε

π⋆
≥ |{x ∈ supp(π⋆) : ξ(x) ≤ (1 − ε)aLr

}|−1 and, by (5.80), | supp(π⋆)| ≥
distG(x, z′) ≥ (logLr)κ � (logLr)α+2ε′ for some 0 < ε′ < ε. Applying Lemmas 5.2.9–
5.2.10 and using (5.34) and Lr > r, we obtain, for r large enough,

kr,ε
π ≥ | supp(π⋆)|

(
1 − 2

(logLr)ε
− 4Sr

(logLr)α+2ε′

)
≥ | supp(π⋆)|

(
1 − 1

(logLr)ε′

)
.

(5.82)
On the other hand, since | supp(π⋆)| ≥ (logLr)κ, by (5.80) we have

|supp(π⋆)| =
(

|supp(π⋆)| + 2MASr

)
− 2MASr

=
(

|supp(π⋆)| + 2MASr

)(
1 − 2MASr

|supp(π⋆)| + 2MASr

)
≥ (distG(x, z′′) + 2MASr)

(
1 − 2MASr

(logLr)κ

)
≥ distG(x, zπ)

(
1 − 1

(logLr)ε′

)
,

(5.83)

where the first inequality uses that the distance between two points on π⋆ is less than
the total length of π⋆. Now (5.79) follows from (5.82)–(5.83).
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§5.4 Proof of the main theorem
Define

U∗(t) := et[ϱ log(ϑrt)−ϱ−χ̃(ϱ)], (5.84)

where we recall (5.10). To prove Theorem 5.1.1 we show that

1
t

logU(t) − 1
t

logU∗(t) = o(1), t → ∞, (P ×P)-a.s. (5.85)

The proof proceeds via upper and lower bound, proved in Sections 5.4.1 and 5.4.2,
respectively.

§5.4.1 Upper bound
We follow [12, Section 4.2]. The proof of the upper bound in (5.85) relies on two
lemmas showing that paths staying inside a ball of radius dtγe for some γ ∈ (0, 1) or
leaving a ball of radius t log t have a negligible contribution to (5.6), the total mass of
the solution.

Lemma 5.4.1. [No long paths] For any ℓt ≥ t log t,

lim
t→∞

1
U∗(t)

EO

[
e
∫ t

0
ξ(Xs)ds1l{τ[Bℓt

]c <t}

]
= 0 (P ×P) − a.s. (5.86)

Proof. We follow [12, Lemma 4.2]. For r ≥ ℓt, let

Br :=
{

max
x∈Br(O)

ξ(x) ≥ aLr
+ 2ϱ

}
. (5.87)

Since limt→∞ ℓt = ∞, Lemma 5.2.8 gives that P-a.s.⋃
r≥ℓt

Br does not occur eventually as t → ∞. (5.88)

Therefore we can work on the event
⋂

r≥ℓt
[Br]c. On this event, we write

EO

[
e
∫ t

0
ξ(Xs)ds1l{τ[Bℓt

]c <t}

]
=
∑
r≥ℓt

EO

[
e
∫ t

0
ξ(Xs)ds1l{sups∈[0,t] |Xs|=r}

]
≤ e2ϱt

∑
r≥ℓt

eϱt log r+ϱ log log(δr) PO (Jt ≥ r) , (5.89)

where Jt is the number of jumps of X up to time t, and we use that |Br(O)| ≤ (δr)r.
Next, Jt is stochastically dominated by a Poisson random variable with parameter t.
Hence

PO (Jt ≥ r) ≤ (et)r

rr
≤ exp

{
−r log

( r
et

)}
(5.90)
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for large r. Using that ℓt ≥ t log t, we can easily check that, for r ≥ ℓt and t large
enough,

ϱt log r − r log
( r

et

)
< −3r, r ≥ ℓt. (5.91)

Thus (5.89) is at most

e2ϱt
∑
r≥ℓt

e−3r+log log(δr) ≤ e2ϱt
∑
r≥ℓt

e−2r ≤ 2 e2ϱt e−2ℓt ≤ e−ℓt . (5.92)

Since limt→∞ ℓt = ∞ and limt→∞ U∗(t) = ∞, this settles the claim.

Lemma 5.4.2. [No short paths] For any γ ∈ (0, 1),

lim
t→∞

1
U∗(t)

EO

[
e
∫ t

0
ξ(Xs)ds1l{τ[Bdtγ e]c >t}

]
= 0 (P ×P) − a.s. (5.93)

Proof. We follow [12, Lemma 4.3]. By Lemma 5.2.8 with r = dtγe, we may assume
that

max
x∈Bdtγ e

ξ(x) ≤ ϱ log logLdtγ e + 2ϱ logdtγe
ϑdtγe

≤ γϱ log t+O(1), t → ∞, (5.94)

where the second inequality uses that logLdtγ e ∼ log |Bdtγ e(O)| ∼ ϑdtγe. Hence

1
U∗(t)

EO

[
e
∫ t

0
ξ(Xs)ds1l{τ[Bdtγ e]c >t}

]
≤ 1
U∗(t)

eγϱt log t+O(1) ≤ e−(1−γ)ϱt log t+Ct log log log t, t → ∞,

(5.95)
for any constant C > 1.

The proof of the upper bound in (5.85) also relies on a third lemma estimating
the contribution of paths leaving a ball of radius dtγe for some γ ∈ (0, 1) but staying
inside a ball of radius t log t. We slice to annulus between these two balls into layers,
and derive an estimate for paths that reach a given layer but do not reach the next
layer. To that end, fix γ ∈ (α, 1) with α as in (5.34), and let

Kt := dt1−γ log te, r
(k)
t := kdtγe, 1 ≤ k ≤ Kt, ℓt := Ktdtγe ≥ t log t. (5.96)

For 1 ≤ k ≤ Kt, define (recall (5.51))

N k

t :=
{
π ∈ P(O, V ) : supp(π) ⊂ Brk+1

t
(O), supp(π) ∩Bc

rk
t
(O) 6= ∅

}
(5.97)

and set
Uk(t) := EO

[
e
∫ t

0
ξ(Xs)ds1l{π[0,t](X)∈N k

t }

]
. (5.98)

Lemma 5.4.3. [Upper bound on Uk(t)] For any ε > 0, (P ×P)-a.s. eventually as
t → ∞,

sup
1≤k≤Kt

1
t

logUk

t ≤ 1
t

logU∗(t) + ε. (5.99)
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Proof. We follow [12, Lemma 4.4]. Fix k ∈ {1, . . . ,Kt}. For π ∈ N k
t , let

γπ := λrk+1
t ,A(π) + e−Sdtγ e , zπ ∈ supp(π), |zπ| > rk

t , (5.100)

chosen such that (5.68)–(5.69) are satisfied. By Proposition 5.3.5 and (5.59), (P ×P)-
a.s. eventually as t → ∞,

1
t

logUk

t ≤ γπ − |zπ|
t

(
log log(ϑr(k+1)

t )] − c+ o(1)
)
. (5.101)

Using Corollary 5.2.12 and logLr ∼ ϑr, we bound

γπ ≤ ϱ log(ϑr(k+1)
t ) − χ̃(ϱ) + 1

2ε+ o(1). (5.102)

Moreover, |zπ| > rk+1
t − dtγe and

dtγe
t

(
log log(ϑr(k+1)

t )] − c
)

≤ 1
t1−γ

log log(2t log t) = o(1). (5.103)

Hence
γπ ≤ Ft(r(k+1)

t ) − χ̃(ϱ) + 1
2ε+ o(1) (5.104)

with
Fc,t(r) := ϱ log(ϑr) − r

t

[
log log(ϑr) − c

]
, r > 0. (5.105)

The function Fc,t is maximised at any point rc,t satisfying

ϱt = rc,t log log rc,t − crc,t + rc,t

log rc,t
. (5.106)

In particular, rt = rt[1 + o(1)], which implies that

sup
r>0

Ft(r) ≤ ϱ log(ϑrt) − ϱ+ o(1), t → ∞. (5.107)

Inserting (5.107) into (5.104), we obtain 1
t

logUk

t < ϱ log(ϑrt) − ϱ− χ̃(ϱ) + ε, which is
the desired upper bound because ε > 0 is arbitrary.

Proof of the upper bound in (5.85). To avoid repetition, all statements hold (P × P)-
a.s. eventually as t → ∞. Set

U 0(t) := EO

[
e
∫ t

0
ξ(Xs)ds1l{τ[Bdtγ e]c >t}

]
, U∞(t) := EO

[
e
∫ t

0
ξ(Xs)ds1l{τ[Bdt log te]c ≤t}

]
.

(5.108)
Then

U(t) ≤ U 0(t) + U∞(t) +Kt max
1≤k≤Kt

Uk(t). (5.109)

From Lemmas 5.4.1–5.4.3 and the fact that Kt = o(t), we get

lim sup
t→∞

{
1
t

logU(t) − 1
t

logU∗(t)
}

≤ ε. (5.110)

Since ε > 0 is arbitrary, this completes the proof of the upper bound in (5.11).
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§5.4.2 Lower bound
We follow [12, Section 4.1]. Fix ε > 0. By the definition of χ̃, there exists an infinite
rooted tree T = (V ′, E′,Y) with degrees in supp(Dg) such that χT (ϱ) < χ̃(ϱ)+ 1

4ε. Let
Qr = BT

r (Y) be the ball of radius r around Y in T . By Proposition 5.2.1 and (5.15),
there exist a radius R ∈ N and a potential profile q : BT

R → R with LQR
(q; ϱ) < 1 (in

particular, q ≤ 0) such that

λQR
(q;T ) ≥ −χ̂QR

(ϱ;T ) − 1
2ε > −χ̃(ϱ) − ε. (5.111)

For ℓ ∈ N, let Bℓ = Bℓ(O) denote the ball of radius ℓ around O in GW. We will show
next that, (P× P)-a.s. eventually as ℓ → ∞, Bℓ contains a copy of the ball QR where
the potentail ξ is bounded from below by ϱ log log |Bℓ(O)| + q.

Proposition 5.4.4. [Balls with high exceedances] (P × P)-almost surely eventually
as ℓ → ∞, there exists a vertex z ∈ Bℓ with BR+1(z) ⊂ Bℓ and an isomorphism
φ : BR+1(z) → QR+1 such that ξ ≥ ϱ log log |Bℓ(O)| + q ◦ φ in BR(z). In particular,

λBR(z)(ξ; GW) > ϱ log log |Bℓ(O)| − χ̃(ϱ) − ε. (5.112)

Any such z necessarily satisfies |z| ≥ cℓ (P × P)-a.s. eventually as ℓ → ∞ for some
constant c = c(ϱ, ϑ, χ̃(ϱ), ε) > 0.

Proof. We follow [12, Proposition 4.1]. Only the last step changes as a result of the
normalised Laplacian. First note that, as a consequence of the definition of GW, it may
be shown straightforwardly that, for some p = p(T,R) ∈ (0, 1) and P-almost surely
eventually as ℓ → ∞, there exist N ∈ N, N ≥ p|Bℓ| and distinct z1, . . . , zN ∈ Bℓ such
that BR+1(zi) ∩BR+1(zj) = ∅ for 1 ≤ i 6= j ≤ N and, for each 1 ≤ i ≤ N , BR+1(zi) ⊂
Bℓ and BR+1(zi) is isomorphic to QR+1. Now, by (5.3), for each i ∈ {1, . . . , N},

P
(
ξ ≥ ϱ log log |Bℓ| + q in BR(zi)

)
= |Bℓ|−LQR

(q). (5.113)

Using additionally that |Bℓ| ≥ ℓ and 1 − x ≤ e−x, x ∈ R, we obtain

P( 6 ∃i ∈ {1, . . . , N} : ξ ≥ ϱ log log |Bℓ| + q in BR(zi)) =
(

1 − |Bℓ|−LQR
(q)
)N

≤ e−pℓ
1−LQR

(q)
,

which is summable in ℓ ∈ N, so the proof of the first statement is completed using the
Borel-Cantelli lemma. As for the last statement note that by (5.17) and Lemma 5.2.8

λBcℓ
(ξ; GW) ≤ max

x∈Bcℓ(O)
ξ(x) < aLcℓ

+ o(1) < aLℓ
+ ϱ log cϑ+ o(1) < aLℓ

− χ̃(ϱ) − ε

(5.114)
provided c > 0 is small enough.

Lemma 5.4.5. Let z ∈ GW and let vz = (vz,i)|z|
i=0 be the shortest path from O to z,

i.e. vz,0 = O, vz,|z| = z, and vz,i ∼ vz,i−1 for i = 1, . . . , |z|. Then

∑
L∈N

P

( ⋃
z∈ZL

{
L∏

i=1

1
deg(vz,i)

≤ 1
(logL)δLL

})
< ∞,

where δL satisfies lim
L→∞

δL log logL = ∞.
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Proof. For L ∈ N, let ZL be the L-th generation of GW rooted at O. For z ∈ ZL, let

Ez =

{
L∏

i=1
deg(vzi) ≥ (logL)δLL

}
.

We want to estimate
P (∪z∈ZL

Ez) .

Pick any K ∈ N and estimate

P (∪z∈ZL
Ez) ≤ P (∪z∈ZL

Ez, |ZL| > K) + P (∪z∈ZL
Ez, |ZL| ≤ K) .

Estimate

P (∪z∈ZL
Ez, |ZL| > K) ≤ P (|ZL| > K) ≤ 1

K
E(ZL) =: eL

K
.

Also estimate
P (∪z∈ZL

Ez, |ZL| ≤ K)

=
K∑

ℓ=1

P
(
∪ℓ

k=1Ezℓ
, |ZL| = ℓ

)
≤

K∑
ℓ=1

ℓ∑
k=1

P (Ezℓ
, |ZL| = ℓ)

≤
K∑

ℓ=1

ℓ∑
k=1

P (Ez1 , |ZL| = ℓ) ≤ K

K∑
ℓ=1

P (Ez1 , |ZL| = ℓ)

= KP (Ez1 , |ZL| ≤ K) ≤ KP (Ez1) =: KpL,

where zℓ is the ℓ-th vertex in ZL (say in lexicographic order), and pL is the probability
that the product of L i.i.d. copies of the degrees exceeds (logL)δLL. In the last
inequality we need not worry about the correlation between Ez1 and the event |ZL| ≤ K

because we drop the latter. Thus, for any K ∈ N we have

P (∪z∈ZL
Ez) ≤ eL

K
+KpL.

Now minimise over K. The minimising value is K =
√
eL/pL (to be rounded off to

an integer), so that we get

P (∪z∈ZL
Ez) ≤ 2√

eLpL.

Since eL = eϑL+o(L) and pL = e−LδL log log L+O(L), it follows that∑
L∈N

P (∪z∈ZL
Ez) < ∞

by the assumption on δL.

Lemma 5.4.5 implies that P-almost surely eventually as L → ∞, any path yz must
satisfy

L∏
i=1

1
deg(yz,i)

≥ 1
(logL)δLL

. (5.115)
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Proof of the lower bound in (5.11). Let z be as in Proposition 5.4.4. Write τz for the
hitting time of z by the random walk X. For s ∈ (0, t), we estimate

U(t) ≥ EO

[
e
∫ t

0
ξ(Xu) du 1l{τz≤s} 1l{Xu∈BR(z) ∀u∈[τz,t]}

]
= EO

[
e
∫ τz

0
ξ(Xu) du 1l{τz≤s} Ez

[
e
∫ v

0
ξ(Xu) du 1l{Xu∈BR(z) ∀u∈[0,v]}

]∣∣∣
v=t−τz

]
,

(5.116)
where we use the strong Markov property at time τz. We first bound the last term in
the integrand in (5.116). Since ξ ≥ ϱ log log |Bℓ| + q in BR(z),

Ez

[
e
∫ v

0
ξ(Xu) du1l{Xu∈BR(z) ∀u∈[0,v]}

]
≥ evϱ log log |Bℓ|EY

[
e
∫ v

0
q(Xu) du1l{Xu∈QR ∀u∈[0,v]}

]
≥ evϱ log log |Bℓ|evλQR

(q;T )ϕ1
QR

(Y)2

> exp
{
v (ϱ log log |Bℓ| − χ̃(ϱ) − ε)

}
(5.117)

for large v, where we use that BR+1(z) is isomorphic to QR+1 for the indicators in the
first inequality, and apply Lemma 5.2.3 and (5.111) to obtain the second and third
inequalities respectively. On the other hand since ξ ≥ 0, we have

EO

[
e
∫ τz

0
ξ(Xu) du1l{τz ≤ s}

]
≥ PO(τz ≤ s), (5.118)

and we can bound the latter probability from below by the probability that the random
walk runs along a shortest path from the root O to z within a time at most s. This
gives

PO(τz ≤ s) ≥
( |z|∏

i=1

1
deg(yz,i)

)
P
( |z|∑

i=1
Ei ≤ s

)
≥ (log |z|)−δ|z||z|Poidmins([|z|,∞)),

(5.119)
where Poiγ is the Poisson distribution with parameter γ, and P is the generic symbol
for probability. The final inequality uses Lemma 5.4.5. Summarising, we obtain

U(t) ≥ (log |z|)−δ|z||z|e−dmins (dmins)|z|

|z|!
e(t−s)[ϱ log log |Bℓ|−χ̃(ϱ)−ε]

≥ exp
{

−dmins+ (t− s) [ϱ log log |Bℓ| − χ̃(ϱ) − ε] − |z| log
(

(log |z|)δ|z|

dmin

|z|
s

)}
≥ exp

{
−dmins+ (t− s) [ϱ log log |Bℓ| − χ̃(ϱ) − ε] − ℓ log

(
(log ℓ)δℓ

dmin

ℓ

s

)}
,

(5.120)
where in the last inequality we use that s ≤ |z| and ℓ ≥ |z|. Further assuming that
ℓ = o(t), we see that the optimum over s is obtained at

s = ℓ

dmin + ϱ log log |Bℓ| − χ̃(ϱ) − ε
= o(t). (5.121)
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Note that, by Proposition 5.4.4, this s indeed satisfies s ≤ |z|. Applying (5.4) we get,
after a straightforward computation, (P × P)-a.s. eventually as t → ∞,

1
t

logU(t) ≥ ϱ log log |Bℓ| − ℓ

t
log log ℓ− ℓ

t
δℓ log log ℓ− χ̃(ϱ) − ε+O

(
ℓ

t

)
. (5.122)

Inserting log |Bℓ| ∼ ϑℓ, we get
1
t

logU(t) ≥ Fℓ − χ̃(ϱ) − ε+ o(1) +O

(
ℓ

t

)
(5.123)

with
Fℓ = ϱ log(ϑℓ) − ℓ

t
log log ℓ− ℓ

t
δℓ log log ℓ. (5.124)

The optimal ℓ for Fℓ satisfies

ϱt = ℓ[1 + δℓ + l d
dℓδℓ] log log ℓ+ ℓδℓ

log ℓ
+ ℓ

log ℓ
, (5.125)

i.e. ℓ = rt[1 + o(1)]. For this choice we obtain
1
t

logU(t) ≥ ϱ log(ϑrt) − ϱ− χ̃(ϱ) − ε+ o(1). (5.126)

Hence (P × P)-a.s.

lim inf
t→∞

{
1
t

logU(t) − 1
t

logU∗(t)
}

≥ −ε. (5.127)

Since ε > 0 is arbitrary, this completes the proof of the lower bound in (5.11).

§5.5 Analysis of the variational formula
This section is dedicated the analysis of variational formula. Proposition 5.2.1 is
proven in Section 5.5.1. Theorem 5.1.2 is proven in Section 5.5.2, which is done by
adapting the gluing argument in [12].

§5.5.1 Alternative representations for χ

The inequality is clear. For the equality we first prove that for any graph G = (V,E)
and Λ ⊂ V finite,

χ̂Λ(ϱ;G) = inf
p∈P(V ) :
supp(p)⊂Λ

[IE(p) + ϱJV (p)] . (5.128)

For this we follow [25, Lemma 2.17]. By the Rayleigh-Ritz formula,

λΛ(q;G) = sup
supp(ϕ)⊂Λ

‖ϕ‖=1

〈(∆G + q)ϕ, ϕ〉 = sup
‖ϕ‖=1

{∑
x∈Λ

deg(x)[(∆ϕ)(x) + q(x)ϕ(x)]ϕ(x)

}

= sup
‖ϕ‖=1

−
∑

{x,y}∈EΛ

[ϕ(x) − ϕ(y)]2 +
∑
x∈Λ

deg(x)q(x)ϕ(x)2

 .
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By Lemma 5.2.2(2), the eigenfunction corresponding to λΛ(q;G) may be taken to be
non-negative, and we may therefore make the substitution ϕ(x) =

√
p(x)

deg(x) so that p
with p(x) = ϕ(x)2 deg(x) is a probability measure supported on Λ. So

λΛ(q;G) = sup
p∈P(V )

supp(p)⊂Λ

{
−IEΛ(p) +

∑
x∈Λ

q(x)p(x)

}
,

and therefore

χ̂Λ(ϱ;G) = − sup
q:V →[−∞,∞)

LV (q;ϱ)=1

[
sup

p∈P(Λ)

{
−IEΛ(p) +

∑
x∈Λ

q(x)p(x)

}]

= − sup
p∈P(Λ)

[
sup

q : L(q;ϱ)=1

{∑
x∈Λ

q(x)p(x) − ϱ log
∑
x∈Λ

eq(x)/ϱ

}
− IEΛ(p)

]
.

As the expression in the curly brackets does not change by adding a constant to q(x),
the inner supremum may be taken over all q : Λ → R.

For z ∈ Λ, differentiating with respect to q(z) and setting equal to 0 we get that
the supremum is attained at q̄ satisfying

p(z) = eq̄(z)/ϱ∑
x∈Λ eq̄(x)/ϱ

for all z. Or equivalently,

q̄(z) = ϱ log p(z) + ϱ log
∑
x∈Λ

eq̄(x)/ϱ.

This gives that the value of the inner supremum is −ϱJV (p) and (5.128) follows.

Recall the definition ofBr(O) from (5.4). By (5.128), χ̂Br(O)(ϱ;G) is non-increasing
in r and therefore,

lim
r→∞

χ̂Br(O)(ϱ;G) ≥ χG(ϱ). (5.129)

It remains to show the opposite inequality. For that we show that for any p ∈ P(V )
and r ∈ N, there exists a pr ∈ P(V ) with support in Br(O) such that

lim inf
r→∞

{IE(pr) + ϱJV (pr)} ≤ IE(p) + ϱJV (p). (5.130)

We follow [12, Lemma A.2]. Simply take

pr(x) =
p(x)1lBr(O)(x)
p(Br(O))

, x ∈ V, (5.131)

i.e. the normalized restriction of p to Br(O). Then we easily see that

JV (pr) − JV (p) = − 1
p(Br(O))

∑
x∈Br(O)

p(x) log p(x) + log p(Br(O)) +
∑
x∈V

p(x) log p(x)

≤ JV (p)
p(Br(O))

(1 − p(Br(O))) −→
r→∞

0,

(5.132)
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where we use that log p(Br(O)) ≤ 0 and p(x) log p(x) ≤ 0 for every x. As for the
I-term,

IE(pr) = 1
p(Br(O))

∑
{x,y}∈E : x,y∈Br(O)

(√
p(x)

deg(x) −
√

p(y)
deg(y)

)2

+ 1
p(Br(O))

∑
{x,y}∈E : x∈Br(O), y∈Bc

r

p(x)
deg(x)

≤ IE(p)
p(Br(O))

+ p(Br−1(O)c)
dmin p(Br(O))

,

(5.133)
and therefore

IE(pr) − IE(p) ≤ IE(p)
p(Br(O))

(1 − p(Br(O))) + p(Br−1(O)c)
dmin p(Br(O))

−→
r→∞

0. (5.134)

§5.5.2 Identification of the minimiser
This section follows [12, Appendix A]. We adapt the techniques to the new IE function
defined in (5.7).

Lemma 5.5.1. [Glue two] Let Gi = (Vi, Ei), i = 1, 2, be two disjoint connected simple
graphs, and let xi ∈ Vi, i = 1, 2. Denote by G the union graph of G1, G2 with one extra
edge between x1 and x2, i.e. G = (V,E) with V := V1 ∪V2, E := E1 ∪E2 ∪ {(x1, x2)}.
Then

χG ≥ min {χG1 , χG2} . (5.135)

Proof. We follow [12, Lemma A.3]. Given p ∈ P(V ), let ai = p(Vi), i = 1, 2, and
define pi ∈ P(Vi) by putting

pi(x) :=

{
1
ai
p(x)1lVi

(x) if ai > 0,
1lxi

(x) otherwise.
(5.136)

Straightforward manipulations show that

IE(p) =
2∑

i=1
aiIEi(pi)+

(√
p(x1)

deg(x1) −
√

p(x2)
deg(x2)

)2

, JV (p) =
2∑

i=1
[aiJVi(pi) − ai log ai] ,

(5.137)
and so

IE(p) + ϱJV (p) ≥
2∑

i=1
ai

[
IEi

(pi) + ϱJVi
(pi)

]
≥ min{χG1 , χG2}. (5.138)

The proof is completed by taking the infimum over p ∈ P(V ).

Below it will be useful to define, for x ∈ V ,

χx,b

G = inf
p∈P(V ),
p(x)=b

[IE(p) + ϱJV (p)], (5.139)
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i.e. a version of χG with “boundary condition” b at x. It is clear that χx,b

G ≥ χG.
Next we glue several graphs together and derive representations and estimates for the
corresponding χ. For k ∈ N, let Gi = (Vi, Ei), 1 ≤ i ≤ k, be a collection of disjoint
graphs. Let x be a point not belonging to

⋃k
i=1 Vi. For a fixed choice yi ∈ Vi, 1 ≤ i ≤ k,

we denote byGk = (V k, Ek) the graph obtained by adding an edge from each y1, . . . , yk

to x, i.e. V k = V1 ∪ · · · ∪ Vk ∪ {x} and Ek = E1 ∪ · · · ∪ Ek ∪ {(y1, x), . . . , (yk, x)}.

Lemma 5.5.2. [Glue many plus vertex] For any ϱ > 0, any k ∈ N, and any Gi =
(Vi, Ei), yi ∈ Vi, 1 ≤ i ≤ k,

χGk
= inf

0≤ci≤ai≤1,
a1+···+ak≤1

{ k∑
i=1

ai

(
χ

yi,ci/ai

Gi
− ϱ log ai

)

+
k∑

i=1

√ ci

deg(yi)
−

√
1 −

∑k
i=1 ai

deg(x)

2

− ϱ
(

1 −
k∑

i=1
ai

)
log
(

1 −
k∑

i=1
ai

)}
.

(5.140)

Proof. We follow [12, Lemma A.4]. The claim follows from straightforward manipula-
tions with (5.7).

Lemma 5.5.2 leads to the following comparison lemma. For j ∈ N, let

(Gj
i , y

j
i ) =

{
(Gi, yi) if i < j,

(Gi+1, yi+1) if i ≥ j,
(5.141)

i.e. (Gj
i )i∈N is the sequence (Gi)i∈N with the j-th graph omitted. Let Gj

k be the
analogue of Gk obtained from Gj

i , 1 ≤ i ≤ k, i 6= j, instead of Gi, 1 ≤ i ≤ k.

Lemma 5.5.3. [Comparison] For any ϱ > 0 and any k ∈ N,

χGk+1
= inf

1≤j≤k+1
inf

0≤c≤u≤ 1
k+1

inf
0≤ci≤ai≤1,
a1+···+ak≤1

{
(1 − u)

[ k∑
i=1

ai

(
χ

yσj (i),ci/ai

Gσj (i)
− ϱ log ai

)

+
k∑

i=1

√ ci

deg(yi)
−

√
1 −

∑k
i=1 ai

deg(x)

2

− ϱ
(

1 −
k∑

i=1
ai

)
log
(

1 −
k∑

i=1
ai

)]

+ uχ
yj ,c/u

Gj
+

√ c

deg(yj)
−

√√√√ (1 − u)
(

1 −
∑k

i=1 ai

)
deg(x)


2

− ϱ [u log u+ (1 − u) log(1 − u)]

}
.

(5.142)
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Moreover,

χGk+1
≥ inf

1≤j≤k+1
inf

0≤u≤ 1
k+1

{
(1 − u)χ

G
j

k

+ inf
v∈[0,1]

{
uχ

(yj ,v)
Gj

+ 1{u(1+v)≥1}

[√
vu

deg(yj) −
√

1−u
deg(x)

]2}
− ϱ [u log u+ (1 − u) log(1 − u)]

}
.

(5.143)

Proof. See [12, Lemma A.5]. The argument still applies with the definition of IE given
in (5.7).

Lemma 5.5.4. [Propagation of lower bounds] If ϱ > 0, M ∈ R, C > 0 and k ∈ N
satisfy ϱ ≥ C/ log(k + 1) and

inf
1≤j≤k+1

χ
G

j

k
≥ M, inf

1≤j≤k+1
inf

v∈[0,1]
χ

yj ,v

Gj
≥ M − C, (5.144)

then χGk+1
≥ M .

Proof. See [12, Lemma A.6]. The proof carries over directly since IE does not appear.

The above results will be applied in the next section to minimise χ over families of
trees with minimum degrees.

Trees with minimum degrees

Fix d ∈ N. Let T̊d be an infinite tree rooted at O such that the degree of O equals
d− 1 and the degree of every other vertex in T̊d is d. Let T̊ 0

d = {T̊d} and, recursively,
let T̊ n+1

d denote the set of all trees obtained from a tree in T̊ n

d and a disjoint copy of
T̊d by adding an edge between a vertex of the former and the root of the latter. Write
T̊d =

⋃
n∈N0

T̊ n

d . Assume that all trees in T̊d are rooted at O.
Recall that Td is the infinite regular d-tree. Observe that Td is obtained from

(T̊d,O) and a disjoint copy (T̊ ′
d ,O′) by adding one edge between O and O′. Consider

Td to be rooted at O. Let T 0
d = {Td} and, recursively, let T n+1

d denote the set of all
trees obtained from a tree in T n

d and a disjoint copy of T̊d by adding an edge between
a vertex of the former and the root of the latter. Write Td =

⋃
n∈N0

T n

d , and still
consider all trees in Td to be rooted at O. Note that T n

d contains precisely those
trees of T̊ n+1

d that have Td as a subgraph rooted at O. In particular, T n

d ⊂ T̊ n+1
d and

Td ⊂ T̊d.
Our objective is to prove the following.

Proposition 5.5.5. [Minimal tree is optimal] If ϱ ≥ 1
d log(d+1) , then

χTd
(ϱ) = min

T ∈Td

χT (ϱ).
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For the proof of Proposition 5.5.5, we will need the following.

Lemma 5.5.6. [Minimal half-tree is optimal] For all ϱ ∈ (0,∞),

χT̊d
(ϱ) = min

T ∈T̊d

χT (ϱ).

Proof. See [12, Lemma A.8]. The proof carries over directly since IE does not appear.

Lemma 5.5.7. [A priori bounds] For any d ∈ N and any ϱ ∈ (0,∞),

χT̊d
(ϱ) ≤ χTd

(ϱ) ≤ χT̊d
(ϱ) + 1

d
. (5.145)

Proof. We follow [12, Lemma A.9]. The first inequality follows from Lemma 5.5.6.
For the second inequality, note that Td contains as subgraph a copy of T̊d, and restrict
the minimum in (5.8) to p ∈ P(T̊d).

Proof of Proposition 5.5.5. We follow [12, Proposition A.7]. Fix ϱ ≥ 1
d log(d+1) . It will

be enough to show that
χTd

= min
T ∈T n

d

χT , n ∈ N0. (5.146)

We will prove this by induction in n. The case n = 0 is trivial. Assume that, for some
n0 ≥ 0, (5.146) holds for all n ≤ n0. Let T ∈ T n0+1

d . Then there exists a vertex x of
T with degree k + 1 ≥ d + 1. Let y1, . . . , yk+1 be set of neighbours of x in T . When
we remove the edge between yj and x, we obtain two connected trees; call Gj the one
containing yj , and G

j

k the other one. With this notation, T may be identified with
Gk+1.

Now, for each j, the rooted tree (Gj , yj) is isomorphic (in the obvious sense) to a
tree in T̊

ℓj

d , where ℓj ∈ N0 satisfy ℓ1 + · · · + ℓk+1 ≤ n0, while Gj

k belongs to T
(nj)

d for
some nj ≤ n0. Therefore, by the induction hypothesis,

χ
G

j

k
≥ χTd

, (5.147)

while, by (5.139), Lemma 5.5.6 and Lemma 5.5.7,

inf
v∈[0,1]

χ
(yj ,v)
Gj

≥ χGj
≥ χT̊d

≥ χTd
− 1
d
. (5.148)

Thus, by Lemma 5.5.4 applied with M = χTd
and C = 1

d ,

χT = χḠk+1
≥ χTd

, (5.149)

which completes the induction step.

Proof of Theorem 5.1.2. We follow [12, Theorem 1.2]. First note that, since Tdmin has
degrees in supp(Dg), χ̃(ϱ) ≤ χTdmin

(ϱ). For the opposite inequality, we proceed as
follows. Fix an infinite tree T with degrees in supp(Dg), and root it at a vertex Y. For

136



§5.5. Analysis of the variational formula

C
hapter

5

r ∈ N, let T̃r be the tree obtained from Br(O) = BT
r (Y) by attaching to each vertex

x ∈ Br(O) with |x| = r a number dmin − 1 of disjoint copies of (T̊dmin ,O), i.e. adding
edges between x and the corresponding roots. Then T̃r ∈ Tdmin and, since Br(O) has
more out-going edges in T than in T̃r, we may check using (5.128) that

χ̂Br
(ϱ;T ) ≥ χ̂Br

(ϱ; T̃r) ≥ χ
T̃r

(ϱ) ≥ χTdmin
(ϱ). (5.150)

Taking r → ∞ and applying Proposition 5.2.1, we obtain χT (ϱ) ≥ χTdmin
(ϱ). Since T

is arbitrary, the proof is complete.
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APPENDIX B
Appendix: Chapter 4

§B.1 Largest eigenvalue
We recall the Rayleigh-Ritz formula for the principal eigenvalue of the Anderson
Hamiltonian. For Λ ⊂ V and q : V → [−∞,∞), let λΛ(q;G) denote the largest
eigenvalue of the operator ∆G + q in Λ with Dirichlet boundary conditions on V \ Λ,
i.e.,

λΛ(q;G) := sup
{

〈(∆G + q)ϕ, ϕ〉ℓ2(V ) : ϕ ∈ RV , suppϕ ⊂ Λ, ‖ϕ‖ℓ2(V ) = 1
}
. (B.1)

Lemma B.1.1. [Spectral bounds]
(1) For any Γ ⊂ Λ ⊂ V ,

max
z∈Γ

q(z) −Dz̄ ≤ λΓ(q;G) ≤ λΛ(q;G) ≤ max
z∈Λ

q(z) (B.2)

with z̄ = arg maxz∈Γ q(z) and Dz̄ the degree of z̄.
(2) The eigenfunction corresponding to λΛ(q;G) can be taken to be non-negative.
(3) If q is real-valued and Γ ⊊ Λ is finite and connected in G, then the second

inequality in (B.2) is strict and the eigenfunction corresponding to λΛ(q;G) is
strictly positive.

Proof. Write

〈(∆G + q)ϕ, ϕ〉ℓ2(V ) =
∑
x∈Λ

[(∆Gϕ)(x) + q(x)ϕ(x)]ϕ(x)

=
∑
x∈Λ

∑
y∈Λ:

{x,y}∈EΛ

[ϕ(y) − ϕ(x)]ϕ(x) +
∑
x∈Λ

q(x)ϕ(x)2

= − 1
2

∑
x,y∈Λ:

{x,y}∈EΛ

[ϕ(x) − ϕ(y)]2 +
∑
x∈Λ

q(x)ϕ(x)2,

(B.3)

where the first sum in the last line runs over all ordered pairs (x, y) with (x, y) 6= (y, x),
which gives rise to the factor 1

2 . The upper bound in (B.2) follows from the estimate

〈(∆G + q)ϕ, ϕ〉 ≤
∑
x∈Λ

q(x)ϕ(x)2 ≤ max
z∈Λ

q(z)
∑
x∈Λ

ϕ(x)2 = max
z∈Λ

q(z). (B.4)
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To get the lower bound in (B.2), we use the fact that λΛ is non-decreasing in q. Hence,
replacing q(z) by −∞ for every z 6= z̄ and taking as test function ϕ = ϕ̄ = δz̄, we get
from (B.3) that

λΛ(q;G) ≥ − 1
2

∑
x,y∈Λ:

{x,y}∈EΛ

[
ϕ̄(x) − ϕ̄(y)

]2 +
∑
x∈Λ

q(x)ϕ̄(x)2

= − 1
2

∑
y∈Λ:

{z̄,y}∈EΛ

1 + q(z̄) = −Dz̄ + max
z∈Λ

q(z),
(B.5)

which settles the claim in (1). The claims in (2) and (3) are standard.

Inside GW, fix a finite connected subset Λ ⊂ V , and let HΛ denote the Anderson
Hamiltonian in Λ with zero Dirichlet boundary conditions on Λc = V \Λ (i.e., the
restriction of the operator HG = ∆G + ξ to the class of functions supported on Λ).
For y ∈ Λ, let uy

Λ be the solution of

∂tu(x, t) = (HΛu)(x, t), x ∈ Λ, t > 0,
u(x, 0) = δy(x), x ∈ Λ, (B.6)

and set Uy
Λ(t) :=

∑
x∈Λ u

y
Λ(x, t). The solution admits the Feynman-Kac representation

uy
Λ(x, t) = Ey

[
exp

{∫ t

0
ξ(Xs)ds

}
1l{τΛc > t,Xt = x}

]
, (B.7)

where τΛc is the hitting time of Λc. It also admits the spectral representation

uy
Λ(x, t) =

|Λ|∑
k=1

etλk
Λϕk

Λ(y)ϕk

Λ(x), (B.8)

where λ1
Λ ≥ λ2

Λ ≥ · · · ≥ λ|Λ|
Λ and ϕ1

Λ, ϕ
2
Λ, . . . , ϕ

|Λ|
Λ are, respectively, the eigenvalues and

the corresponding orthonormal eigenfunctions of HΛ. These two representations may
be exploited to obtain bounds for one in terms of the other, as shown by the following
lemma.

Lemma B.1.2. [Bounds on the solution] For any y ∈ Λ and any t > 0,

etλ1
Λϕ1

Λ(y)2 ≤ Ey

[
e
∫ t

0
ξ(Xs)ds1l{τΛc >t,Xt=y}

]
≤ Ey

[
e
∫ t

0
ξ(Xs)ds1l{τΛc >t}

]
≤ etλ1

Λ |Λ|1/2. (B.9)

Proof. The first and third inequalities follow from (B.7)–(B.8) after a suitable applic-
ation of Parseval’s identity. The second inequality is elementary.
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Samenvatting

Samenvatting

Dit proefschrift bestudeert het parabolisch Anderson model (PAM), d.w.z. het Cauchy-
probleem voor de warmtevergelijking met een toevallige potentiaal. Het PAM is een
wiskundig model dat beschrijft hoe massa (= materie of energie) door een medium
stroomt in aanwezigheid van een toevallige potentiaal, dat als een veld van ‘bron-
nen’ en ‘putten’ fungeert. Zonder deze potentiaal zorgt diffusie ervoor dat de massa
zich gelijkmatig over het medium verdeelt. De potentiaal verandert dit gedrag op
een ingrijpende wijze, aangezien de massa de neiging heeft zich rond de ‘bronnen’ te
concentreren en rond de ‘putten’ te verdwijnen. Het doel van dit proefschrift is om
het lange-termijn-gedrag van de massa te begrijpen: de asymptotische groeisnelheid
ervan, evenals hoe en waar de meeste massa zich concentreert.

De vergelijkingen die het PAM aandrijven worden opgelost door een functionaal van
een toevalswandeling, die door de bekende Feynman-Kac-representatie gegeven wordt.
Deze representatie is het startpunt van de analyse van het PAM. Het PAM is uitgebreid
bestudeerd op reguliere roosters en is daar goed begrepen. Het is bekend dat de staart
van de verdeling van de potentiaal het asymptotische gedrag van de massa bepaalt,
zowel voor de groeisnelheid als voor de locaties met hoge concentraties van de massa.
Het reguliere rooster is echter niet altijd een geschikt model, en we zoeken derhalve
naar uitbreidingen voor algemene grafen. Er is weinig over het PAM op algemene
grafen bekend en de literatuur is uiterst schaars. Dit proefschrift is een bijdrage aan
dit ontluikende onderzoeksgebied. Omdat grafen waarvan de knooppunten begrensde
graden hebben vaak door bomen kunnen worden benader, is het bestuderen van het
PAM op een boom de natuurlijke eerste stap. Dit proefschrift is dan ook vooral
gewijd aan het bestuderen van het PAM op toevallige bomen met potentialen met een
dubbel-exponentiële staartverdeling.

De studie van het PAM is verdeeld in twee gevallen: ‘quenched’ en ‘annealed’. Dat
wil zeggen, bijna zeker ten opzichte van de potentiaal, respectievelijk, gemiddeld over
de potentiaal. Dit proefschrift bestrijkt beide en is daarom in twee delen verdeeld:
deel I is gewijd aan het ‘quenched’ model en deel II aan het ‘annealed’ model.

Deel I bestaat uit de Hoofdstukken 2 en 3 en behandelt het ‘quenched’ model.
Hoofdstuk 2 onderzoekt het PAM op een reguliere boom en leidt de eerste twee ter-
men van de asymptotische groei van de massa af. Net als bij het rooster vereist het
argument het afleiden van asymptotisch op elkaar aansluitende boven- en ondergren-
zen. De grootste uitdaging is het omgaan met de exponentiële groei van de graaf-
grootte, die niet in het rooster optreedt. Een nieuwe techniek voor het vouwen van de
paden van de toevalswandeling wordt gepresenteerd en het grote-afwijkingen-gedrag
ervan wordt geanalyseerd om de bovengrens at te leiden. Bovendien wordt het concen-
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tratiegedrag van de massa bepaald in termen van minimalisatie van een variationele
formule. Het argument berust op een herschikkingsongelijkheid, die het gebrek aan
translatie-invariantie overwint.

Hoofdstuk 3 breidt Hoofdstuk 2 uit naar een Galton-Watson-boom met een eindige
periodiciteit – een generalisatie van de reguliere boom. Dit vereist zorgvuldig navigeren
door de niet-homogeniteiten van de Galton-Watson-boom en het omgaan met graden
die toevalsvariabelen zijn. Dit hoofdstuk is de cruciale stap in het begrijpen van het
PAM op de Galton-Watson-boom, die veel toevallige graafmodellen waarvan de graden
niet al te groot zijn goed benadert.

Deel II bestaat uit de Hoofdstukken 4 en 5 en behandelt het ‘annealed’ model.
Hoofdstuk 4 onderzoekt het PAM op een Galton-Watson-boom. De asymptotische
groeisnelheid van de totale massa werd afgeleid in eerder werk van den Hollander,
König en dos Santos, onder de restrictieve aanname dat de graden van de boom be-
grensd zijn. Hoofdstuk 4 breidt hun analyse uit naar bomen met onbegrensde graden,
en identificeert de zwakste condities op de gradenverdeling waaronder hun technieken
nog steeds bruikbaar zijn. Dit wordt gedaan door de grote graden in sub-bomen onder
controle te houden. Het bestaan en de uniciteit van de Feynman-Kac-representatie op
exponentieel groeiende grafen wordt ook in dit hoofdstuk behandeld.

Hoofdstuk 5 beschouwt opnieuw het PAM op een Galton-Watson-boom, en breidt
het eerdere werk van den Hollander, König en dos Santos uit naar de versie van het mo-
del waarin de Laplaciaan door de graad-genormaliseerde Laplaciaan vervangen wordt.
Het komt erop neer dat de toevalswandeling in de Feynman-Kac-representatie een
sprongsnelheid van 1 heeft, in plaats van de graad van het knooppunt waarop het zich
bevindt. Deze normalisatie zorgt ervoor dat de Laplaciaan niet langer symmetrisch is,
wat in andere spectrale eigenschappen resulteert. We laten zien dat de asymptotische
groeisnelheid van de totale massa hetzelfde is, terwijl de variationele formule die de
verdeling van de massa beschrijft anders is. Ook wordt de zwakste conditie op de
gradenverdeling geïdentificeerd.
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Summary

This thesis investigates the parabolic Anderson model (PAM), which is the Cauchy
problem for the heat equation with random potential. The PAM is a mathematical
model that describes how mass (i.e. matter or energy) flows in a medium in the pres-
ence of a random potential, which acts as a field of sources and sinks. Without the
potential, diffusion causes the mass to be evenly distributed across the medium. How-
ever, the potential vastly changes this behaviour as mass tends to concentrate around
the sources and deplete around the sinks. The goal of the thesis is to understand the
long-term behaviour of the mass: its asymptotic growth rate, as well as how and where
it concentrates.

The equation that drives the PAM is solved by a functional of a random walk that
is given by the well-known Feynman-Kac representation. This representation is the
starting point for the analysis of the PAM. The PAM has been extensively studied on
regular lattices and is well understood there. It is known that the upper tail of the
distribution of the potential fully determines the asymptotic behaviour of the mass for
both the growth rate and the locations of high concentration. However, the lattice is
not always a suitable model and we look for extensions to random graphs. Very little
is known for general graphs and the literature is extremely sparse. The present thesis
is a contribution to this developing area. Because sparse random graphs can often
be approximated by trees, the natural first step is to consider the PAM on a tree. In
particular, this thesis is devoted to studying the PAM on random trees with potentials
having a double-exponential distribution.

The study of the PAM is naturally divided into two cases: quenched and annealed,
i.e. almost surely with respect to the potential and averaged over the potential, re-
spectively. The thesis covers both and is therefore divided into two parts: Part I is
dedicated to the annealed model and Part II to the quenched model.

Part I consists of Chapters 2 and 3 and considers the annealed model. Chapter 2
investigates the PAM on a regular tree and derives the first two terms of the asymptotic
growth of the mass. As was the case on the lattice, the argument requires finding
asymptotically matching upper and lower bounds. The main challenge is to deal with
the exponential growth of the graph size, which is not present in the lattice. A novel
technique of folding random walk paths is devised and its large deviation behaviour is
analysed to achieve the upper bound. Furthermore, the concentration behaviour of the
mass is determined and is given in terms of a minimiser of a variational formula. The
argument relies on a rearrangement inequality that overcomes the lack of translation
invariance.
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Chapter 3 extends Chapter 2 to a Galton-Watson tree with large periodicity
– a generalisation of the regular tree. This requires carefully navigating the non-
homogeneity of the Galton-Watson tree and dealing with degrees that are random.
This chapter is the crucial step in understanding the PAM on the regular Galton-
Watson tree, which approximates many sparse random graph models.

Part II consists of Chapters 4 and 5 and considers the quenched model. Chapter
4 investigates the PAM on a Galton-Watson tree. The asymptotic growth rate of
the total mass was derived in previous work by den Hollander, König and dos Santos
under the restrictive assumption that the degrees are bounded. Chapter 4 extends
their analysis to trees with unbounded degrees, and identifies the weakest condition
on the degree distribution under which their arguments still hold. This is done by
uniformly controlling the appearance of large degrees in subtrees. The existence and
uniqueness of the Feynman-Kac representation on exponentially growing graphs is also
shown in this chapter.

Chapter 5 again considers the PAM on a Galton-Watson tree, and extends the
previous work by den Hollander, König and dos Santos to the version of model in which
the Laplacian is replaced by with the degree-normalised Laplacian. This amounts to
the random walk in the Feynman-Kac representation having jump rate equal to 1
instead of the degree of the vertex it resides on. The normalisation causes the Laplacian
to no longer be symmetric, which results in different spectral properties. We find that
the asymptotic growth rate of the total mass is the same, while the variational formula
describing the distribution of mass is different. The weakest condition required on the
degree distribution is also identified.
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