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Appendix A: Supplementary information

This appendix contains the supplementary information to chapter 4. In this appendix we extend upon the methods and implementation.

A.1 Supplementary methods

A.1.1 Model and optimisation

In this section we discuss the theory and model that underlies the implementation of our marker-based system parameter derivation. In less sophisticated X-ray imaging equipment, these parameters are often not available. By including small metal balls in the acquisition, we retrieve these parameters based on the radiographs. Each marker is visible as a circle on all (or most) projections, and we call its location the projected marker location (PML). For each marker we measure the PML on the X-ray images. Given a set of system parameters and marker positions, and for each marker at each rotation angle, we can draw a line from the source through the marker. The intersection of this line with the detector plane gives a predicted PML. The goal is to minimise the distance between the predicted PMLs and the measured PMLs. This will provide an estimated value for the system parameters, which we need for 3D reconstruction as described in section 4.3.

We aim to find parameters that can be used to produce a 3D reconstruction of the object. Our method does not aim to find the absolute physical distances. The only impact of this on the 3D reconstruction is the scale, which can if needed be obtained by including an object of known size in the scan or by measuring one distance on the object afterwards and scaling the reconstruction accordingly. In the next sections, we will first discuss the model used for the forward projection of marker positions and then the optimisation that is used for estimating the system parameters.

The forward model

We assume that the setup consists of a cone-beam X-ray source, flat-panel detector and a rotation stage. A block of foam containing markers is mounted on the rotation stage next to the object. We assume that the components are stably mounted and do not drift during acquisition. For our calculations, we model the system as the source and detector rotating around the object, which is mathematically equivalent to a rotating object between a static source and detector.

We define a left handed coordinate system with the rotation axis being the \( z \)-axis. The \( y \)-axis is defined such that the source lies on it for the first projection. The first projection is defined as rotation angle 0°. The coordinate system and variables used to describe all the system components are shown in figure A.1.

A boldface small letter represents a vector with an \( x, y \) and \( z \) component, e.g. \( s = (s_x, s_y, s_z) \), which represents the location of the source. The detector plane is defined by a point \( d \), which is the center of the detector plane, the detector pixel size and the unit vectors \( u \) and \( v \) that span the detector plane. The normal vector to the detector plane is \( n = v \times u \). The out-of-plane rotations of the detector are given by angles \( \theta \) (around axis \( u \)) and \( \phi \) (around axis \( v \)). The parameter \( \eta \) defines the in-plane detector rotation (rotation around \( n \)). With a subscript \( i \), e.g. \( s_i \), we denote the vector that is obtained when rotating the original vector around the \( z \)-axis by angle \( -\alpha_i \). The marker position of marker \( j \) is denoted by \( m_j = (m_{jx}, m_{jy}, m_{jz}) \) for \( j \in \{1, \ldots, N\} \).

A line from the source through marker \( j \) for projection \( i \) is given as \( f(t) = s_i + t(m_j - s_i) \). The vector defining the projected 3D location in space of the PML corresponding to marker \( j \) on projection \( i \), is given by the intersection of this line with the detector plane defined by \( d_i \) and \( n_i \): \( g = s_i + \frac{n_i \cdot (d_i - s_i)}{n_i \cdot (m_j - s_i)} (m_j - s_i) \). This 3D location can be rewritten to the detector pixel on which the marker would fall. In other words, we obtain the PML \( p_{i,j}^{pred}(\Theta, m_j) = (a, b) \) (row, column) such that \( d_i + au_i + bv_i = g \).
A.1. SUPPLEMENTARY METHODS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>detector position</td>
<td>( d )</td>
</tr>
<tr>
<td>detector tilt</td>
<td>( \theta, \phi )</td>
</tr>
<tr>
<td>detector in-plane rotation</td>
<td>( \eta )</td>
</tr>
<tr>
<td>projection angles</td>
<td>( \alpha_1, \ldots, \alpha_{n-1} )</td>
</tr>
<tr>
<td>marker positions</td>
<td>( m_1, \ldots, m_N )</td>
</tr>
</tbody>
</table>

Table A.1: Notation of the free system parameters and marker positions \( m \) that are estimated in the optimisation scheme.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation and fixed value</th>
</tr>
</thead>
<tbody>
<tr>
<td>source position</td>
<td>( s_0 = (0, SOD, 0) )</td>
</tr>
<tr>
<td>first projection angle</td>
<td>( \alpha_0 = 0 )</td>
</tr>
<tr>
<td>detector pixel size</td>
<td>( \delta = \text{detector pixel size} )</td>
</tr>
</tbody>
</table>

Table A.2: Fixed system parameters. The source to object distance (SOD) and detector pixel size are user input.

The cost function

The measured PML \( p_{ij}^{\text{meas}} \) of marker \( j \) on projection image \( i \), is defined relative to \( d_i \) and is given by \((c, d)\) (row, column).

The set of free parameters, which we for convenience denote by \( \Theta \), define the forward projections. The free parameters are given in Supplementary table A.1 and the fixed parameters in Supplementary table A.2. The source is fixed to the negative \( y \)-axis. We fix the detector pixel size, since this is often specified in the documentation of the manufacturer. We want to minimise the distance between the predicted PML \( p_{ij}^{\text{pred}}(\Theta, m_j) \) and the measured PML \( p_{ij}^{\text{meas}} \) of marker \( j \) on projection image \( i \). We therefore want to find the parameters \( \Theta \) and \( m_j, j, \in \{1, \ldots, N\} \) that minimise the following:

\[
\sum_i \sum_j |p_{ij}^{\text{meas}} - p_{ij}^{\text{pred}}(\Theta, m_j)|^2. \tag{A.1}
\]
A.1.2 Implementation

The proposed workflow consists of six steps (figure A.2), the first two are the practical data acquisition phase which takes place in the X-ray suite:

1. Object and marker holder preparation;
2. Data acquisition;

After data acquisition the computational workflow consist of the following steps:

1. Marker detection and labelling;
2. System parameter derivation;
3. Pre-processing and Inpainting;
4. 3D reconstruction.

In the following sections we expand on each of these steps.

Data acquisition in the X-ray suite

Object and marker holder preparation

First, a marker holder is made by inserting a number of markers into two or more pieces of foam. The size and shape can be arbitrary, the holder can be adjusted to the size and shape of the object. They should be distributed vertically to limit the overlap of the projected markers on the radiographs. The object is mounted on the rotation stage, the marker holder is placed next to it. Using the live radiographic inspection, the positions of the markers are checked and adjusted if needed.

Although a full discussion of the requirements of the positions of the markers within the foam is beyond the scope of this article, here we give some general guidelines. For an accurate parameter estimation, the markers should be distributed within the foam in three dimensions so that they span the detector field of view where the object is located. If the markers are on one vertical line for example, the depth information is not captured in their positions as well as when they are distributed. This is due to the fact that the trajectory of the markers on the detector forms an ellipse and therefore movement of the PML (and the corresponding geometric information gain) is less on the sides of the ellipse than in the center. The number of markers needs to be sufficient for the system of equations to be resolved. In practice, it is advisable to take more markers where possible, since the contrast with the object may not always be sufficient to find all markers in each radiograph or they rotate out of the field of view for a few radiographs. The overlap of markers on the radiographs should be avoided, because this hampers the correct labelling of the markers. Therefore, we distribute the markers vertically to limit overlap on radiographs. Since the rotation angles are part of the parameter set, in each radiograph markers should be present. For the scans in chapter 4, we have used a minimum distance between markers of 1cm. We have moreover used the live radiographic inspection to ensure as few projections as possible had overlapping markers. This facilitates the labelling and tracking of the markers. We used 10 markers for the wooden block and 17 markers for the case study.
Figure A.2: Steps in the post-scan marker-based parameter derivation method for 3D reconstruction.
The following steps can be used to setup the markerholder:

1. Place the markers in two or more pieces of foam, keeping them at least 1cm apart and avoiding placing them on a straight line. The number of markers will depend on the size of the object and the magnification, since the main goal is to have no overlapping markers on the radiographs. See figure A.3a.
2. Place the pieces of foam on the rotation stage, next to the mounted object. If convenient, placing two at 90° gives a good spread of the markers on the detector view. See figure A.3b,c.
3. Turn on live radiographic inspection of the object and markers and determine the maximum magnification that ensures the object stays in the field of view during rotation. See figure A.3d.
4. Make sure that during rotation there is no radiograph on which no markers are visible. Markers can rotate out of the field of view, but in every radiograph markers need to be present.
5. If there are radiographs in which the markers overlap, try to increase the vertical space between markers until they do not overlap.

![Figure A.3: Preparing the markerholder.](image)

Data acquisition

Radiographs are collected over one or more revolutions of the rotation stage. A flatfield, an image with the source turned on without an object in view, and darkfield, an image with the source off, are collected for the pre-processing step [104].

Computational workflow

Marker detection and labelling

The computational workflow starts with measuring the PML on the projections, by first using the Canny Edge detector [171] and consequently an implementation of the Hough Transform to identify circles from the Scikit toolbox [172]. Making use of the Trackpy toolbox [194], we identify the same projected marker from projection to projection, forming the ellipse shaped trajectory followed by the projected marker (step 2 in figure A.2). Both locating and labelling may require user input, as the locating of projected marker on the image depends on the total brightness and contrast and wrongly labelled projected markers can make parameter estimation less reliable. During the locating step some dense features in the object may be identified as projected markers that do not correspond to markers. When the markers overlap with the
object or rotate out of the field of view, the corresponding projected markers may not be found in a number of projections. This causes errors in the labelling step. These errors are reduced by filtering out short trajectories, determining a maximum step size for the projected marker from projection to projection and a memory parameter that determines for how many projections a marker can be missing to still belong to the same label. These parameters can be influenced by the user based on visual inspection of the resulting trajectories. It is preferable to have a trajectory cut into multiple labels over mislabelling (e.g. crossover of labels between two markers). The number of found labels is $N^*$. Note that this can be a higher number than the actual number of markers $N$, due to features in the object being identified as projected markers or partially labelled trajectories, or a lower number due to non-identified projected markers in the locating step. During the optimisation in the next step this is taken into account.

### System parameter estimation

The System parameter estimation algorithm is given in Algorithm 1. It consist of two optimisation steps with a marker merging step in between. The required user input is the detector pixel size ($\delta$) and an estimation of the source to object distance (SOD). This source position is used to fix the location of the source at distance SOD from the rotation axis on the negative $y$-axis (see section A.1.1). The resulting reconstruction will therefore be scaled relative to this given SOD.

To provide an educated initial guess on the system parameters, further input is requested from the user: estimated values for the ODD, the number of revolutions ($n_{rounds}$) of the rotation stage and the approximate average distance $r$ of the markers to the rotation center. These inputs are used to create the following initialisation: i) The detector is placed on the positive $y$-axis at distance ODD from the origin, ii) the detector tilts and skew are 0, iii) projection angles are equidistant over $2\pi n_{rounds}$ (radians) and iv) the initial marker locations are placed randomly within a ball with radius $r$, their labels based on their vertical location. This initial guess and the residual function described by equation A.1 are input for the scipy.optimize package’s least_squares function [174]. Derivatives are calculated using an automated derivative package autograd [10], that is a wrapper for numpy [131].

For each iteration a reduced number of projected markers per projection image are used, to make the method robust against mislabelled markers. Projected markers are selected that have the lowest distance of the predicted PML to the measured PML. In other words, we use labels $h_i(\Theta, N_k)$, which are the $N_k$ labels $j$ with smallest $|p_{meas}^{ij} - p_{pred}^{ij}(\Theta, m_j)|$. The number of projected markers that are used in the first and second optimisation step are given by $N_1$ and $N_2$ and are input by the user. The least squares optimisation terminates when the step size or cost function improvement are below a given threshold of $10^{-6}$. The user can give an upper limit $n_{iter1}$ and $n_{iter2}$ for the number of iterations of the least squares solver in the first and second optimisation step respectively. In the marker merging step a minimum distance between marker positions is used to decide whether or not to merge two labels. This distance can be chosen by the user.
Algorithm 1 System parameter estimation.

1: **Initial Guess.** The initial guess is defined by a standard circular scan with equidistant angles and the user input values ODD, $n_{\text{rounds}}$ and $r$.

2: **First optimisation.** Run least squares optimisation starting from the initial guess until thresholds are reached or until the number of iterations exceeds $n_{\text{iter1}}$, to find the parameters $(\Theta^*, m_1^*, \ldots, m_N^*)$ that minimise the following value

$$\sum_i \sum_{j \in h_i(\Theta^*, N_1)} |p_{ij}^{\text{meas}} - p_{ij}^{\text{pred}}(\Theta^*, m_j^*)|^2.$$ 

3: **Merge markers.** If the distance between the positions of two markers $|m_j - m_k|$ is smaller than a given threshold and do not overlap for more than a given number of frames, the labels $j, k$ refer to the same projected marker and their trajectories are merged, or in other words $k$ is relabelled $j$ and removed. $N^{**}$ denotes the number of labels after this merging step.

4: **Updated initial guess** Use $\Theta^*$ and $m_j^*, j \in \{1, \ldots, N^{**}\}$ as updated initial guess for the second optimisation step.

5: **Second optimisation.** Run least squares optimisation starting from the initial guess until thresholds are reached or until the number of iterations exceeds $n_{\text{iter2}}$, to find the parameters $(\Theta^{**}, m_1^{**}, \ldots, m_N^{**})$ that minimise the following value

$$\sum_i \sum_{j \in h_i(\Theta^{**}, N_2)} |p_{ij}^{\text{meas}} - p_{ij}^{\text{pred}}(\Theta^{**}, m_j^{**})|^2.$$ 

6: **Calibrated parameters.** Return $\Theta^{**}$.

**Pre-processing and inpainting**

The recorded data is first flat- and darkfield corrected. Using the system parameters and marker positions found in the previous step, a forward projection is performed to obtain the predicted PML locations on all the projections. These are used to algorithmically remove the projections of the markers on the radiographs by the inpainting function of the scikit-image package [173], because high density material in a CT acquisition can cause image artefacts in the reconstruction [168]. It is possible to perform both a reconstruction with the original radiographs and the inpainted radiographs. Therefore the user can choose which reconstruction serves them best, since the effect of inpainting can differ per object and placement of the markers.

**3D reconstruction**

The inpainted projections, together with the system parameters resulting from the optimisation step are used to obtaining a 3D reconstruction. Because of the fixed source position, the solution that is obtained, is a scaled reconstruction. The estimated system parameters are transformed into a geometry description that is then used within the SIRT algorithm provided by the FleX-box toolbox [108] to make a 3D reconstruction of the object.
A.2 Supplementary figures and tables

A.2.1 Parameters

In Supplementary table A.3 the computed system parameters of the scans of the wooden block are given. In figure A.4 the found angles for each system are given. We see that the British Museum setup provides equidistant angles and the other two systems have less regular angular intervals.

<table>
<thead>
<tr>
<th>System parameters</th>
<th>BM system</th>
<th>BM markers</th>
<th>GM markers</th>
<th>RM markers</th>
<th>Flex-ray</th>
</tr>
</thead>
<tbody>
<tr>
<td>source location (mm)</td>
<td>(0.881, 0)</td>
<td>(0.881, 0)</td>
<td>(0, 881)</td>
<td>(0, 881, 0)</td>
<td>(0, 658.02, 0)</td>
</tr>
<tr>
<td>detector location (mm)</td>
<td>(-31.46, 1362.0, 0)</td>
<td>(-31.32, 1471.44, -3.84)</td>
<td>(-32.97, 1351.04, -6.71)</td>
<td>(-2.63, 583.97, 2.78)</td>
<td>(0, 430.98, 0)</td>
</tr>
<tr>
<td>detector tilts (radians)</td>
<td>0.0</td>
<td>0.027, 0.019</td>
<td>-0.004, 0.015</td>
<td>0.021, 0.001</td>
<td>-0.002</td>
</tr>
<tr>
<td>detector in-plane rotation</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-0.002</td>
<td>-0.004</td>
</tr>
</tbody>
</table>

Table A.3: System parameters as reported by the system feedback (BM system) or the marker-based parameter retrieval (BM markers, GM markers, RM markers) for the scans of the wooden block (section 4.1.2). The source location is an estimate given by the user.

Figure A.4: Subset of the acquisition angles (index vs. angle (degrees)) of the test scans of the wooden block (main article section (section 4.1.2)), given by the British Museum system (BM system) and calculated by the marker-based parameter derivation at the British Museum (BM markers), The J. Paul Getty Museum (GM markers) and the Rijksmuseum (RM markers).
To investigate the accuracy and precision of the found marker positions, we performed simulation experiments. We simulated projected marker locations (PMLs) by forward projecting 3D marker locations. To simulate an incorrectly found center of the PML, we added gaussian noise with mean 0 and standard deviation from 0 up to 5 pixels to the PML. Next, we ran our parameter retrieval optimisation to obtain estimated 3D marker locations. Since our method does not assume the projection angles and other system parameters are known, the found 3D marker locations may have a slightly different orientation, vertical position, and scaling compared to the original marker positions. These variations do not affect the reconstruction quality, so to be able to measure the quality of the found marker locations, we compensate for them before comparing the found marker locations with the original marker locations used for the forward projection. For each choice of standard deviation, we ran this simulation with ten different random seeds, which influences the noise added to the PMLs, to obtain figure A.5 showing standard deviation (in pixels) versus the average error in the calculated marker positions (in mm). The average error is lower than the voxel size (0.13mm) except for a few outliers. In the practical datasets included in the manuscript, we found that the PML identification can be trusted to locate the centers within this error range.

**Figure A.5: Results of the simulation experiment.** Boxplot showing average errors in the calculated marker positions (y-axis) when adding gaussian noise to the PML (standard deviation of noise on the x-axis). The boxplot shows the median (blue line), interquartile range (lightblue box), which shows where 50% of the data points around the median fall, and minima and maxima of the data (black horizontal bars).
A.2.2 Comparison of the marker based approach and FDK

Here we show the type of image artefacts that can be encountered when an imperfect calibration is used for a CT reconstruction. In figure A.6 a slice from a reconstruction of the wooden block dataset recorded at the J. Paul Getty museum is shown using the approach outlined in the main text and using a straightforward FDK approach with the angles estimated to be equidistant. The irregularity of the angular interval produces wrongly back-projected radiographs in the second reconstruction, showing the need for estimating the individual angular intervals. In figure A.7 we show the effect of errors in the rotation speed. Here, these effects are shown on a dataset of the wooden block recorded at a micro-CT facility, the FleX-ray laboratory, located at the Center for Mathematics and Computer Science in Amsterdam. For figure A.7 we removed angles at the end of the full rotation to simulate a slower rotation speed.

**Figure A.6:** Comparing the marker-based parameter retrieval method with a straightforward FDK reconstruction. A slice from the reconstruction of the dataset of the wooden block at the J. Paul Getty Museum with a) marker-based parameter retrieval and b) FDK with the angles estimated to be equidistant.

**Figure A.7:** Effect of lower rotation speed on FDK reconstruction. Here we show an FDK reconstruction where the rotation stage does not fully rotate to 360 degrees during one acquisition, reaching from left to right only 357.5, 355, 352.5 and 350 degrees, respectively, while the reconstruction incorrectly assumes that the rotation was over the full 360 degrees. The slower the rotation stage the larger the effect on the FDK reconstruction.
A.2.3 Inpainting

In figure A.8 we show a radiograph from the dataset of the wooden block, recorded at the FleX-ray laboratory, the mask used for inpainting and the inpainted radiograph. In figure A.9 a slice from a reconstruction of the wooden block dataset recorded at the FleX-ray laboratory is shown using the original radiographs and the inpainted radiographs. The effect of the inpainting on the reconstruction of the wooden block is visible in a blurring on the left side of the wooden block. The effect of the inpainting is dependent on the magnification. Since this is a high resolution scan, the magnification is large and therefore the marker shades a larger portion of the object than when the magnification is smaller. In figure A.10 we show the effect of the inpainting on the dataset recorded at the J. Paul Getty museum. Here the effect is small. Thus, the effect of inpainting depends on the settings. Whether to use the original or inpainted radiographs can be decided by the user upon inspection of the reconstructions.

**Figure A.8:** Inpainting of the radiographs. A radiograph of the wooden block at the FleX-ray laboratory: original radiograph (left) and an overlay of the mask used for inpainting (in red) on the radiograph (middle) and resulting inpainted radiograph (right).

**Figure A.9:** Comparing reconstructions with and without inpainting. A slice from the reconstruction of the dataset of the wooden block at the FleX-ray laboratory with original radiographs (left) and inpainted radiographs (right).

**Figure A.10:** Comparing reconstructions with and without inpainting. A slice from the reconstruction of the dataset of the wooden block at the J. Paul Getty museum, using the marker based approach with a) original radiographs and b) inpainted radiographs.
Appendix B: Intact user guidelines

This appendix to chapter 5 gives the user guidelines for the Intact plugin presented in that chapter.

B.1 Installation

B.1.1 Blender

Installation:

1. Go to https://www.blender.org/download/ and pick the relevant version for your operating system and install.

Why Blender?

- Open source: Blender has a large community with plugins that could perhaps sustain future questions/demands of the INTACT tool.
- Old versions will stay available, so the plugin doesn’t have to be updated for compatibility with future updates of Blender.
- Blender is based on Python. It is therefore easy to write and incorporate your own demands, and possible for any user to edit those based on their own needs.
B.1.2 Blender plugin – INTACT

Installation:
1. Download the plugin here: 10.5281/zenodo.8041844 or clone the github repository.
2. Open Blender
3. Go to “edit -> preferences” (figure B.1)
4. Go to “add-ons” and click "install" (figure B.2)
5. Navigate to the INTACT_Windows_main.zip file and select it. Blender will now automatically install the plugin. Make sure to activate it by checking the box next to the plugin name. (figure B.3)
6. The INTACT plugin is now installed within your Blender software. You can find it in the UI Side Panel. Open this panel by clicking the little arrow next to the orientation gimbal. (figure B.4) and then choose the INTACT panel (figure B.5).
7. When opening the INTACT panel, you’ll be prompted to click a button ‘Install Modules’. Do this. When it’s done close blender and restart.

![Figure B.1](image1.png)

![Figure B.2](image2.png)
B.1. INSTALLATION

Figure B.3

Figure B.4

Figure B.5
B.2 The INTACT plugin

The numbering of this section corresponds to the drop-down menu’s in the plugin’s User Interface (figure B.6).

![Figure B.6]

B.2.0 Setting up working directory

**Note:** An example dataset is made available to follow along with the guidelines. This includes a 3D-surface scan and a CT scan of a small wooden block. Download the example dataset here: 10.5281/zenodo.8041816

1. Open INTACT, make it bigger by dragging the side. In the ‘Working Directory’ tab choose a project directory by clicking on the folder next to the empty field. Make this an empty folder, this is where all the files generated by the plugin will be saved.

B.2.1 Loading CT scan

1. Open the ‘CT scan load’ tab.
2. Choose a data type (default is Tiff).
3. Input the directory where your CT scan files are stored.
4. In case of Tiff, input the resolution (test dataset voxel size = 0.13mm).
5. Click “Load CT Scan”, wait (may take a couple minutes)
6. You can move the view by holding the middle button while moving your mouse. Preferably don’t move the CT scan. Don’t worry if you do, its position can be reset in the ‘CT Mesh Generation’ tab.
7. For visualisation purposes you can change the threshold, and color + lighting. (figure B.7)

**Note:** If you do not have a surface scan of your object, you can skip to Visualisation (section B.2.5).
### B.2. THE INTACT PLUGIN

#### B.2.2 Surface scan load

1. In the ‘Surface scan load’ tab click on the icon of a folder.
2. In the resulting pop-up, navigate to the directory which holds your 3D model, select the .obj model and click accept. Then click the ‘Load surface scan’ button. (figure B.8).

**Tip:** Sometimes the surface scan is not shown as expected. This can have to do with how the ‘normals’ are defined. Try going into right hand lower menu, the red ball and change how the normals are calculated. See figure B.9.
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B.2.3 CT mesh generation

1. In the ‘CT Mesh Generation’ tab, play around with the threshold value to find a value that shows all of the object outline, but not much else. A little noise outside the object is fine.

2. When you’re happy with the threshold, click Segmentation. You’ll end up with a mesh of the CT scan (figure B.10). Wait, this may take a minute. For ease in the next section, it may be nice to turn off the CT volume view by clicking on the eye in the right hand panel, next to the IT001_CTVolume.
B.2.4 Registration

1. Select CT scan and if needed because the CT scan was moved, click ‘reset CT volume position’ in the ‘CT Mesh Generation’ tab. Double check that all values are zero (location, rotation) in the lower right panel, the orange square tab will give you these numbers. If not, change them to zero. Scale is 1.
2. Go to the Registration tab.
3. Manually align your 3D surface scan roughly to the produced CT segment, using the controls as described in section 3.3. This can be a rough alignment (figure B.11).
   **Tip:** Use the pre-defined Front/Back – Left/Right – Top/Bottom views, the coloured axis in the top right corner. Switch between those to align your objects manually along each axis.
4. Check that the surface scan and CT segmentation have been identified correctly in the dropdown box and if not select the right objects by clicking the corresponding white eyedropper icon, then clicking the scan/segmentation in the 3D viewer or in the right hand side panel (segmentation is IT001_Thres1_SEGMENTATION). Check “Allow scaling” if you want the surface scan to be scaled if needed.
5. Press ‘Perform Registration’. Wait, this may take a while. You will see a live update of the surface scan mesh move towards the CT mesh (figure B.12).
6. Is the result satisfactory? If it isn’t aligned properly yet, run it again (click the ‘Perform Registration’ button).
   (a) It won’t align properly? Perhaps your rough manual alignment can be improved. You can also increase the “Outlier %” to 10 or even higher and the iterations can be increased. Experiment a little bit.
   (b) Look at some landmarks in your object.
   (c) You should see bits of the CT mesh colour coming through the surface scan.
7. Select your surface scan to see the values for the transformation in the lower right hand panel, orange square tab.

![Figure B.11](image-url)
B.2.5 Interactive visualisation

1. It is usually convenient to hide the visibility of the Segmentation by clicking the eye symbol next to the Segmentation in the right hand upper menu.
2. If given, check the selected CT scan volume, segmentation and surface scan at the top of the ‘Interactive visualisation’ tab. If not, please select them from the dropdown menu, or with the white eyedropper icon as previously described.
3. Then click ‘Slice volume’, to create the CT slices (Figs. B.13 and B.14).
4. If required, adjust the contrast of the slices with the min and max sliders (figure B.15).
5. Click ‘Create cropping cube’. This will create a cube, that when moved into the object will make everything within it transparent (figure B.16).
6. Check ‘Track slices’, to attach the slices to the sides of the cube and make them update when the cube is moved into the object.
7. Check ‘Crop slices outside object’ to show only the part of the CT Volume that is inside the object (and not the air around it) (figure B.16).
8. Optional: The ‘Multi-view’ button opens up a user interface that shows the X, Y, Z views plus the 3D view.
9. Optional: Surface scan roughness and slice thickness can be adjusted.

Now that everything is setup, it is possible to interactively manipulate the data, analyse and investigate. Use the visibilities in the upper right-hand menu and standard Blender controls to move (see section B.3).
B.2. THE INTACT PLUGIN

Figure B.13

Figure B.14

Figure B.15
B.2.6 Images and output

Screenshot:
1. To obtain a screenshot of the current view, including all lines and grids, click ‘Take screenshot’.

Rendering images:
1. Click ‘Set camera position’. This opens up the camera view in a grey rectangle (figure B.17).
2. Change the view of the camera, by moving around using the normal blender controls.
3. Change the size of the camera by changing the resolution parameters.
4. When satisfied click ‘confirm camera position’.
5. Optional: Adjust lighting and background colour for the image.
6. Click ‘Render image’. When satisfied, click ‘Image -> Save as... ’
Rendering videos:
1. The same camera position is used as for the image. If needed, adjust using step 1-4 of Rendering images above.
2. Choose an axis around which to rotate the object.
3. Name the movie - make sure to change this for every movie or the previous one will be overwritten.
4. Click ‘Render turntable movie’. Each frame will be rendered separately and then saved in the working directory in a new folder called ‘Movies’.

B.3 Basic Blender controls

B.3.1 Viewport shading options

The virtual space in which we place our 3D models and objects is called the viewport. There are 4 different shading options within Blender that we can choose from, each with a different appearance (Figs. B.18 and B.19).

1. **Wire edges**
   This mode is probably least interesting for our case, and displays the 3D-model as a wireframe.

2. **Solid mode**
   This is the standard mode upon opening blender, and displays the 3D-model as a solid object without its material properties. This mode is best when editing properties, aligning models, or setting up an animation as it’s least computationally heavy.

3. **Material preview mode**
   In this mode the material properties are added to the object, as they would appear with relatively flat lighting (not the lights you can add yourself, but what is called ‘world lighting’).
4. **Render preview**
   In this mode the user’s ‘scene lights’ are added. This makes it the most computationally heavy mode as the software has to calculate and render light, reflection, and shadow.

### B.3.2 Moving the view

1. **Translation**
   Move the view by holding shift and the middle mouse button, and moving your mouse.

2. **Rotation**
   Rotate the view by holding the middle mouse button, and moving your mouse.

3. **Zoom**
   Zoom in and out by scrolling (either using your trackpad or the middle mouse button).

4. **Front-Back-Top-Bottom-Left-Right view**
   Blender also has 6 built in views that are quickly accessible via the gimbal in the top right corner (figure B.20). You can click on each of the 6 dots (representing X, Y, Z in both positive and negative direction), which will bring you immediately to a view along that axis.

![Figure B.20](image)
B.3.3 Object selection/translation/rotation/scaling

1. Select an object
   Selecting an object can be done with your left mouse button. You’ll see what object is selected in the top right of your screen, in what’s called the “Scene collection” (figure B.21A).

2. Translation/rotation/scaling
   There are two ways to move/rotate/scale your object:
   
   (a) Via the properties panel (figure B.21B) You can change the values in your object’s properties panel. This is best for if you want some very subtle changes (e.g. 0.01°).
   
   (b) In the viewport Click your object, and on the left-hand side you can click “move” and “rotate” (figure B.22). In the centre of your object, handles will appear that allow you to perform these actions along a certain axis, or along all of them at once.

3. Turn on/off visibility and rendering of objects
   You might want to enable/disable the visibility of certain objects in your viewport at a given point of time. You can do this by clicking the eye symbol beside the name of your object in the “Scene collection”. Clicking the camera will turn on/off the visibility of that object in the rendered image (figure B.23).
B.4 Using vertex selections for registration

B.4.1 Enabling vertex selections
In cases where your X-ray CT or surface scan is incomplete, you may want to focus your registration on a sub-region for the best accuracy. This can be done by enabling the ‘Use Vertex Selections’ option in the Registration tab of the plugin (B.24). You will need to manually select which vertices to include from both your surface scan and CT segmentation mesh. Only choose areas that appear in both for the best accuracy.

B.4.2 How to select vertices
1. To select vertices, you have to enter Blender’s ‘Edit mode’. First select the mesh you want to use, then change the dropdown menu in the top left of the viewport to edit mode (figure B.25). Alternatively, you can select the mesh, and press the tab key on your keyboard. To go back to the normal blender mode, change the menu to ‘Object Mode’, or press tab again.
2. Once in edit mode, you can select vertices by clicking and dragging across the parts of the mesh you want to include (figure B.26). Selected vertices will appear in bright orange. To add to your selection, hold down the shift key while you do this.
3. To select through your mesh (i.e. not just vertices on the face closest to you), you can enable Blender’s X-ray mode. Click the symbol with two overlapping squares in the top right of the viewport (figure B.27) or press alt + Z on your keyboard.

B.4.3 Tips for selecting vertices
- In some meshes, you may have multiple regions that aren’t directly connected to each other. To select all vertices in one piece, you can click one vertex, then press ctrl + L to select everything connected to it.
- It can also be useful to hide parts of the mesh you don’t want to select. This can be done by selecting the vertices (in the usual way), and pressing H to hide them. Any hidden vertices can be shown again by pressing alt + H.
- A line of vertices can be selected by clicking a vertex at one end, then ctrl + click a vertex at the other end. Blender will select all vertices on the shortest path between the two.
- Combining these methods can make selecting sub-regions much faster. For example, you could select a line of vertices that separate your region of interest from the rest of the mesh. Hiding this will disconnect your region of interest, and allow it to be selected in one go with ctrl + L.
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