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Appendix A

Classical (higher-order) logic

In this chapter we recall the definitions and results of classical logic, upon which
the rest of this thesis depends (see also [135, 217, 213, 214, 203, 31, 152, 91, 9, 82]).
Readers already familiar with classical logic may quickly skim this chapter: no
new results are presented. However, this chapter is included for the purpose of
completeness.1

Logic is used as a formal description language. With such language, we give
descriptions with an intention to describe or assert what is the case in a universe.
Logic has versatile uses in computer science. For example, logic can be used to
describe the universe as seen from the perspective of a computer. To be more
specific, we can use logic to describe the possible memory states of a computer
at a particular instant in time. Primitive descriptions can fix what values are
held in certain places of memory, or describe relations between the values such
places of memory hold. Complex descriptions are constructed by composing
simpler descriptions, e.g. by conditionals between descriptions or quantification
over possible values.

There are different orders of languages. In a zeroth-order language one can speak
of primitive propositions and their logical connection. In a first-order language
one furthermore has the ability to speak about, and quantify over, individuals,
which are the elements in a universe, or domain of discourse. This distinguishes a
first-order language from a zeroth-order language, since in the latter one cannot
quantify over individuals. Sometimes first-order logic is called predicate logic,
whereas zeroth-order logic is called propositional logic. In a second-order language
one goes beyond the ability to quantify over individuals, and one can also quantify
over properties of individuals (see also [216]). In a third-order language, one can
quantify over properties of properties of individuals, and so on for higher-order
languages.

1After submitting some parts of this thesis to a conference on logic in computer science, one of
the peer-reviewers made a claim that was directly in contradiction with a well-known result, also
included in this chapter: Gödel’s completeness theorem. Thus, without recalling the completeness
theorem, this thesis would not be complete.
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124 APPENDIX A. CLASSICAL (HIGHER-ORDER) LOGIC

We consider logic from three perspectives. In the first perspective, the syntactic
perspective, one looks at the formal structure of the description language: how to
form sequences of symbols called formulas, and systems to symbolically transform
formulas and to derive formulas from other formulas. In the second perspective, the
semantic perspective, one is interested in the meaning of formulas by interpretation
of the symbols and how symbolic transformations and deductions preserve meaning.
In the last perspective, the perspective of significance, one is interested in how the
syntactic and semantic perspectives are related. In some sense, the syntax and
semantics of a language can be chosen freely, and making such choices are called
design choices. To motivate some of these design choices, it is the relation between
the syntactic and semantic perspectives which bears significance.

The significance of logic is that it is a language that is useful for describing
the universe and to reason about such descriptions. We distinguish two levels: the
level in which we speak about the universe using logic, and the level in which we
speak about the logic itself. The first level is the object-level, in which elements of
the universe, their transformations and interrelations, are the prime subject. On
this level, formulas are used to describe properties about elements of the universe,
and we are interested in the logical connections between different properties (of the
elements of the universe) that formulas can describe. The significance, or usefulness,
of a logic depends on the richness of the object-level, in what properties can and
can not be expressed by formulas. The second level is the meta-level, in which we
study the properties of the syntax and semantics themselves. These properties are
called meta-properties, to distinguish them from the properties which are described
by formulas on the object-level. In particular, first-order logic is a well-known
logic with very rich meta-properties. An example meta-property is the relationship
between the so-called syntactic consequence relation between sets of formulas and
the semantic consequence relation between sets of formulas.

There are many different logics described in the scientific and philosophic
literature, including: classical logic, modal logic, intuitionistic logic. In this chapter
we keep ourselves to classical logic: the logic in which the law of the excluded
middle holds generally. This logic is most familiar to mathematicians and computer
scientists.

This chapter proceeds as follows. Section A.1 presents the languages of logic,
mostly from a syntactical perspective. Section A.2 introduces structures in which to
interpret formulas, so to speak, and thus takes a semantic perspective. This section
also introduces the concepts of validity and entailment. In Section A.3, going back
to a syntactical perspective, we then introduce a proof system for deducing formulas.
In Section A.5, we introduce terms as a shorthand for particular formulas and
contexts. Section A.4 demonstrates the significance of logic by recalling important
meta-properties that relates the semantic concept of entailment to the syntactic
concept of deduction.

The ideas presented in this chapter are largely based on material as presented
by any competent book on mathematical logic, such as [79, 31]. An introduction
to higher-order logic can be found in [82]. The model theory is based on [47, 119].
The proof theory is based on [212, 26]. See also [17, 199, 83].
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A.1 Assertion language
In this section we introduce the languages of logic. In later chapters we also speak
of programming languages and program logics, so to avoid ambiguity, we may also
speak of assertion languages to mean the languages introduced here.

We shall introduce not a single language, but a family of languages that is
parameterized by variables and a signature. A signature consists of non-logical
symbols which are taken as primitive, out of which a particular language is con-
structed. A language consists of formulas, or synonymously assertions, which are
certain (finite) sequences of symbols. The formulas are formed using syntactic rules
that depend on the signature one chooses.

Moreover, we restrict ourselves to recursive languages, meaning that for each
language there must exist an algorithm that can decide whether a given sequence
of symbols is a formula or not. Phrased differently, for each language we could
systematically generate all sequences of symbols that are formulas and we could
systematically generate all sequences of symbols that are non-formulas. This
restriction is useful for computer scientists who want to implement such languages.
We shall properly define the set of formulas below, and in such a way that the set
is recursive. Before doing so, we introduce the concepts of arity and variables.

An arity is a (finite) sequence of arities. An arity is typically associated to a
symbol to represent how many arguments, and the arity of each argument, are
expected to be following that symbol. We write (α1, . . . , αn) for a sequence of
n > 0 arities, where each of α1, . . . , αn are again arities. We write () for the empty
sequence. We say nullary to mean an arity of length 0, unary to mean an arity of
length 1, binary to mean an arity of length 2, and so on. Note that, if we ignore
all commas, the set of arities is the full Dyck language consisting of all strings of
balanced parentheses.

The order of an arity is its maximal nesting depth, starting from first-order.
We have that () is a first-order arity since no arity is nested, (()) is a second-order
arity since it has a first-order arity nested, ((), ()) is also a second-order arity since
all nested arities are first-order, and (((), ()), ()) is a third-order arity since it has a
nested second-order arity, and so on. We may also treat a natural number n as
an arity, which has precisely n directly nested first-order arities (). As a special
case, 0 is the arity () since it contains no other nested arities. Arity 0 is first-order,
whereas arity n for n > 0 is second-order. For example, 1 = (()) and 2 = ((), ()).
All second-order arities are a natural number arity n for some n > 0. We may mix
parenthesis and natural numbers, for example ((), ()) = (0, 0).

Variables (or, more precisely, variable symbols) can be understood as names or
as value placeholder symbols. Given two variables, we are able to recognize whether
they are (syntactically) identical or not. Each variable has an arity associated to
it. Two variables of different arity are necessarily different.

Definition A.1.1 (Variables). There is a recursive set V of variables, such that
each variable is associated to an arity, and for each arity there are infinitely many
variables associated to that arity.

The order of a variable is the order of the arity of the variable. We write vα
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to mean that v is a variable with as associated arity α. Note that ‘v’ itself is not
a variable, but a meta-variable standing for a variable symbol. We also use wα,
where ‘w’ is again a meta-variable standing for variable symbols, and we may use
subscripts to obtain any number of such variables. The variables of arity () are
called the first-order variables. These are also called the individual variables, and
are typically denoted x, y, z (without superscript). The set of first-order variables
is also denoted by V1. Note that there are no zeroth-order variables, since in
a zeroth-order language there is no need for variables. Variables that have a
second-order arity are called second-order variables. These are also called predicate
variables (if its arity is 1) or relation variables (if its arity is greater than 1) typically
denoted P,Q,R. For example, Q2 (or, equally, Q(0,0)) is a binary relation variable
(with arity 2). The set of second-order variables is denoted by V2, and so on for
higher-order variables. We may leave out arity superscripts if the arity of a variable
is clear from context; otherwise, we leave the superscript in place.

Intuitively, variables are called that way since their meaning depends on the
context and thus vary. In contrast, one may think of a signature as consisting of
constant symbols. These symbols are called constant since their meaning does not
depend on the context and remains fixed within one language. Variable symbols
and constant symbols are separate, and both together are the non-logical symbols.

Definition A.1.2 (Signatures). A signature is a recursive set of constant symbols
such that each constant symbol is associated to a non-zero arity.

We typically denote a signature by Σ. The signatures as defined above are
signatures without parameters. The order of a constant symbol is the order of its
arity. We speak of constants to mean constant symbols of a signature.

The order of a signature is one less than the maximum order of its constants. A
first-order signature thus has constants with at most second-order arity. In other
words, a first-order signature has no constants with a third or higher-order arity.
A second-order signature has constants with at most third-order arity. And so on
for higher-order signatures.

There are no first-order constant symbols in any signature, since the only
first-order arity is zero. The constant symbols of (second-order) arity 1 are called
predicate symbols. The constant symbols of (second-order) arity n where n > 1 are
called n-ary relation symbols.

Constant symbols of a signature are typically denoted Cα (with arity α, which
may be dropped under the same proviso that holds for variable symbols), but
specific signatures may also introduce additional notational conventions. For first-
order signatures we may also use P,Q,R as constant symbols (but care must be
taken not to confuse constant symbols and variable symbols).

Remark A.1.3. In some texts about logic, signatures also include ‘[individual]
constant symbols’ and ‘function symbols’ that are separate from predicate and
relation symbols and used to build complex terms. We do not yet (need to)
introduce terms, individual symbols and function symbols at this point, but we
shall introduce them later in Section A.5. In here, we consider all symbols of a
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signature to be constant symbols, in the sense that their meaning does not depend
on the context and remains fixed within one language.

For the remainder of this section, we fix a particular signature Σ. We now
continue to define the fundamental concept of logic: formulas. More precisely, we
define Σ-formulas, since their formulation depends on the chosen signature Σ. We
may speak of formulas instead of Σ-formulas, if Σ is clear from context. In the
sequel, ϕ and ψ are meta-variables standing for arbitrary formulas.

Definition A.1.4 (Formulas). A formula is constructed inductively as follows:

1. ⊥ is a formula,

2. (x
.
= y) is a formula if x and y are individual variable symbols,

3. Ξ(vα1
1 , . . . , vαn

n ) is a formula if Ξ is a non-logical symbol of arity (α1, . . . , αn)
and vα1

1 , . . . , vαn
n are variable symbols of the corresponding arity,

4. (ϕ→ ψ) is a formula if ϕ and ψ are formulas,

5. (∀vαϕ) is a formula if ϕ is a formula and v a variable symbol with arity α.

All formulas are constructed by one of these five clauses. Alternatively, we can
define formulas by the following abstract grammar:

ϕ, ψ ::= ⊥ | (x
.
= y) | Ξ(vα1

1 , . . . , vαn
n ) | (ϕ→ ψ) | (∀vαϕ)

The first three clauses construct primitive formulas, the last two clauses con-
struct complex formulas. Note that in the third clause, variables with non-zero
arity can be used in the place of the non-logical symbol. Parentheses, comma, ⊥,
.
=, → and ∀ are logical symbols (and thus not part of the signature nor used as
variables). The symbol .

= is called identity. We put the dot on the equality sign to
distinguish (object-level) identity from (meta-level) equality. A formula can thus
be seen as a finite sequence of logical and non-logical symbols.

We speak of the logical symbols in the following manner. Of the primitive
formulas, ⊥ is called false, (x

.
= y) is called identity (as in ‘x and y are identical’).

If in Ξ(vα1
1 , . . . , vαn

n ) we have that Ξ is a variable, then we speak of an application.
Of the complex formulas, (ϕ → ψ) is called (logical) implication, and (∀vαϕ) is
called universal quantification.

Often when proving meta-properties of formulas, we proceed by induction on
the complexity of formulas. There are different measures of complexity. Typically,
we use as complexity measure the height of a formula, by viewing the formula as
a parse tree and taking the height of that tree. Alternatively, one could take as
complexity the length of a formula, by viewing a formula as a sequence of symbols
and taking the length of that sequence.

We further have the logical symbols ⊤, ¬, ̸ .=, ∧, ∨, ↔, ∃ to construct formulas
that are commonly used in classical logic. These logical symbols are given as
abbreviations. Sometimes, we write true instead of ⊤, and false instead of ⊥.
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Definition A.1.5 (Logical abbreviations).

⊤ abbreviates (⊥ → ⊥)

(¬ϕ) abbreviates (ϕ→ ⊥)

(x ̸ .= y) abbreviates (¬(x
.
= y))

(ϕ ∧ ψ) abbreviates (¬(ϕ→ (¬ψ)))

(ϕ ∨ ψ) abbreviates (¬((¬ϕ) ∧ (¬ψ)))

(ϕ↔ ψ) abbreviates ((ϕ→ ψ) ∧ (ψ → ϕ))

(∃vαϕ) abbreviates (¬(∀vα(¬ϕ)))

The logical symbols ∧, ∨, →, ↔ are called (logical) connectives, since they
describe a connection between two formulas. Formulas of the form (ϕ ∧ ψ) are
called conjunctions, and (ϕ ∨ ψ) are called disjunctions, and (ϕ ↔ ψ) are called
bi-implications. The logical symbols ∀ and ∃ are called (logical) quantifiers. We
have two kinds of quantifiers: ∀ quantifies universally, and ∃ quantifies existentially.
Note that some of the above syntactic abbreviations are arbitrary: it is also possible
to introduce these logical connectives in alternative but equivalent ways.

To reduce the use of parentheses, we employ syntactical conventions for resolving
ambiguity in case parentheses are dropped. The precedence of logical symbols, from
strongest to weakest binding force, is: ¬, ∀, ∃, ∧, ∨, →, ↔. All connectives associate
to the right. The process of adding back parentheses is called disambiguation. For
example, ∀xP (x) ∧Q(x) ∧ P (x) disambiguates to ((∀xP (x)) ∧ (Q(x) ∧ P (x))).

To further reduce the use of parentheses, we may employ a single dot after
the variable that immediately follows a quantifier, that disambiguates into a pair
of parentheses of which the closing parenthesis is placed as far as possible to the
right without interfering with the parenthesis already present in the surrounding
context. For example, ∀x. P (x) ∧ Q(x) disambiguates to ∀x(P (x) ∧ Q(x)), and
(∀x. P (x)) ∧Q(x) disambiguates to (∀x(P (x))) ∧Q(x).

We also have the syntactic convention that, given directly nested quantifiers of
the same kind, such sequence of quantified variables may be listed as a (non-empty)
sequence directly after the quantifier symbols. For example ∀vα1

1 , vα2
2 , . . . , vαn

n ϕ
expands to (∀vα1

1 (∀vα2
2 (. . . (∀vαn

n ϕ) . . .))).
How are variable occurrences bound to quantifiers? The scope of a quantifier

in the formula (∀vαϕ) is the variable vα and the formula ϕ that follows it, and
we say that vα is bound to that quantifier. Informally, we can imagine the parse
tree of how a formula is constructed. The possible leaves are variables with an
associated arity. An occurrence of a symbol in a formula is a path in the parse tree
leading to that symbol. A variable occurrence is an occurrence of a variable in a
given formula. A variable occurs bound if it occurs as the immediate left child of a
quantifier symbol, e.g. the formula (∀vαP (vα)) has ∀ as root and vα as left child
and P as right child with vα nested under it. A variable vα occurs free if, following
the occurrence of vα as a path, from the root of the parse tree towards the leaf
we do not encounter any quantifier with vα as immediate left child. A variable
occurrence of vα falls under the scope of a quantifier if either it immediately follows
a quantifier, or if we follow the path back to the root we encounter a quantifier



A.1. ASSERTION LANGUAGE 129

binding the same variable. In other words, a variable occurs free if each of that
variable occurrence does not fall under the scope of a quantifier.

We now define the set of free variables of a formula, being the set of all variables
that occur free in it. Similarly, we define the set of bound variables of a formula.

Definition A.1.6 (Free and bound variables). Given a formula ϕ. We define both
the set of free variables FV (ϕ) and the set of bound variables BV (ϕ) inductively
on the structure of ϕ as follows:

• FV (⊥) = ∅ = BV (⊥),

• FV (x
.
= y) = {x, y} and BV (x

.
= y) = ∅,

• FV (C(vα1
1 , . . . , vαn

n )) = {vα1
1 , . . . , vαn

n } and BV (C(vα1
1 , . . . , vαn

n )) = ∅,

• FV (wα(vα1
1 , . . . , vαn

n )) = {wα, vα1
1 , . . . , vαn

n } and BV (wα(vα1
1 , . . . , vαn

n )) = ∅
where α = (α1, . . . , αn),

• FV (ϕ→ ψ) = FV (ϕ) ∪ FV (ψ) and BV (ϕ→ ψ) = BV (ϕ) ∪ BV (ψ),

• FV (∀vαϕ) = FV (ϕ) \ {vα} and BV (∀vαϕ) = BV (ϕ) ∪ {vα}.

The set of variables V (ϕ) is defined V (ϕ) = FV (ϕ) ∪ BV (ϕ).

Note that the second and third clause are discriminated by the non-logical
symbol being either a constant symbol in our signature or a variable symbol. In
the second clause, the constant symbol C must have arity (α1, . . . , αn), and in the
third clause, the variable w must have arity (α1, . . . , αn): both constraints follow
from the construction of formulas. Other concepts that are inductively defined on
the structure of formulas follow a similar pattern.

Note that for every formula ϕ, we have that V (ϕ) is a finite set. This is easily
seen, since every formula is a finite sequence of symbols, thus there can only be
finitely many variables that occur in it. If V (ϕ) ⊆ {vα1

1 , . . . , vαn
n } we also write

ϕ(vα1
1 , . . . , vαn

n ). For example, ϕ(x) is a formula ϕ in which at most x occurs free.

Definition A.1.7 (Sentences). A sentence is a formula without free variables.

It is important to note that the context ∀vα . . . is so-called referentially opaque
[205], meaning that the value each variable refers to in formulas under a quantifier
may change. For example, (x

.
= y) and ∀x(x

.
= y) may have a different meaning: in

one formula x could refer to a different value than the value x refers to in the other
formula. This distinction is especially important when substitutivity comes in play,
e.g. when replacing x by z, since referential opacity breaks our näiuve principle of
‘substitution of equals for equals’.

Convention A.1.8 (Barendregt’s variable convention). As a convention, we separate
the names used for free variables and bound variables. Formally, a formula ϕ
complies to this convention whenever it is the case that FV (ϕ) ∩ BV (ϕ) = ∅.
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It is possible to transform every formula into a formula that complies to the
above convention. For that we introduce two concepts: fresh variables and variable
renaming. Fresh variables are variables that do not occur in some context. A
renaming allows us to transform a given formula into another formula in which
variables are uniformly replaced. Now, by choosing appropriate fresh variables for
bound variables, we can separate the free and bound variables of a given formula.

We can now motivate our choice in Definition A.1.1 to have for each arity an
infinite supply of variables associated to that arity. This allows us to always be
able, given a formula ϕ, to give a fresh variable of some arity. A variable vα is fresh
if it does not occur in a formula, i.e. vα ̸∈ V (ϕ). For every variable that occurs
bound in a formula, there are infinitely many fresh variables.

Definition A.1.9 (Variable renaming). A variable renaming is a mapping π of
variable symbols, such that variables of a given arity are mapped to variables of
the same arity. We define the application π(ϕ) of a renaming π to a formula ϕ
inductively on the structure of ϕ as follows:

• π(⊥) = ⊥,

• π(x
.
= y) = (π(x)

.
= π(y)),

• π(C(vα1
1 , . . . , vαn

n )) = C(π(vα1
1 ), . . . , π(vαn

n )) for constant symbol C,

• π(wα(vα1
1 , . . . , vαn

n )) = π(wα)(π(vα1
1 ), . . . , π(vαn

n )) where α = (α1, . . . , αn),

• π(ϕ→ ψ) = π(ϕ) → π(ψ),

• π(∀vαϕ) = ∀π(vα)π(ϕ).

It is worth pointing out that a renaming can potentially change multiple
variables simultaneously. For example, ∃y(∀xP (x) ∧ Q(y)) can be renamed to
∃x(∀yP (y) ∧Q(x)) by swapping x and y simultaneously. We may leave the exact
mapping used to rename implicit. To explicitly denote a renaming, we use the
notation

(
v
α1
1 ... vαn

n

w
α1
1 ... wαn

n

)
to denote the renaming which simultaneously renames vα1

1

into wα1
1 , . . ., vαn

n into wαn
n (from top to bottom) and leaves all other variables

identical. In the previous example, the renaming (x yy x) is used.
When performing renaming, it is sometimes important that the variable that

is renamed to is not captured by a quantifier. For example, in the formula
∀xP (x, y) ∧ Q(y) we have that both occurrences of y have the same referents
(they are both the same free variable), whereas if we rename y to x to obtain
∀xP (x, x) ∧ Q(x), the one occurrence of variable x falls under the scope of the
quantifier ∀x whereas the other occurrence remains free. We say that vα0 remains
free for wα1 in ϕ if all occurrences of wα1 in ϕ do not fall under the scope of a
quantifier binding vα0 .

Note that for formulas that comply to Barendregt’s convention, where the
bound and free variables are separate, we do not have a problem with renaming
of variables if the resulting formula also complies to Barendregt’s convention. To
ensure this, one could partition the variables into two sets: those potentially used
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for free variables, and those potentially used for bound variables. If a renaming
retains the status of each variable (i.e. renaming free variables to other potentially
free variables, and renaming bound variables to other potentially bound variables),
no variable ever gets captured since free variables are never used under quantifiers.
When one formula is obtained from another by the application of a renaming of
the bound variables, we say the formulas are alphabetic variants.

Given non-empty lists of variables v⃗ = vα1
1 , . . . , vαn

n and w⃗ = wα1
1 , . . . , wαn

n

such that the lists match up in length and arity. We write ϕ[v⃗ := w⃗] to mean the
operation where first ϕ is suitable renamed to avoid capture of the variables in w⃗,
and then the renaming of the variables v⃗ into w⃗, respectively. This operation is
also called (capture-avoiding) substitution.

As a convention, if we are given a formula ϕ(vα1
1 , . . . , vαn

n ) with its free variables
among the listed variables, then writing ϕ(wα1

1 , . . . , wαn
n ) denotes a formula obtained

from ϕ by substituting the variables vα1
1 , . . . , vαn

n by respectively wα1
1 , . . . , wαn

n ,
leaving all other variables identical. For example, given ϕ(x, y), then ϕ(y, z) is the
result obtained from simultaneously substitution x to y and y to z in ϕ. We need
to take care to avoid variable capturing: if ϕ(x, y) is ∀z(x

.
= y), then ϕ(y, z) must

be ∀w(y
.
= z) where we have renamed the bound variable z appropriately. We may

sometimes be unclear, e.g. where ϕ(x) can have two meanings: either it declares
that ϕ has the free variable x, or by ϕ(x) we mean ϕ with the identity renaming
applied (which results in ϕ itself).

The order of a formula is determined as the maximum order of the arities of the
variable symbols that occur in it, and a formula is called a zeroth-order formula
if no variable occurs in it. So, if there is at least one variable occurrence and all
variables that occur are first-order, then the formula in question is first-order. And
so on for second and higher-order formulas.

In general, we can classify formulas by their order, and in doing so we also
include the formulas of lower order. In a zeroth-order formula, no variables occur.
In a first-order formula, all variables that occur are first-order and all constant
symbols that occur have a second-order arity. Hence, the set of first-order formulas
contains the set of zeroth-order formulas. In a second-order formula, all variables
that occur are at most second-order and all constant symbols that occur are at most
third-order. Hence, the set of second-order formulas contains the set of first-order
formulas. And so on for higher-order formulas.

A context is a list of formulas, typically denoted ϕ1, . . . , ϕn. We also have the
empty list of formulas, for which we do not need any special notation. We may
treat a single formula as a list of formulas of length 1 consisting of just that formula.
If Γ and ∆ are lists of formulas, then by Γ,∆ we mean the list formed by adjoining
the formulas in the first list to the formulas in the second list. Consequently, by
Γ, ϕ and ϕ,Γ we mean the lists formed by suffixing or prefixing the list consisting
of a single formula ϕ to the list of formulas Γ, respectively.

On the one hand, contexts are syntactic and finitary objects: every formula
is a finitary object, and every list of formulas can be seen as a finite sequence
of formulas. On the other hand, we now introduce theories, which are possibly
infinitary objects and in some cases are entirely semantic.
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Definition A.1.10 (Theories). A theory is a set of sentences.

A first-order theory is a set of first-order sentences, a second-order theory is
a set of second-order sentences, and so on for higher orders. A finite theory is a
theory where its set of sentences is finite, and an enumerable theory is a theory
with a countable set of sentences. In particular, we shall look at three classes of
theories: satisfiable theories, consistent theories, and complete theories.

In Section A.2, we introduce the semantics of formulas, and in particular we
define when a theory is satisfiable (also called semantically consistent). A theory Γ
is satisfiable (viz. semantically consistent) if there exists a structure for which all
sentences in the theory are satisfied (one may think that the theory ‘consists of’ at
least one such structure). In a satisfiable theory Γ, it must be the case that not all
sentences are in Γ. However, the converse, if not all sentences are in Γ, does not
necessarily imply that Γ is satisfiable.

Then, in Section A.3, we introduce syntactic proof systems and we define when
a theory is deductively closed. A theory Γ is deductively consistent (or consistent
in short) if it is not possible to deduce false from it. Equivalently, the theory Γ
is consistent if there exists some sentence that is not contained in the deductive
closure of Γ.

A theory Γ is complete if for every sentence ϕ, either ϕ ∈ Γ or (¬ϕ) ∈ Γ. It is
called complete in the sense that it is no longer possible to add any more sentences
without the theory turning inconsistent: if one adds a sentence to a complete theory
that was not yet contained in it, closing the resulting theory deductively would
result in an inconsistent theory.

The significance of these definitions is described in Section A.4, where we give
the main result that the syntactic proof systems are, in a precise sense, adequate for
our semantics: the notion of syntactic consistency coincides exactly with the notion
of semantic consistency. Sometimes this is also called soundness and completeness
(not to be confused with complete theories).

A.2 Basic model theory

In this section we introduce models of the languages we introduced above, in the
style of Tarksi. Models are also called structures. Structures are used to give
meaning to formulas of a language. We thus take a semantic perspective in this
section. The meaning of formulas builds on two concepts: interpretations and
valuations. Each structure fixes a domain of discourse, also called the universe.
The domain restricts the values that are possible. Each structure also fixes the
interpretation of constant symbols, assigning to each constant symbol a value.
Structures further induce valuations, which assign to each variable symbol a value.
Given both an interpretation (for the constant symbols) and valuation (for the
variable symbols), we are able to give meaning to formulas relative to an ambient
structure.

Both interpretations and valuations employ the concept of value, albeit assigning
them to constants or variables, respectively. Values are structured by an arity and
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range over the domain. The values of first-order symbols range directly over the
elements of our domain. There are no first-order constant symbols, only first-order
variables. The values of second-order symbols range over particular sets comprising
elements of our domain, depending on their arity. Moreover, the role of quantifiers
in our language is to modify valuations, and thereby varying the value of variables
depending on their context.

Definition A.2.1 (Values). Given a domain D. Let D[α] denote the set of values
of D of arity α. A value of D of arity α is constructed inductively:

1. An element d ∈ D is a value of D of arity 0.

2. A set S ⊆ D[α1] × . . .×D[αn] is a value of D of arity (α1, . . . , αn).

All values are constructed by one of these two clauses.

It is easy to see that D[0] = D and D[(α1, . . . , αn)] = P(D[α1] × . . .×D[αn])
where P denotes the powerset operator on sets. Hence we have D[1] = P(D),
D[2] = P(D ×D), and D[n] = P(Dn) for arities n > 1.

Example A.2.2. Let N be our domain. We then have the following values of N:

• First-order values:

0, 1, 2, . . . are in N[0] = N. Every natural number is a first-order value.

• Second-order values:

{1, 3, 5, . . .} is in N[1] = P(N), {(0, 1), (1, 2), (2, 3), . . .} is in N[2] = P(N×N),
et cetera. Every possible set of natural numbers is a second-order value in
N[1], and every possible binary relation on natural numbers is a second-order
value in N[2], and so on.

• Third-order values:

{(f, S) | f : N ⇀ N and S = dom(f)} in N[(2, 1)] = P(P(N × N) × P(N)).
This value describes a relational between a relation f and a set S, where
f : N⇀ N means that f is a partial function on N, and dom(f) is the set of
elements on which f is defined. End of Example.

We have introduced values in this way to be able to attend to the higher-order
aspect of languages, namely how to give a value to second and higher-order variables.
We first introduce the so-called standard model theory of logic. In the standard
model, variables range over all values. It is also possible to consider a different
semantics of logic, resulting in the so-called general model theory of logic, where
variables range over a restricted set of values.

As can be seen in the example above, the first-order values are elements of
the domain. Sometimes we use elementary (or the adjective elementarily) as a
synonym of first-order, to remind the reader of this fact.

For the remainder of this section, we again fix a particular signature Σ.
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Definition A.2.3 (Structures). A structure A is a pair of a domain A (a set of
elements) and an interpretation I. An interpretation I assigns every constant
symbol of arity α to a value of A of arity α.

Given that C is a constant symbol, we write CI to mean the value given to C
by the interpretation I (and it should be clear from context to which structure an
interpretation is part of). Sometimes we also speak of the extension of a constant
symbol, to mean its value given by an interpretation. Note that constant symbols
are never of arity zero, hence the extension of a constant symbol is always a set.
Further, as a convention, when we describe some structure using Gothic letters,
e.g. A,B, then we simply refer to the underlying domain using an uppercase roman
typeface, e.g. A,B, respectively.

We introduce two basic concepts involving structures: isomorphisms and sub-
structures. To do so, it is necessary to transport values of one domain to another
domain. Let f be a bijection between the domains A and B. We can use f directly
as a bijection between the values in A[0] and B[0]. We can construct a lifting
of the bijection f to higher-order values inductively. Let f1 : A[α1] → B[α1],
. . . , fn : A[αn] → B[αn] be bijections on values of arities α1, . . . , αn. Then there
exists a bijection f ′ : A[α1] × . . .×A[αn] → B[α1] × . . .×B[αn] by mapping each
component of the Cartesian product using f1, . . . , fn, respectively. Consequently,
there exists a bijection f ′′ : P(A[α1] × . . . × A[αn]) → P(B[α1] × . . . × B[αn])
between the values in A[(α1, . . . , αn)] and B[(α1, . . . , αn)].

Given two structures A and B. The structures are isomorphic, written A ∼= B,
if and only if there is a bijection f between the domains A and B such that
CJ = f ′′(CI) for every constant symbol C, where f ′′ is f lifted to a bijection
between the values of A and B of the arity associated to C, I is the interpretation
of A, and J is the interpretation of B.

The cardinality of the domains of isomorphic structures are equal. In other
words, structures with a finite domain are isomorphic only to structures with also
a finite domain, and similar for structures with countable or uncountable domains.

Given two structures A and B. Structure A is a substructure of B, written
A ⊆ B, if and only if A ⊆ B and CI = CJ ∩ A(α) for every constant symbol C,
where I is the interpretation of A, and J is the interpretation of B.

Definition A.2.4 (Valuations). Given a structure A. A valuation ρ of A assigns
every variable symbol of arity α to a value of A of arity α.

For a variable vα, by ρ(vα) we mean the value given to vα by the valuation ρ.
Note that if the domain of A is empty, there are no first-order values and thus
there cannot be a valuation, since we have (infinitely many) first-order variables
that need to be assigned a value. Hence, in the context of a valuation, we may
assume the domain of A to be non-empty.

Given a valuation ρ and a variable vα, if a is a value of A of arity α, then
ρ[v := a] is the updated valuation obtained so to satisfy the following two equations:

ρ[v := a](v) = a

ρ[v := a](w) = ρ(w) if v and w are different
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where w is a meta-variable standing for a variable symbol. Note that if v and w
have a different arity, they are necessarily different.

Definition A.2.5 (Satisfaction relation). Given a structure A and a valuation ρ
of A, and a formula ϕ. The satisfaction relation A, ρ |=CL ϕ is defined inductively
on the structure of ϕ:

1. A, ρ |=CL ⊥ never holds,

2. A, ρ |=CL (x
.
= y) holds iff ρ(x) = ρ(y),

3. A, ρ |=CL C(vα1
1 , . . . , vαn

n ) holds iff (ρ(vα1
1 ), . . . , ρ(vαn

n )) ∈ P I ,

4. A, ρ |=CL wα(vα1
1 , . . . , vαn

n ) holds iff (ρ(vα1
1 ), . . . , ρ(vαn

n )) ∈ ρ(w)
where α = (α1, . . . , αn),

5. A, ρ |=CL ϕ→ ψ holds iff A, ρ |=CL ϕ implies A, ρ |=CL ψ,

6. A, ρ |=CL ∀vαϕ holds iff A, ρ[v := a] |=CL ϕ holds for every a ∈ A[α].

The superscript CL stands for Classical Logic. Instead of writing A, ρ |=CL ϕ,
we may also speak of ‘A and ρ (classically) satisfy ϕ’, or ‘ϕ is (classically) satisfied
by A and ρ’, or ‘ϕ is (classically) satisfiable’ if there is some A and ρ. We may leave
out the superscript CL or the word ‘classically’, if no confusion can arise about
the logic we use. In the remainder of this section we drop CL and ‘classically’.

Note that the definition of the satisfaction relation above breaks down for
structures with an empty domain, since there does not exist a valuation if the
domain is empty. We still, however, have that some formulas could be considered
satisfied in such empty structures (e.g. ⊥ → ⊥ and ∀x⊥) whereas other formulas
should not (e.g. ∀P (P (x))). This technical inconvenience can be resolved by
introducing a pseudo valuation for use in empty structures only, which does not
assign first-order variables a value. However, we shall leave out the tedious details,
and keep ourselves to non-empty structures.

Also the abbreviations can be given a semantics, which follow easily from the
definition above:

• A, ρ |=CL ⊤ always holds,

• A, ρ |=CL ¬ϕ holds iff A, ρ |=CL ϕ does not hold,

• A, ρ |=CL ϕ ∧ ψ holds iff A, ρ |=CL ϕ and A, ρ |=CL ψ holds,

• A, ρ |=CL ϕ ∨ ψ holds iff A, ρ |=CL ϕ or A, ρ |=CL ψ holds,

• A, ρ |=CL ∃vαϕ holds iff A, ρ[v := a] |=CL ϕ holds for some a ∈ A[α].

The satisfaction relation depends on only finitely many variables being assigned
a value by a valuation. This is formally captured by the following proposition.
Given a set of variables X, by ρ[X] = ρ′[X] we mean that the valuations ρ and ρ′
coincide on X, that is, ρ and ρ′ assign the same values to variables in X.
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Proposition A.2.6 (Coincidence condition). Given that ρ[FV (ϕ)] = ρ′[FV (ϕ)],
it follows that A, ρ |= ϕ if and only if A, ρ′ |= ϕ.

Similarly, the choice of bound variables bears no significance on the meaning of
a formula. This is formally captured by the following proposition.

Proposition A.2.7 (Invariance under renaming). Given a formula ϕ, and a
renaming π such that all free variables of ϕ stay the same, i.e. π(v) = v for all
v ∈ FV (ϕ). It follows that A, ρ |= ϕ if and only if A, ρ |= π(ϕ).

The proposition above is significant, as it provides a semantic justification for
Barendregt’s variable convention (see Convention A.1.8). It is always possible to
rename the bound variables of a formula, so that the bound variables and free
variables are separated, without changing the meaning of a formula.

Lemma A.2.8 (Substitution lemma). Given a formula ϕ and variables vα, wα,
then A, ρ |= ϕ[vα := wα] if and only if A, ρ[vα := ρ(wα)] |= ϕ.

Sometimes, it is more convenient to work with the set of valuations by which a
formula is satisfied given a particular structure.

Definition A.2.9 (Denotation). The denotation of a formula AJϕKCL is defined:

AJϕKCL = {ρ | A, ρ |=CL ϕ}.

Similar as before, we may drop CL if clear from context. We write ϕ ≡A ψ for
AJϕK = AJψK, and say that ϕ and ψ are equivalent.

We write A |= ϕ to mean A, ρ |= ϕ for all valuations ρ, and we say that ϕ is
true in A. If ϕ is a sentence that is satisfied by A and some valuation, using the
coincidence condition, we can obtain that it is also satisfied by the same structure
but with any other valuation: the valuation has no influence on whether a sentence
is satisfied by the structure. So if ϕ is a sentence, it is true in A if and only if it is
satisfied by A, that is, A |= ϕ if and only if A, ρ |= ϕ for some valuation ρ.

Given a sentence ϕ, we write |= ϕ to mean that A |= ϕ for all structures A, and
we then say that ϕ is valid.

Given a theory, i.e. a set of sentences Γ, we write A |= Γ to mean that all
sentences in Γ are true in A, that is, A |= ϕ for all ϕ ∈ Γ. We may then also speak
of ‘Γ is satisfied by A’. A theory Γ is satisfiable if there exists a structure A such
that A |= Γ. A theory Γ is finitely satisfiable if every finite subset of Γ is satisfiable.

Theorem A.2.10 (Compactness). Given a first-order theory Γ. Γ is satisfiable if
and only if Γ is finitely satisfiable.

Proof. Follows from  Loś’s theorem and an ultraproduct construction, see [87,
Theorem 2.10].

We write Γ |= ϕ to mean A |= ϕ for all structures A such that A |= Γ, and
say that ϕ is a semantic consequence of Γ. As an additional case of semantic
consequence, we consider a context, i.e. a list of formulas Γ, and a formula ϕ. We
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write Γ |= ϕ to mean A, ρ |= ϕ for all structures A and valuations ρ such that
A, ρ |= ψ for every formula ψ ∈ Γ. Note that for contexts, we deal with formulas
that may contain free variables. As such, there is one valuation that is used in
both checking the satisfaction of all formulas of the context, and in satisfaction of
the given formula ϕ. If we have only sentences in Γ and ϕ is also a sentence, then
both readings of Γ |= ϕ coincide.

By ThCL(A) we mean the set of all sentences ϕ such that A |=CL ϕ, and we
speak of the higher-order theory of A. (Again, we may drop the superscript CL
if clear from context.) If we restrict Th(A) to the first-order formulas, denoted
Th1(A), we speak of the first-order theory of A. If we restrict Th(A) to the second-
order formulas, denoted Th2(A), we speak of the second-order theory of A. And so
on for higher orders. By the way we classify formulas, higher-order theories always
include lower-order theories, i.e. Th1(A) ⊆ Th2(A) ⊆ . . . .

In general, we have for every structure A and formula ϕ that either A |= ϕ
or A |= ¬ϕ. Thus, the (first-order, second-order, . . . , higher-order) theory of a
structure is necessarily complete.

Given two structures A and B. The structures are elementarily equivalent,
written A ≡CL

1 B, if and only if for every first-order sentence ϕ we have A |=CL ϕ if
and only if B |=CL ϕ. (We may drop the superscript CL under the same proviso.)
In other words, two elementarily equivalent structures satisfy exactly the same
first-order sentences, i.e. Th1(A) = Th1(B).

Given a set of sentences Γ, by ModCL(Γ) we mean the class of all structures A
such that A |=CL Γ. (Same treatment of the superscript CL.) Gaining insight in
the classification of structures is the main goal of model theory. A first result of
model theory is given below.

Proposition A.2.11. A first-order theory Γ is complete if and only if all structures
A,B ∈ Mod(Γ) are elementarily equivalent, i.e. A ≡1 B.

The class of finite structures consists of structures A = (A, I) where the domain
A is finite. A natural question to ask is: is it possible to give a sentence that
characterizes finite structures? To be able to answer that question, it is worthwhile
to give an informal proof of the following proposition.

Proposition A.2.12. A set D is finite if and only if every injective total function
f : D → D is a surjection.

Proof. Suppose D is finite, and let f be an injective total function. Suppose,
towards contradiction, that f is not a surjection. Then there is an unreachable
element, i.e. some x for which there is no input y such that the output f(y) = x.
Since f is a total function, the function f must be defined for every input: there is
exactly one outgoing pointer for every element in D. Since D is finite, there are
n points. So there are n pointers, but at most n − 1 points are reached. Then,
according to the pigeonhole principle, there must be one point which can be reached
through f from two different inputs. This is in contradiction with the fact that f
is injective.

Suppose every injective total function f : D → D is a surjection. Suppose,
towards contradiction, that D is infinite. Then D must be non-empty, and let d be
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some element of D (it does not matter which one you choose). Now consider the
set D \ {d}, which is still infinite. We can place every element of D \ {d} next to
precisely one element of D, and thus there is a bijection between D and D \ {d}.
However, this shows that we have a total function that is an injection from D to
D, but not a surjection, since d is never reached. Contradiction!

Let R be a 2-ary variable, and x, y, z distinct individual variables. We have the
following abbreviations:

• fun(R) abbreviates ∀x, y, z. R(x, y) ∧R(x, z) → y
.
= z,

• inj (R) abbreviates ∀x, y, z. R(x, z) ∧R(y, z) → x
.
= y,

• tot(R) abbreviates ∀x∃yR(x, y),

• surj (R) abbreviates ∀y∃xR(x, y).

Our characterizing sentence is now the following.

Proposition A.2.13 (Characterization of finite structures). A is a finite structure
if and only if

A |= ∀R. fun(R) ∧ tot(R) ∧ inj (R) → surj (R).

Proposition A.2.14. Given structures A and B. Then A ∼= B implies A ≡1 B.
The converse also holds for finite structures.

Thus, first-order logic is sufficiently powerful for classifying the finite structures
(up to isomorphism).

An important class of structures is that of countable structures, which are
structures with a countable domain. We say that a set X is countable if there
exists an enumeration function f : N → X ∪ {⊥} from the natural numbers to
the set (X ∪ {⊥}) in which ⊥ is a dummy element not in X, such that for every
element x ∈ X there exists a natural number n such that f(n) = x. We make use
of a dummy element to ensure that finite sets are also considered countable.

In a countable structure, the first-order values are countable although the second
and higher-order values are not countable. Although it is the case that for given
countable sets their finitary Cartesian product is again countable, this fails for
power sets. For a given countable set its power set is not countable (which follows
from a diagonalization argument).

Lemma A.2.15. Given a finite signature and countable structures A and B. Then
A ≡2 B implies A ∼= B.

Proof. The proof requires the axiom of constructibility, see also [5].

Thus, second-order logic is sufficiently powerful for classifying the countable
structures (up to isomorphism).

If we restrict ourselves to first-order signatures, we also have an important class
of structures called data structures. Essentially, a data structure is a countable
structure with a computable interpretation. Formally, this amounts to the following
conditions, where X is the domain:
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• there exists an enumeration function f : N → X ∪ {⊥} such that for each
x ∈ X there exists a unique natural number n such that f(n) = x,

• the set {n | f(n) ̸= ⊥} is computable (i.e. it is decidable whether a natural
number represents an element of the domain of the data structure or not),

• the interpretation is computable (i.e. the extension of every constant symbol
is a decidable set).

The unique natural number corresponding to each element of the domain is called
its encoding. One uses the encoding of an element in showing that the interpretation
is computable, since in data structures one can easily go back and forth between
the elements of the domain and their encoding as a natural number.

Proposition A.2.16. It is decidable whether a quantifier-free formula is satisfied
in a given data structure and valuation.

Note that data structures induce a natural order relation on its element, by their
enumeration order. With some additional effort, one could also define bounded
formulas (in which existential and universal quantification is always bounded) and
extend the above decidability property to bounded formulas as well. Further, given
a bounded formula ϕ, it is semi-decidable whether the formula ∃xϕ is satisfied in a
given data structure and valuation.

A.3 Basic proof theory
We now investigate syntactical systems for deduction, also called proof systems.
First, we introduce proof systems in abstracto, in the sense that we abstract
from the (syntactic) objects which are involved in deductions. Many interesting
properties of proof systems can already be stated in the abstract, regardless of the
syntactic objects [26]. Then, we investigate a particular proof system for classical
logic, by instantiating objects by the formulas of our assertion language. Later in
this thesis, we also introduce proof systems for reasoning about separation logic
and program correctness, thus further motivating the approach of giving proof
systems in the abstract first.

Definition A.3.1 (Proof system). A proof system D = (O, /) consists of a class
of objects O and a deduction relation / on lists of objects and objects, that satisfy
the following conditions:

(Rg) a1, . . . , an / ai for any 1 ≤ i ≤ n,

(Tg)
a1, . . . , an / b1,
...

... ,
a1, . . . , an / bm

 and b1, . . . , bm / c implies a1, . . . , an / c.

Whenever a list of objects a1, . . . , an and an object b are related by the deduction
relation /, we say that ‘b follows from a1, . . . , an’ or ‘a1, . . . , an leads to b’. If that is
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the case, the objects a1, . . . , an are called the premises and b is called the conclusion.
The witness that the deduction relation between premises and a conclusion holds
is called a deduction. It should be clear from context to which proof system
the deduction relation / belongs. We fix some proof system D = (O, /) until
Definition A.3.4.

The condition (Rg) is called generalized reflexivity, and the condition (Tg) is
called generalized transitivity. Note that the we require an expressive meta language
due to the many ellipsis: the condition (Tg) reads as ‘if bi follows from a1, . . . , an
for all 1 ≤ i ≤ m and c follows from b1, . . . , bm, then c also follows from a1, . . . , an’.
Both conditions imply the non-generalized facts:

(R) a / a,

(T) a / b and b / c implies a / c,

which establishes that the deduction relation is reflexive and transitive.
In some logic texts, deductions are depicted in a different way. Instead of

writing a1, . . . , an / b1 up to a1, . . . , an / bm, deductions are rendered as

a1 . . . an
D1

b1 . . .

a1 . . . an
Dm
bm

Deductions are tree shaped, where a conclusion is at the root of the tree and the
premises are its leaves. Note that in the depiction above the premises and the
conclusions are all part of the deductions. So, above, a1, . . . , an and b1 are all part
of D1. With this perspective in mind, we may also call deductions proof trees.
Using this notation we can depict generalized transitivity as follows. Assuming the
deduction given above, and the deduction given below

b1 . . . bm
D′

c

we can imagine pasting the proof trees D1 up to Dn in the place of the leaves
b1, . . . , bm of the proof tree of D′, where the conclusions of the former proof trees
overlap with the premises of the latter, to finally obtain the deduction:

a1 . . . an
D1

b1 . . .

a1 . . . an
Dm
bm

D′

c

which is to say, there exists a deduction D:

a1 . . . an
D
c



A.3. BASIC PROOF THEORY 141

A proof system is called finitary if the class of objects is a decidable set and
if there are finitary means to establish that the deduction relation holds. We do
not require that the class of objects is a finite set, but we do require a recursive
deduction relation. This can be imagined by having finite certificates that serve as
witnesses for establishing that the deduction relation holds. Finitary proof systems
play an essential rôle in computer science, since the certificates that establish
deductions of a finitary proof system can be checked by a computer. This allows
for the development of tools for constructing and checking deductions. In the
remainder, we shall pay attention mostly to finitary proof systems.

Lemma A.3.2 (Exchange, weakening, contraction).

(E) a1, . . . , ai, ai+1, . . . , an / b implies a1, . . . , ai+1, ai, . . . , an / b,

(W) a1, . . . , an / c implies a1, . . . , an, b1, . . . , bm / c,

(C) a1, . . . , an, b, b, c1, . . . , cm / d implies a1, . . . , an, b, c1, . . . , cm / d.

The proof follows easily from generalized reflexivity and transitivity. The
conditional (E) is called the property of exchange. It describes, intuitively, that if
there is a deduction from a list of premises, then we must also have a deduction in
which the premises are permuted. The conditional (W) is called the property of
weakening. Intuitively it says, if there is a deduction from a list of premises, we
must also have a deduction in which additional (but unused) premises are present.
Finally, the conditional (C) is called the property of contraction. Intuitively, the
multiplicity of premises do not matter. Thus, it is possible to see the list of
premises of any deduction as a finite set of objects (where duplicates and order do
not matter), which can always be extended with additional premises.

We now introduce concepts that are derived from the deduction relation. If we
have two objects and one object follows from the other and vice versa, then we say
that the two objects are mutually deducible. For that purpose we introduce the
following abbreviation,

a // b abbreviates a / b and b / a

Mutual deducibility has two important properties, namely that we can replace any
conclusion or premise with an object which is mutually deducible. The proof of
the following lemma is again simple.

Lemma A.3.3 (Substitutivity). a // b and c1, . . . , cn / a implies c1, . . . , cn / b,
a // b and c1, . . . , cn, a, d1, . . . , dm / e implies c1, . . . , cn, b, d1, . . . , dm / e.

An important derived concept is that of relative demonstrability. When describ-
ing proof systems, one is foremost interested in this concept. We introduce the
following notation: ⊢D. The symbol ⊢ is called a turnstile. The superscript anno-
tates which proof system is used, and may be dropped if the proof system is clear
from context. We first define the concept of relative demonstrability, which can
then be refined into four concepts familiar to most users of logic: complementarity,
demonstrability, contradictoriness, and refutability.
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Definition A.3.4 (Relative demonstrability). Let D = (O, /) be a proof system.
We define relative demonstrability as a relation ⊢D on lists of objects, as follows:
a1, . . . , an ⊢D b1, . . . , bm if and only if

b1, d1, . . . , dk / c and . . . and bm, d1, . . . , dk / c implies a1, . . . , an, d1, . . . , dk / c

for all d1, . . . , dk and for all c.

Given that a list of objects a1, . . . , an and a list of objects b1, . . . , bm are related
by the relative demonstrability relation, i.e. a1, . . . , an ⊢ b1, . . . , bm, then we call
the objects a1, . . . , an the antecedents and the objects b1, . . . , bm the succedents.
We shall talk about the exceptional cases, when either of the two lists is empty, as
follows: if ⊢ b1, . . . , bm then we call b1, . . . , bm complementary, if ⊢ b then we call b
provable, if a1, . . . , an ⊢ then we call a1, . . . , an contradictory, and if a ⊢ then we
call a refutable.

We have the following important property of relative demonstrability:

a1, . . . , an ⊢ b if and only if a1, . . . , an / b.

It captures that relative demonstrability and the deduction relation coincide in
case there is a single succedent. Furthermore, we have

a1, . . . , an / b1 or . . . or a1, . . . , an / bm implies a1, . . . , an ⊢ b1, . . . , bm.

Note that the converse does not hold in general. While the deduction relation
must be recursive, relative demonstrability is not necessarily recursive (this can be
seen from its definition, where we have an unbounded universal quantification over
sequences of objects).

Example A.3.5. Construct a proof system: take O to be two distinct objects, say a
and b, and take the smallest deduction relation that satisfies generalized reflexivity
(and thus generalized transitivity). Then we do have that /a or /b implies ⊢ a, b.
But the converse fails. Clearly ⊢ a, b holds (consider on the meta-level that only
instances of generalized reflexivity satisfy the premise when both a and b are in
d1, . . . , dn). But we have neither /a nor /b.

Similar to Lemma A.3.2 we also have properties of exchange, weakening, and
contraction, but on either sides of the turnstile.

Lemma A.3.6 (Left/right exchange, weakening, contraction).

(LE) a1, . . . , ai, ai+1, . . . , an ⊢ b1, . . . , bm implies
a1, . . . , ai+1, ai, . . . , an ⊢ b1, . . . , bm,

(RE) a1, . . . , an ⊢ b1, . . . , bi, bi+1, . . . , bm implies
a1, . . . , an ⊢ b1, . . . , bi+1, bi, . . . , bm,

(LW) a1, . . . , an ⊢ c1, . . . , ck implies a1, . . . , an, b1, . . . , bm ⊢ c1, . . . , ck,

(RW) a1, . . . , an ⊢ c1, . . . , ck implies a1, . . . , an ⊢ c1, . . . , ck, b1, . . . , bm,
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(LC) a1, . . . , an, b, b, c1 . . . , cm ⊢ d1, . . . , dk implies
a1, . . . , an, b, c1 . . . , cm ⊢ d1, . . . , dk,

(RC) a1, . . . , an ⊢ c1, . . . , cm, b, b, d1, . . . , dk implies
a1, . . . , an ⊢ c1, . . . , cm, b, d1, . . . , dk.

Note that an easy corollary that follows from right exchange and right weakening
is that we also have generalized reflexivity for ⊢, as follows:

a1, . . . , an ⊢ b1, . . . , bm if ai = bj for some i, j.

Another important consequence of the definition of relative demonstrability is:

Lemma A.3.7 (Cut). If a1, . . . , an ⊢ b1, . . . , bm, e and e, a1, . . . , an ⊢ b1, . . . , bm
then a1, . . . , an ⊢ b1, . . . , bm.

Proof. Fix arbitrary d1, . . . , dk and c. It is sufficient, assuming bi, d1, . . . , dk / c
for 1 ≤ i ≤ m, to show a1, . . . , an, d1, . . . , dk / c. Applying (LW) and (LE) on our
assumptions, we obtain bi, a1, . . . , an, d1, . . . , dk / c for 1 ≤ i ≤ m. From the second
premise we know that e, a1, . . . , an, d1, . . . , dk / c. Applying all these facts to the
first premise we obtain a1, . . . , an, a1, . . . , an, d1, . . . , dk / c. After applying (LE)
and (LC) we reach our goal.

Now that we have explored proof systems in the abstract, we can construct
particular and concrete proof systems. Typically, one constructs a finitary proof
system by following three steps:

1. One first specifies what is the class of objects. The class of objects typically
has a certain structure, e.g. there are operations defined on objects such that
the class of objects is closed under application of the operations.

2. One defines the deduction relation: this can be done by introducing axioms
and proof rules, often in the form of axiom and proof rule schemata.

3. One checks that the resulting proof system is finitary (i.e. the class of objects
and the deduction relation are recursive), by showing there is an algorithm
that can decide the deduction relation.

The third step is easy if one takes a recursive set of objects and defines the
deduction relation inductively. However, an alternative to the second step above
is by imposing constraints on the deduction relation, e.g. in terms of relative
demonstrability. Then the third step is non-trivial.

We consider two classes of proof rules: simple and complex. Axioms and simple
proof rules are often depicted as follows:

b

a1 . . . an
b

where the axiom on the left denotes ⊢ b (the conclusion b follows from no premises)
and the proof rule on the right denotes a1, . . . , an ⊢ b (the conclusion follows from
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the premises a1, . . . , an). One may consider an axiom to be a proof rule without
premises. Contrastingly, one may depict complex proof rules as follows:

D1
a1 . . .

Dn
an

b

which expresses how to construct a deduction with conclusion b, given deductions
D1 up to Dn with conclusions a1 up to an, respectively. In such constructions,
one also has to describe how to treat the premises of the deductions on top of the
rule. For example, the constructed deduction may have less premises than the
premises of D1 up to Dn combined. In such cases, the object used as premise in
the deduction on top is called an assumption, which is closed by the complex proof
rule. Such situations are also depicted as follows:

a1 . . .

c1
...
ck

an

b

to indicate that the premises of the deduction on top of a1 are also taken to be
premises of the resulting deduction, but that the objects c1, . . . , ck in the deduction
on top of an are assumptions, and hence not premises of the resulting deduction.

A simple proof rule can be considered to be a complex proof rule where the
premises are shared among all deductions and no assumptions are closed: this is
what generalized transitivity ensures. Axiom and (simple or complex) proof rule
schemata employ meta-linguistic constructs to describe constraints that must hold
for its instances.
Example A.3.8. Consider the set N of objects, where 0 is zero and s : N → N the
successor function. We have the following axiom and simple proof rule schema:

0
x
s(x)

The proof rule is a schema, where x is a meta-linguistic variable standing for any
object x ∈ N, and s(x) is the object obtained after applying the successor function
s at the meta-level. The deduction relation can now inductively be defined: only
the above axiom and proof rules (instances of the above proof rule schema) may
be employed, next to generalized reflexivity and generalized transitivity that hold
for every proof system. As an example, we have 1 / 3 as shown by its deduction:

1
2
3

which we read as stating that both 2 follows from 1 (that is, 1 / 2), and 3 follows
from 2 (that is, 2 / 3), which can be combined in one deduction by transitivity.
The above is one of the many possible deductions establishing the same conclusion
(in this case 3) with the same premises (in this case just 1). End of Example.
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An important aspect of proof theory is the analysis of proof systems. Recall, if
we have ⊢ a, we say that a is provable. Given a proof system D, one could consider
the class of all provable objects {a | ⊢D a}. Proof systems can be compared by
comparing their classes of provable objects. In particular, one can ask whether a
given proof rule is redundant. A proof rule is redundant if in a proof system without
that proof rule, the class of provable objects is the same as for the proof system
with that proof rule. We introduce two concepts that capture such redundancy, in
essentially different ways: derivability and admissibility of proof rules.

Given a proof system D which has a simple proof rule

a1 . . . an
b

then if a1, . . . , an ⊢D−
b in a proof system D− without the above proof rule, we

call that proof rule derivable. Clearly, a derivable proof rule is redundant, since the
class of all provable objects of D and D− are the same. Indeed, for any deduction
in D where the rule is used, we can ‘cut’ out the rule and ‘paste’ in the deduction
witnessing a1, . . . , an ⊢D−

b at the place where the rule is used. If this ‘cut and
paste’-procedure is applied for every occurrence of the proof rule, one ends up with
a deduction in D−.

Similarly, given a proof system D which has a complex proof rule

D1
a1 . . .

Dn
an

b

then if c1, . . . , cmi
⊢D−

ai for all 1 ≤ i ≤ n implies d1, . . . , dk ⊢D−
b in a proof

system D− without the above proof rule, we call that proof rule admissible (the com-
plex proof rule imposes conditions on how the premises of the involved deductions
c1, . . . , cmi are related to the premises of the constructed deduction d1, . . . , dk).
Informally, a complex proof rule is admissible if it can be mimicked by a con-
struction involving the deductions D1 up to Dn. Also an admissible proof rule is
redundant. Consider a deduction of D in which the above complex proof rule is
used. Consider the context where the proof rule occurs, such that the proof rule
does not occur in the deductions of the premises, but each deduction Di has a list
of premises c1, . . . , cmi . We cut out the derivations with as conclusion the premises
a1, . . . , an, to establish (possibly after weakening) c1, . . . , cm1

⊢D−
a1 and . . . and

c1, . . . , cmn
⊢D−

an, from which we then obtain a new deduction by the fact that
the rule is admissible, which can be placed in the place of the rule. After this
procedure is applied for every occurrence of the proof rule, from the leaves to the
root, one ends up with a deduction in D−.

A proof rule is weakly admissible if we have that ⊢D−
ai for all 1 ≤ i ≤ n

implies ⊢D−
b. Thus weakly admissible proof rules are not necessarily eliminable

in arbitrary contexts. If a proof rule is not weakly admissible, it is not admissible
either. Further, in some cases, the requirement of admissible proof rules that the
resulting deduction d1, . . . , dk ⊢D−

b does not contain the proof rule at all is too
strong. If our goal is to eliminate the rule from any deduction, it is sufficient that
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the proof rule can be pushed upward in every deduction in which it occurs, and
eliminated when it occurs near the top: so that either the size of the deductions
used as premises become smaller, or the resulting deduction is indeed in D−.

When comparing derivability with admissibility, there is an important distinc-
tion: derivability can be applied to any rule occurrence, but admissibility can only
be applied to rule occurrences where the deductions of the premises are already free
from occurrences of the redundant rule. In admissibility, the resulting deduction
with the redundant rule eliminated is constructed from the leaves back to the root,
whereas no such order is imposed when eliminating derivable rules. Moreover, to
obtain a deduction where the redundant rule is eliminated, for admissible proof
rules, the original deductions of the premises can be changed (except for for their
premises and conclusion), whereas for derivable rules those deductions remain
intact.

In fact, derivability of a proof rule is stronger than admissibility. This can
be demonstrated by the following example, where we analyze a proof rule with
conclusion b and a single premise a. Consider the following two properties:

if a / b then ⊢ a implies ⊢ b (A.1)
if ⊢ a implies ⊢ b then a / b (A.2)

The first property (A.1) states that derivability implies weak admissibility. Given a
deduction a / b, we know that the provability of a implies the provability of b. This
is a consequence of transitivity, by applying the deduction without premises of a
in the place of the premise a in the deduction a / b to obtain ⊢ b. This argument
also works when there are arbitrary additional premises c1, . . . , cm from which a
follows, hence derivability also implies admissibility. Hence, the first property holds
for every proof system.

The second property (A.2) states that weak admissibility implies derivability.
However it can be shown that the second property does not hold in general: there
is a proof system in which it fails. Hence, admissibility does not imply derivability,
since weak admissibility already does not imply derivability.

Example A.3.9. Consider the set Z of objects, where 0 is zero, s : Z → Z the
successor function, and p : Z → Z the predecessor function. Take the same axiom
and proof rule schema as we did in the last example (so we have only the instances
where x ∈ N):

0
x
s(x)

Comparing this proof system to the previous example, we see that their sets of
provable objects must be the same. We now consider the simple proof rule schema

p(x)
x

with the question: is this proof rule admissible? Consider a deduction and the
top-most occurrence of an instance of this proof rule (i.e. those occurrences where
deductions of the premise do not have an instance of this proof rule as an occurrence).
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Then it must be the case that the conclusion p(x) is in N. We can then eliminate
the proof rule by replacing its instance by an instance of the other rule, which
deduces s(p(x)) from p(x). Keep working downwards and we eventually obtain
a deduction in which this proof rule no longer occurs. Hence the proof rule is
admissible.

But is it derivable? Consider the following instance: 0 follows from −1. Since
the instances of the remaining proof rule are limited to x ∈ N, we cannot apply it
to construct a deduction with the conclusion 0. Hence the new proof rule is not
derivable. End of Example.

When considering the relative demonstrability relation ⊢D of a proof system
D = (O, /), one typically considers Γ to denote a sequence of objects in the case
of Γ ⊢D a. It is natural to extend the relative demonstrability relation to sets of
objects too.

Definition A.3.10. Let Γ ⊆ O be a set of objects. Then Γ ⊢D a holds if and only
if there exists a sequence Γ0 of elements in Γ such that Γ0 ⊢D a.

In fact, we can generalize the succedent too.

Definition A.3.11. Let Γ,∆ ⊆ O be sets of objects. Then Γ ⊢D ∆ holds if and
only if there exists sequence Γ0 of elements in Γ and sequence ∆0 of elements in ∆
such that Γ0 ⊢D ∆0.

We construct a proof system for first-order classical logic in the style of Hilbert.
Let Γ be a context (a finite sequence) of first-order formulas, and ϕ, ψ, ξ be first-
order formulas.

Definition A.3.12. Let CL be a proof system consisting of:

1. the first-order formulas of classical logic as objects,

2. the smallest deduction relation ⊢CL satisfying the conditions:

(MP) Γ ⊢CL (ϕ→ ψ) and Γ ⊢CL ϕ implies Γ ⊢CL ψ,

(G) Γ ⊢CL ϕ implies Γ ⊢CL (∀y (xy)ϕ)
where x ̸∈ FV (Γ) and either y = x or y ̸∈ FV (ϕ),

(A1) ⊢CL (ϕ→ (ψ → ϕ)),

(A2) ⊢CL ((ϕ→ ψ) → ((ϕ→ (ψ → ξ)) → (ϕ→ ξ))),

(A3) ⊢CL ((∀x(ϕ→ ψ)) → (ϕ→ (∀y (xy)ψ)))
where x ̸∈ FV (ϕ) and either y = x or y ̸∈ FV (ψ),

(DN) ⊢CL (¬¬ϕ→ ϕ),

(∀E) ⊢CL ((∀xϕ) → (xy)ϕ) where y remains free for x in ϕ,

(=I) ⊢CL (x
.
= x),

(=E) ⊢CL ((x
.
= y) → ((zx)ϕ→ (zy)ϕ)) where x, y remain free for z in ϕ.
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It is easy to see that the above proof system is finitary. Each first-order formula
is a finite object. Further, the witness of a deduction, Γ ⊢CL ϕ, is a proof tree with
premises in Γ and conclusion ϕ. The leaves of the proof tree are instances of an
axiom scheme or a premise in Γ, and the internal nodes of the proof tree are either
obtained from the proof rule (MP) where there are two branches, or the proof rule
(G) where there is one branch. These proof trees also satisfy generalized reflexivity
and generalized transitivity: compositions of proof trees are themselves proof trees.

This proof system is in the style of Hilbert, since the only proof rules are modus
ponens (MP) and generalization (G). Proof rule (MP) is also called implication
elimination (→E), and (G) is also called universal introduction (∀I). Note the
distinction between (MP) stated above with additional premises in the context Γ,
and the stronger condition below:

⊢CL (ϕ→ ψ) and ⊢CL ϕ implies ⊢CL ψ (MP’)

which is stated only at the level of provability, i.e. without context. We call (MP’)
a ‘rule of provability’, whereas (MP) is called a ‘proof rule’ (since it is equivalent
to (ϕ → ψ), ϕ ⊢CL ψ). The difference between these two is that only for a proof
system with (MP) we can establish the following property, since in a proof system
that has (MP’) instead of (MP) we have only deductions from premises obtained
from generalized reflexivity or generalization.

Lemma A.3.13. Γ ⊢CL (ϕ→ ψ) implies Γ, ϕ ⊢CL ψ.

Proof. Applying weakening we obtain Γ, ϕ ⊢CL (ϕ → ψ), and by generalized
reflexivity we have Γ, ϕ ⊢CL ϕ. Hence by (MP) we obtain Γ, ϕ ⊢CL ψ.

In fact, the converse also holds.

Theorem A.3.14 (Deduction theorem). If Γ, ϕ ⊢CL ψ then Γ ⊢CL (ϕ→ ψ).

Proof. Consider the proof tree corresponding to Γ, ϕ ⊢CL ψ, and perform induction
on the structure of that tree. Either the proof tree is a leave (base case), or it is an
instance of the (MP) proof rule with two smaller proof trees on top, or an instance
of the (G) proof rule with one smaller proof tree on top.

Base case 1. If ϕ = ψ then we obtain Γ ⊢CL (ϕ→ ϕ) from (MP), (A1) and (A2).

Base case 2. If ψ was obtained by reflexivity from Γ or ψ is an instance of an
axiom scheme, then we obtain Γ ⊢CL (ϕ→ ψ) from (MP) and (A1).

Induction step (MP). Let ψ be the conclusion, where Γ, ϕ ⊢CL (ϕ′ → ψ) and
Γ, ϕ ⊢CL ϕ′ are on top. Our induction hypotheses are Γ, ϕ ⊢CL (ϕ′ → ψ)
implies Γ ⊢CL (ϕ → (ϕ′ → ψ)), and Γ, ϕ ⊢CL ϕ′ implies Γ ⊢CL (ϕ → ϕ′).
Then we obtain Γ ⊢CL (ϕ→ ψ) from (MP) and (A2).

Induction step (G). Let ψ = (∀y (xy)ψ′) be the conclusion, where Γ, ϕ ⊢CL ψ′

is on top and x ̸∈ FV (ϕ). Our induction hypothesis is Γ, ϕ ⊢CL ψ′ implies
Γ ⊢CL (ϕ→ ψ′). We obtain the result from (MP) and (A3).
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The deduction theorem proves that the following proof rule is admissible:

ϕ

ψ

ϕ→ ψ
(→I)

where the deduction (inside the box) with conclusion ψ may use the assumption
ϕ, which may not be a premise of the overall deduction. The ϕ at the top of the
box means that the assumption ϕ is closed, that is, although ϕ is a premise of
the inner deduction it is not a premise in the resulting, outer deduction. Another
consequence of the deduction theorem is that we can clear out the context. Let
Γ = ϕ1, . . . , ϕn, then (Γ → ψ) is abbreviates (ϕ1 → (. . .→ (ϕn → ψ) . . .)). In case
Γ is an empty sequence, then (Γ → ψ) is just ψ. Note that this does not work for
arbitrary sets, since our formulas are finitary.

Corollary A.3.15. Γ ⊢CL ψ if and only if ⊢CL (Γ → ψ).

Lemma A.3.16. We have the following derived axioms and proof rules:

(⊤I) ⊢CL ⊤,

(⊥E) ⊥ ⊢CL ϕ,

(DN) ¬¬ϕ ⊢CL ϕ,

(→I) Γ, ϕ ⊢CL ψ implies Γ ⊢CL (ϕ→ ψ),

(→E) (ϕ→ ψ), ϕ ⊢CL ψ,

(∧I) ϕ, ψ ⊢CL (ϕ ∧ ψ),

(∧EL) (ϕ ∧ ψ) ⊢CL ϕ,

(∧ER) (ϕ ∧ ψ) ⊢CL ψ,

(∨IL) ϕ ⊢CL (ϕ ∨ ψ),

(∨IR) ψ ⊢CL (ϕ ∨ ψ),

(∨E) (ϕ→ ξ), (ψ → ξ), (ϕ ∨ ψ) ⊢CL ξ,

(∀I) Γ ⊢CL ϕ implies Γ ⊢CL (∀y (xy)ϕ)
where x ̸∈ FV (Γ) and either y = x or y ̸∈ FV (ϕ),

(∀E) (∀xϕ) ⊢CL (xy)ϕ where y remains free for x in ϕ,

(∃I) (xy)ϕ ⊢CL (∃xϕ) where y remains free for x in ϕ,

(∃E) Γ ⊢CL (∃xϕ) and Γ, (xy)ϕ ⊢CL ψ implies Γ ⊢CL ψ
where y ̸∈ FV (Γ, ψ) and either x = y or x ̸∈ FV (ϕ),
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(=I) ⊢CL (x
.
= x),

(=E) (x
.
= y) ⊢CL ((zx)ϕ→ (zy)ϕ) where x, y remain free for z in ϕ.

Proof. See Basic Proof Theory by Troelstra and Schwitchenberg, Section 2.4.

The proof system consisting of the axiom and proof rules of Lemma A.3.16 is
called natural deduction. From this proof system it is also possible to derive the
axioms and proof rules of Definition A.3.12.

Further, employing the fact that relative demonstrability is a relation on two
lists of formulas, we have the following properties. In the following, let Γ and ∆ be
contexts (finite sequences of formulas). The antecedent context can be seen as a
conjunction of its formulas, and the succedent context can be seen as a disjunction
of its formulas.

Corollary A.3.17. ϕ, ψ ⊢CL ξ if and only if (ϕ ∧ ψ) ⊢CL ξ.

Let Γ = ϕ1, . . . , ϕn, then
∧

Γ is an abbreviation for the formula (ϕ1 ∧ (. . . ∧
(ϕn ∧ ⊤) . . .)). In case Γ is empty,

∧
Γ is just ⊤.

Corollary A.3.18. Γ ⊢CL ∆ if and only if
∧

Γ ⊢CL ∆.

Lemma A.3.19. Γ ⊢CL ϕ, ψ if and only if Γ ⊢CL (ϕ ∨ ψ).

Proof. Given Γ ⊢CL ϕ, ψ, and apply (∨IL) and (∨IR), to obtain Γ ⊢CL (ϕ ∨ ψ).
The other direction is more interesting. Given Γ ⊢CL (ϕ ∨ ψ), and let ∆ and
ξ be arbitrary. We assume ϕ,∆ ⊢CL ξ and ψ,∆ ⊢CL ξ. From these, we have
ϕ ⊢CL (∆ → ξ) and ψ ⊢CL (∆ → ξ) by Corollary A.3.15. Hence Γ ⊢CL (∆ → ξ)
by (∨E), and thus Γ,∆ ⊢CL ξ.

Let Γ = ϕ1, . . . , ϕn, then
∨

Γ is an abbreviation for the formula (ϕ1 ∨ (. . . ∨
(ϕn ∨ ⊥) . . .)). In case Γ is empty,

∨
Γ is just ⊥.

Corollary A.3.20. Γ ⊢CL ∆ if and only if Γ ⊢CL
∨

∆.

The observations above together motivate the introduction of another abbrevia-
tion. Let Γ ⇒ ∆ abbreviate

∧
Γ →

∨
∆. We call Γ ⇒ ∆ a sequent.

Lemma A.3.21. Γ ⊢CL ∆ if and only if ⊢CL Γ ⇒ ∆.

Lemma A.3.22. We have the following derived axioms and rules of proof:

(L⊥) ⊢CL ⊥,Γ ⇒ ∆,

(L∧) ⊢CL ϕ, ψ,Γ ⇒ ∆ implies ⊢CL (ϕ ∧ ψ),Γ ⇒ ∆,

(R∧) ⊢CL Γ ⇒ ∆, ϕ and ⊢CL Γ ⇒ ∆, ψ implies ⊢CL Γ ⇒ ∆, (ϕ ∧ ψ),

(L∨) ⊢CL ϕ,Γ ⇒ ∆ and ⊢CL ψ,Γ ⇒ ∆ implies ⊢CL (ϕ ∨ ψ),Γ ⇒ ∆,

(R∨) ⊢CL Γ ⇒ ∆, ϕ, ψ implies ⊢CL Γ ⇒ ∆, (ϕ ∨ ψ),
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(L→) ⊢CL Γ ⇒ ∆, ϕ and ⊢CL ψ,Γ ⇒ ∆ implies ⊢CL (ϕ→ ψ),Γ ⇒ ∆,

(R→) ⊢CL ϕ,Γ ⇒ ∆, ψ implies ⊢CL Γ ⇒ ∆, (ϕ→ ψ),

(L∀) ⊢CL (∀xϕ), (xy)ϕ,Γ ⇒ ∆ implies ⊢CL (∀xϕ),Γ ⇒ ∆
where y remains free for x in ϕ,

(R∀) ⊢CL Γ ⇒ ∆, (xy)ϕ implies ⊢CL Γ ⇒ ∆, (∀xϕ) where y is fresh,

(L∃) ⊢CL (xy)ϕ,Γ ⇒ ∆ implies ⊢CL (∃xϕ),Γ ⇒ ∆ where y is fresh,

(R∃) ⊢CL Γ ⇒ ∆, (xy)ϕ, (∃xϕ) implies ⊢CL Γ ⇒ ∆, (∃xϕ)
where y remains free for x in ϕ,

(Ref) ⊢CL x
.
= x,Γ ⇒ ∆ implies ⊢CL Γ ⇒ ∆,

(Rep) ⊢CL x
.
= y, (zy)ϕ, (

z
x)ϕ,Γ ⇒ ∆ implies ⊢CL x

.
= y, (zx)ϕ,Γ ⇒ ∆

where ϕ is a primitive formula.

where the condition of freshness of y means that y does not occur free in the contexts
Γ,∆ nor is y = x.

Proof. See Basic Proof Theory by Troelstra and Schwitchenberg, Section 3.5 and
Section 4.7.

The proof system consisting of the axioms and proof rules of Lemma A.3.21
and Lemma A.3.22 is called sequent calculus. The fact that this is indeed a proof
system is non-trivial, since to show that generalized transitivity holds it relies on
the elimination of cuts (not further discussed here). In fact, as can be easily seen
from the definition above, this proof system has a recursive relative demonstrability
relation, an important result due to Gentzen. From this proof system it is also
possible to derive the axioms and proof rules of Lemma A.3.16.

The classically provable formulas are formulas that can be proven using one of
the proof systems described above.

Definition A.3.23. A theory T of first-order formulas is deductively closed if for
every subset Γ ⊆ T and first-order formula ϕ such that Γ ⊢CL ϕ also ϕ ∈ T .

The notion of deductively closed can be generalized to other proof systems as
well, and is not specific to CL.

Proposition A.3.24. Every first-order theory Th1(A) of a structure A is deduc-
tively closed (with respect to CL).

A proof system is finitary whenever we have recursive enumerability of the
provable formulas. Finitary proof systems are useful in practice, since they allow a
computer to systematically generate proofs.
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A.4 Soundness and completeness
The main results of first-order logic are now given. We assume Γ is a set of
first-order formulas, and ϕ is a first-order formula.

Lemma A.4.1 (Soundness). Γ ⊢CL ϕ implies Γ |=CL ϕ.

Lemma A.4.2 (Completeness). Γ |=CL ϕ implies Γ ⊢CL ϕ.

Proof. Originally proven by Gödel [93]. See also the proof by Henkin [108], and
Kleene’s overview [136]. It can also be formally established using the interactive
theorem provers Isabelle/HOL [191] and Coq [134].

Although we already established compactness of the satisfiability relation, in
the sense of the compactness theorem (see Theorem A.2.10), we can now also show
compactness of the semantic consequence relation in an alternative way. This
follows easily from the fact that we have a finitary proof system that is sound and
complete.

Theorem A.4.3. Γ |=CL ϕ if and only if Γ0 |=CL ϕ for some finite subset Γ0 ⊆ Γ.

Proof. Given that Γ |=CL ϕ holds, by completeness we have that Γ ⊢CL ϕ. Since
our proof system is finitary, there are only finitely many formulas in Γ used in the
deduction of ϕ. Let Γ0 be those formulas. Hence Γ0 ⊢CL ϕ, and by soundness
Γ0 |=CL ϕ. The other direction is easy: given that Γ0 |=CL ϕ for some finite subset
Γ0 ⊆ Γ, then we may always add more formulas to obtain Γ |=CL ϕ.

Theorem A.4.4 (Undecidability). There is no algorithm that can decide whether
Γ |=CL ϕ or not, for every signature, theory Γ, and formula ϕ.

Proof. This is Church’s theorem, see [23]. This result can also be established using
Coq [120].

Note that the undecidability result is an existential statement: it does not mean
there are no some signatures, theories, and formulas, for which the satisfiability
relation is decidable. In fact, there are signatures and theories, for which the
satisfiability relation is decidable.

A.5 Adding back terms
Up until now we have only considered signatures that consists of constant symbols,
which are associated to a non-zero arity. In particular, signatures may contain
predicate symbols (of arity 1) and relations symbols (of arity n for some n > 1)
or constant symbols with third-order or higher-order arity. From a practical
perspective, however, this set-up limits our ability to directly refer to individuals
of the domain. Although we are able to give a name to individuals, e.g. in the
context of a quantifier where an individual variable ranges over elements of the
domain, and we are able to identify two individuals, we lack the ability to directly
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refer to individuals by some name, that denotes the individual regardless of the
context in which that name appears.

In this section we consider an extension of the assertion language of classical
logic in which we add facilities for referring to individuals of the domain directly.
In our discussion we shall not formalize all aspects of our extension explicitly,
leaving some details to the reader, and focus on first-order assertion languages.
The purpose of our exposition is to show that this extension does not change the
expressive power of first-order logic.

We have added .
= as a logical symbol, but consider for a moment an alternative

approach: what if .
= is a 2-ary relation symbol? In second-order languages it is

not needed to add such a relation to the signature, since the concept of identity is
indirectly definable. The second-order sentence

∀x, y. (x
.
= y) ↔ ∀P. P (x) ↔ P (y)

expresses that identity satisfies Leibniz’s law of the identity of indiscernibles and
its converse, the indiscernability of identicals: two elements share every property
if and only if the two elements are identical. However, in first-order languages
without identity as logical symbol, this cannot be expressed. Every structure gives
an interpretation to the relation symbols, including .

= taken as relation symbol.
A structure A = (A, I) has a standard interpretation of identity if I assigns to
the identity relation symbol .

= the value {(x, y) | x = y} ⊆ A × A. Thus, in the
standard interpretation, the extension of identity coincides with our meta-level
concept of equality. This amounts to the same what we have accomplished in our
definition of the satisfaction relation for the logical symbol .

=.
Now we can introduce the derived concept of unique existence. We introduce

the following abbreviation:

∃!xϕ abbreviates ∃x(ϕ ∧ ∀y(ϕ′ → x
.
= y))

where y is fresh (i.e. y is not x and does not occur in ϕ), and ϕ′ is obtained from ϕ
by renaming x to y. Semantically, we have that

A, ρ |= ∃!xϕ holds iff A, ρ[x := a] |= ϕ for a unique a ∈ A.

The ability to express unique existence has two important consequences. Suppose
that A |=ρ ∃!xϕ holds. Consider the case in which formula ϕ has only x as a free
variable. By the coincidence condition, we then have that there must exists a
unique a ∈ A regardless of the valuation ρ. As such we say that ϕ defines the
element a (in A). Similarly, consider the cases where all the free variables of formula
ϕ are in the sequence of variables x1, . . . , xn, x (where we assume that all variables
are distinct). Again by the coincidence condition we have that there must exists a
unique total function f : An → A regardless of the valuation ρ:

f = {(a1, . . . , an, a) | A, ρ[x1 := a1] . . . [xn := an][x := a] |= ϕ}

and we can again say that ϕ defines the total function f (in A).
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Example A.5.1. Suppose we have a signature comprising the following constant
symbols (and nothing else):

• we have the predicate symbol Z of arity 1,

• we have the relation symbol S of arity 2.

We can now state that there is exactly one element of the domain x such that Z(x)
holds by asserting

∃!xZ(x).

Further, we can state that for every element of the domain x, there must be a
unique y such that S(x, y) holds, by asserting

∀x∃!yS(x, y).

However, can we also state that every element of the domain x is reachable either
directly through Z, i.e. Z(x) holds, or through a chain of S, i.e. S(y, x) for some
other reachable y? The following second-order sentence states this property:

∀R.(∀x.Z(x) → R(x)) ∧ (∀x, y.R(y) ∧ S(y, x) → R(x)) → ∀xR(x)

Note that not all structures (with a standard interpretation of identity) that satisfy
the two first-order sentences also satisfy the second-order sentence.
End of Example.

A useful pattern emerges: if a predicate holds for exactly one element d of the
domain, we can use that predicate as a way to identify element d. Intuitively, such
a predicate identifies the element for which it holds. Similarly, if for a relation
R, we have exactly one element of the domain d given elements d1, . . . , dn−1 and
(d1, . . . , dn−1, d) ∈ R, then we can use that relation as a way to identify d once
we are also able to identify the values of the first n− 1 places. Taking both cases
together, we say that a second-order constant symbol C of arity n has the property
of functionality if

∀x1, . . . , xn−1∃!xC(x1, . . . , xn−1, x),

holds (if n = 1 the universal quantifiers are dropped).
We now extend our definition of signature in which we explicitly declare which

constant symbols must have the above property of functionality. Predicate symbols
of arity 1 that have the property of functionality are called individual symbols (or,
more precisely, individual constant symbols). Relation symbols of arity n for n > 1
that have the property of functionality are called function symbols.

Remark A.5.2. We must make sure not to confuse constant symbols and individual
(constant) symbols. Although individual symbols are constant symbols, the converse
is not the case: all predicate symbols, relation symbols and function symbols are
also constant symbols in the sense that their meaning does not depend on the
context and remains fixed.
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We fix a first-order signature Σ. As a syntactical convention, the uppercase
constant symbols C are used for the constant symbols of our signature. If a constant
symbol, say B, has been declared to have the property of functionality, then we use
the lowercase symbol b instead. For individual constant symbols, we typically use
the lowercase symbol c, and for function symbols we typically use the lowercase
symbol f .

We now define terms and formulas and revisit some of the concepts introduced
earlier. Note that we restrict ourselves to first-order assertion languages.

Definition A.5.3 (Terms). A term of is constructed inductively as follows:

• any individual variable symbol x is a term,

• any individual constant symbol c is a term,

• given terms t1, . . . , tn and function symbol f of arity n+ 1 then f(t1, . . . , tn)
is a term.

In the third clause, the terms t1, . . . , tn are called the arguments of the function
symbol f in the term f(t1, . . . , tn). To be able to speak of the arity of a term,
we let every term have the arity 0. We may see a term as a parse tree in which
individual variable symbols or individual constant symbols appear at the leaves
and function symbols at the branches.

Definition A.5.4 (Formulas). A formula is constructed inductively as follows:

• ⊥ is a formula,

• P (t1, . . . , tn) is a formula if P is a constant symbol of arity n and t1, . . . , tn
are terms,

• (ϕ→ ψ) is a formula if ϕ and ψ are formulas,

• (∀xϕ) is a formula if ϕ is a formula and x an individual variable.

In the second clause, we do not restrict ourselves to only predicate symbols and
relation symbols. All constant symbols (including those that have the property of
functionality) are allowed at this level. This turns out to be useful when we show
that extending first-order logic with terms does not increase the expressive power.

We can again define the set of free variables FV (ϕ) and bound variables BV (ϕ),
but to do so we need to also introduce the set of free variables FV (t) and bound
variables BV (t) for a given term t. The set of free variables FV (t) consists precisely
of all variables that occur in the term t, and the set of bound variables BV (t) is
empty. We can also extend variable renaming to terms, so that if π is a renaming
of variable symbols (that preserves arity) we can define π(t) by simultaneously
replacing all the variable occurrences in t according to π.

A more general operation than variable renaming is the operation of substitution.
Substitution is not simply a matter of replacing variables by terms. Rather, we
define substitution as a transformation of formulas in two stages. This can be
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motivated by the following example. Given the formula (∀x.y = z), if we naively
replace y by a term in which x occurs as a variable, then that variable now falls
under the scope of the quantifier that binds x. The resulting formula thus has a
term which may now have a different meaning than when considering that term in
a different context, outside of the scope of the quantifier. That x would fall under
the scope of the quantifier is called variable capturing. We intend to avoid variable
capturing to ensure we can show the relation between (syntactic) substitutions and
the semantics of terms, later on.

We also have substitutions of variables for terms that prevents variable capturing.
Capture-avoiding substitution can be generalized to arbitrary formulas by first
performing a renaming to obtain an alphabetic variant, for which the condition of
the capture-avoiding substitution is always satisfied.

Definition A.5.5 (Capture-avoiding substitutions). A substitution ϕ[x := t] is
defined by replacing in ϕ all free occurrences of x by t, as long as the bound
variables of ϕ are disjoint from the free variables of t.

It is now also possible to extend the definition of structures, so that the
interpretation is extended to also interpret individual symbols and function symbols
in a certain way to guarantee that the declared properties hold. For a given
interpretation I, we let cI denote the interpretation of the constant symbol c, and
fI denote the interpretation of the function symbol f .

Definition A.5.6 (Evaluation function). Given a structure A = (A, I) and a
valuation ρ of A, and a term t. The evaluation function AJtKCL

ρ is defined inductively
on the structure of t:

• AJxKCL
ρ = ρ(x),

• AJcKCL
ρ = a where a ∈ cI ,

• AJf(t1, . . . , tn)KCL
ρ = a where (AJt1KCL

ρ , . . . ,AJtnKCL
ρ , a) ∈ fI .

We may drop the superscript CL if clear from context. In the second and third
clause, we can pick any such a. Due to the restriction on the interpretation I on
constant symbols which have the property of functionality, we know there exists
a unique one. We may also simply write ρ(t) for AJtKCL

ρ , since every valuation is
defined in a context where there is a known structure A.

It is also possible to redefine the satisfaction relation for formulas with terms,
but we shall leave out the details. An important consequence of defining such
satisfaction relation is the following lemma.

Lemma A.5.7 (Substitution lemma).

A, ρ |=CL ϕ[x := t] if and only if A, ρ[x := ρ(t)] |=CL ϕ.

There is also a translation of formulas with terms to formulas without terms
which has the same denotation, which allows us to eliminate all terms.
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Appendix B

Hoare’s logic

Hoare’s logic (some authors write: Hoare logic) was introduced by C.A.R. Hoare in
1969 [118], based on the inductive assertion method on flow charts as was introduced
in 1967 by R.W. Floyd [84, 62]. See also the collection of fundamental papers on
program verification by T.T.R. Colburn, J.H. Fetzer, and R.L. Rankin [54].

The main philosophical idea underlying both Hoare’s logic and Floyd’s inductive
assertion method is that we have two ‘modes’ of description: that of being, and that
of change. These two concepts are also understood as the statics and dynamics
of a system, respectively. By making use of a logical language (e.g. first-order
logic or separation logic) we can describe the state of being, by which one can
think of a static snapshot in time of the currently realized memory state of a
computer. By making use of a control structuring language (e.g. a flow chart or a
program in a programming language), we can describe the change of state, which
essentially describes a dynamic process which transforms initial states into final
states or chains together such transformations. By combining descriptions of both
modes, being and change, we obtain the program specification (also called the
Hoare triple):

{ϕ} S {ψ}

where ϕ is a description of the possible initial states (the precondition), S is a
description of the program that transforms an initial state into a final state, and
ψ is a description of the possible final states (the postcondition). A program
S is correct with respect to a specification whenever it is indeed the case that,
after executing the program from an initial state that satisfies the precondition,
we obtain a state as prescribed by the postcondition. In some sense, a program
specification describes the expected behavior of a program, whereas a program
simply describes behavior.

Ideally there is no need for program specifications: by making sure a program
exactly describes the change intended, it is always correct. Popularly, this is known
by the phrase: “it is not a bug, it is a feature.” However, the program specification
adds redundancy to the program. The program describes how the state changes
from an initial state into a final state, whereas the pre- and postconditions in

159
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a program specification describes logically what is the state of being before and
after the execution of the program. The basic premise of program verification is
that humans err—and by means of program specifications, where we combine two
different languages in which one describes both the ‘intended’ program behavior
and the ‘actual’ program behavior, we can detect errors if these two behaviors do
not match.

Concretely, during execution of a program, there exists a current state of the
values of memory. A basic program either performs a test, or performs an operation.
A test is an inspection of the current state to check whether a condition on the
state holds or not. An operation performs an action that may or may not change
the state. By performing tests and operations, programs direct or control the
flow of states, from an initial state to possibly a final state. Complex programs
are composed out of programs with the intention to structure the flow of control,
where tests can be used to influence the direction of flow of control. A processor
is the component of a computer which, step by step, either performs a test or an
operation, as specified by a program. The program thus is an input to the processor,
and the program indirectly controls which tests and operations are performed by
the processor. The result of the tests consequently direct the flow of control as
described by a program, thus resulting in a feedback loop.

This conception of program originated in 1945, by the initial designs of John
von Neumann’s computer architecture [94]. Already in this early work, we can
see that memory and program are separate, and we follow this design choice and
also exclude so-called self-modifying programs. For practical reasons, we also see
differences in the storage locations of memory: the current state of the memory
of a computer can be divided into the internal state and the external state. The
internal state stores the value of registers, the external state stores the value of
addressable memory. The internal state is always directly accessible in tests, and
can be operated on. The external state can be loaded and stored, being special
operations. Thus, we do not have direct access to external state, only indirectly
through load and store operations.

This division between internal and external state is more blurred in modern
computer architectures of the past decades, by the introduction of cached memory—
where parts of the external state is duplicated into hidden registers, which cannot
be directly controlled by the program but mirror the behavior of the external
memory. This architectural choice is mainly motivated by a further division of the
use of the external memory into so-called stack memory and heap memory [111].

Since memory management is error-prone, high-level languages feature auto-
matic memory management, while some high-level languages also still allow manual
memory management. One form of automatic memory management is by using
block scopes, in which a local variable is temporarily allocated on the stack and
deallocated once the block has finished executing. Another form of automatic
memory management is using garbage-collected heaps, in which all heap memory
is scanned and regions of memory automatically deallocated if they no longer
can influence the outcome of the execution of a program. We shall consider a
programming language which features automatic stack memory management, but
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manual heap memory management—without garbage collection.
In this chapter we shall introduce the abstract syntax of programs, introduce

three different styles of giving programs semantics (operational semantics, deno-
tational semantics, and axiomatic semantics), and discuss the proof system for
deriving correct program specifications called Hoare’s logic. The ideas presented in
Sections B.1, B.2, B.3 can be found in any competent book on program verification,
such as [71, 61, 227, 100, 86, 10]. The use of program signatures and machine
models, however, may be novel. The main motivation for revisiting the basic
material is to present it in such a way to make it easy to adapt to separation logic,
in Chapter 4. The material presented in Section B.5 is largely based on [29], but
the presentation here is novel and the proof system more modular than in [29].

B.1 Syntax of programs
This section describes the syntax of a simplified programming language, necessary
for supporting the semantics and proof system for reasoning about correctness of
programs. Although we restrict ourselves to a simplified programming language, the
expressivity of programs is nonetheless interesting: we include the Turing-complete
programming languages.

When considering the syntax of programs, there is a design choice in formulating
the programming language. One could give the concrete syntax of programs
being particular constructions of statements, or one abstracts from the primitive
operations and tests. In the latter case one can obtain the concrete syntax as a
particular instance of the abstract syntax. This set-up of the syntax of programs is
not much different than the set-up of formulas in the assertion language, where one
separates the logical from the non-logical symbols by the introduction of a signature.
Similarly, we could introduce the concept of a program signature which collects the
primitive operations and tests out of which the statements are constructed.

Given a program signature that consists of the primitive operations and tests,
we can form the statements of a program. Complex statements are constructed
from compositions of simpler statements, recursively. One can represent statements
by their parse trees in which at the leaves of the tree primitive operations and tests
occur. One may compare statements of the programming language to formulas of
the assertion language.

In fact, when one wants to extend our programming language to include recursive
procedures, the abstract syntax approach is beneficial, since procedures can be
considered particular primitive operations with a fixed interpretation given by a
system of procedure declarations. This is not much different than having recursive
predicates in the assertion language. We shall first focus on programs without
recursive procedures, and can later add recursive procedures: in a sense, recursive
procedures are an orthogonal concern.

Before introducing the formal definition of statements, we consider the possible
effects that the executions of programs have on the states of a machine. We model
these effects as a state transition, and the behavior of a program essentially is
the possible sequences of state transitions. Each such sequence is also called an
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execution. An important design choice, however, is to contain the effect of primitive
operations and tests, by limiting what part of the state an operation or test can
(at most) be accessed, and what part of the state can (at most) be changed by an
operation.

We reuse the concept of variables (see Definition A.1.1) to denote parts of the
state. The accessible variables of a program restricts what part of the state can
influence program behavior, and the changed variables of a program restricts what
part of the state can be modified in the state transitions that constitute program
behavior. In the context of a program we speak of program variables, whereas in
the context of assertions we speak of logical variables. Although it is possible to
also consider higher-order program variables, also called subscripted variables, we
restrict ourselves to first-order program variables.

Given a program variable x, a polarized variable is either x or x (we say ‘input
x’ or ‘output x’, respectively). The absence of the line indicates that the program
variable is accessible, and the presence of the line indicates that the program
variable is changed. Note that the presence of the line on top of a program variable
makes it a different polarized variable, i.e. x ̸= x.

Definition B.1.1 (Program signature). A program signature consists of a recursive
set of operations and tests, such that each operation is associated with a finite set
of polarized variables, and each test is associated with a finite set of (accessible)
program variables.

We typically denote a program signature by ∆. If P is an operation of ∆,
then we may speak of the accessible program variables x1, . . . , xn of P and the
changed program variables y1, . . . , ym of P to mean that P is associated to the
finite set {x1, . . . , xn, y1, . . . , ym} of polarized variables. If T is a test of I, we
write T (x1, . . . , xn) to mean that x1, . . . , xn are the accessible program variables
associated to T .

Every first-order signature Σ induces a program signature, where all the tests
are quantifier-free formulas. Although the tests are fixed, it still remains a design
decision to select the appropriate operations: the selection of primitive operations
thus affects what computations can be expressed by a program.

Definition B.1.2. A first-order program signature FPS (Σ) is a program signature
such that every test with accessible program variables x1, . . . , xn corresponds to a
quantifier-free formula ϕ(x1, . . . , xn), and also includes:

• the assignment operation y := x
(where x is an accessible and y is a changed program variable).

The first-order program signature corresponds to register machines, where
program variables are registers of the machine, and tests work on the registers of
the machine. Note that the operations of the inherited program signature may
access and change arbitrary program variables.

Block programs manipulate registers but may also temporarily store values by
pushing them on the stack, and later retrieve old values by popping them from
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the stack. This is useful for implementing local variables, which are needed for
introducing terms later on.

Definition B.1.3. A block program signature BPS (Σ) is a first-order program
signature FPS (Σ) that also includes:

• the parallel assignment operation y⃗ := x⃗
(where x⃗ = x1, . . . , xn are accessible and y⃗ = y1, . . . , yn are changed),

• the push operation push(x)
(where x is an accessible program variable),

• the pop operation pop(x)
(where x is a changed program variable).

Note that for a push operation push(x) there are no changed variables. Al-
though the stack is modified by this operation, the stack is left implicit (as an
implementation detail) and as such not represented by a program variable.

Pointer programs not only manipulate values assigned to program variables but
also values assigned to locations on the heap. As such, we consider an extension of
first-order program signatures which includes operations for manipulating the heap.
A pointer program signature also includes operations for looking up a value from the
heap (lookup), modifying a value on the heap (mutation), allocating a new location
with an initial value (allocation), and deallocating a location (deallocation).

Definition B.1.4. A pointer program signature PPS (Σ) is a first-order program
signature FPS (Σ) that also includes:

• the lookup operation x := [y]
(where y is an accessible and x is a changed program variable),

• the mutation operation [x] := y
(where x and y are accessible program variables),

• the allocation operation x := new(y)
(where y is an accessible and x is a changed program variable),

• the deallocation operation delete(x)
(where x is an accessible program variable).

Note that for a mutation operation [x] := y there are no changed variables.
Although the heap is modified by this operation, the heap is implicit and as such
not represented by a program variable. Also the lookup, allocation and deallocation
operations above have a side-effect, namely they modify the implicit heap. This
phenomenon, where no variables (or not all) are changed but there is a (hidden)
state change, is in general called a side-effect.

Each program signature (including the standard, pointer and block program
signatures) can be used to generate statements. We fix some program signature for
the remainder of this section, unless explicitly mentioned otherwise.
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Definition B.1.5 (Statements). Given a program signature ∆. A statement is
constructed inductively as follows:

1. O is a statement (called primitive operation) where O is an operation of ∆,

2. skip is a statement (called no operation),

3. halt is a statement (called halt operation),

4. S1;S2 is a statement (called sequential composition) given that S1 and S2

are statements,

5. if T then S1 else S2 fi is a statement (called conditional statement) given
that T is a test of ∆, and S1 and S2 are statements,

6. while T do S od is a statement (called looping statement) given that T is a
test of ∆ and S is a statement.

All statements are constructed by one of these five clauses. Alternatively, we can
define statements by the following abstract grammar:

S, S1, S2 ::= O | skip | halt | S1;S2 | if T then S1 else S2 fi | while T do S od.

The first two clauses construct primitive statements, the last three clauses
construct complex statements. Sequential composition S1;S2;S3 is ambiguous, but
harmless as turns out later, and we may use parentheses around statements to
disambiguate (S1;S2);S3 and S1; (S2;S3). We also consider a statement context,
denoted S[−], which is a statement with exactly one hole in the place of a statement.
The hole is denoted by □. Then S[S1] is a statement in which S1 is plugged into
the hole of the statement context.

The notion of accessible and changed variables can be lifted to statements S.
We write S(x1, . . . , xn; y1, . . . , ym) to mean that the accessible program variables of
S are x1, . . . , xn and the changed program variables of S are y1, . . . , ym. Sometimes
it is easier to work with the finite sets of accessible and changed variables, denoted
by access(S) and change(S), respectively. The accessible and changed variables
of a statement are an over-approximation, in the sense that these are the possible
accessed and changed variables. The set of program variables occurring in S is
denoted var(S) and is the union of the accessible and changed variables.

Definition B.1.6 (Accessible and changed variables). The accessible and changed
program variables of a statement S is defined inductively on the structure of S:

• access(O) = {x1, . . . , xn} and change(O) = {y1, . . . , ym} given that the
operation O is associated to the polarized variables {x1, . . . , xn, y1, . . . , ym},

• access(skip) = change(skip) = ∅,

• access(halt) = change(halt) = ∅,

• access(S1;S2) = access(S1) ∪ access(S2),
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• change(S1;S2) = change(S1) ∪ change(S2),

• access(if T then S1 else S2 fi) = access(S1) ∪ access(S2) ∪ {x1, . . . , xn}
given T (x1, . . . , xn),

• change(if T then S1 else S2 fi) = change(S1) ∪ change(S2),

• access(while T do S od) = access(S) ∪ {x1, . . . , xn} given T (x1, . . . , xn),

• change(while T do S od) = change(S).

Note that the definitions of access and change do not depend on each other.
The accessible program variables can be approximated more precisely by stating

access(S1;S2) = access(S1) ∪ (access(S2) \ change(S1))

where now the changed program variables of S1 act as ‘binders’ with respect to
the statement S2. In fact,

access(S1; (S2;S3))

= access(S1) ∪ (access(S2;S3) \ change(S1))

= access(S1) ∪ ((access(S2) ∪ (access(S3) \ change(S2))) \ change(S1))

= access(S1) ∪ (access(S2) \ change(S1)) ∪ (access(S3) \ change(S1;S2))

= access(S1;S2) ∪ (access(S3) \ change(S1;S2))

= access((S1;S2);S3)

However, this may complicate the proofs involving accessible and changed variables
later on. Hence, we opt for the simpler definition given above, which is a cruder
approximation of the accessible variables.

We could define complex tests by the following abstract grammar:

B,B1, B2 ::= T | ¬B | B1 ∧B2 | B1 ∨B2

where negation binds strongest, conjunction binds more strongly than disjunction,
and the other ambiguities are harmless. We can then introduce abbreviations for
statements:

if ¬B then S1 else S2 fi := if B then S2 else S1 fi

if B1 ∧B2 then S1 else S2 fi := if B1 then if B2 then S1 else S2 fi else S2 fi

if B1 ∨B2 then S1 else S2 fi := if B1 then S1 else if B2 then S1 else S2 fi fi

if B then S1 fi := if B then S1 else skip fi

In the case of a first-order program signature, where tests are quantifier-free
formulas, this may lead to an ambiguous interpretation of tests. However, it turns
out that the semantics we give later on assigns the same meaning to both readings,
so this ambiguity is harmless.

We can introduce assertions by the following abbreviation:

assert(B) := if B then skip else halt fi.
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B.2 Operational semantics

The first approach of giving semantics to programs is that of operational semantics.
In our operational semantics, we introduce machine models that consists of a
state space and an operationalization of the primitive operations and tests. The
semantics of a program is understood as a sequence of steps, which are taken as
the processor instructs the machine to perform primitive operations or tests. We
here abstract from the particular machine by the means of a machine model, hence
our operational semantics is too an abstraction of actual processor behavior.

This approach of abstractly giving semantics to programs is similar to giving
semantics to formulas, in which we have introduced structures that consists of a
domain of values and an interpretation of the non-logical symbols. A program
denotes behavior relative to a given machine model and initial state, similar to
how a formula denotes a truth value relative to a given structure and valuation.

Machine models can, for example, be used to show that program transformations
preserve the semantics of programs. Low-level programming languages are used to
instruct hardware to perform operations and tests, whereas high-level programming
languages abstract away from intricate or irrelevant low-level details (such as
ordering or encoding details). These programming languages have different program
signatures and machine models. A compiler transforms high-level programs into
low-level programs, and the preservation of behavior of the respective programs can
be shown by relating machine models (e.g. the behavior relative to one machine
model can be simulated by behavior of another machine model).

The syntactical structure by which statements are formed is chosen in such way
that it is suitable for giving semantics to programs, which is based on the execution
behavior of the statements of a program. This allows for structured programming,
or control-structured programming, where it is possible to recognize from the syntax
of a program what are the so-called control points for which it is possible to reason
about the possible states of the underlying machine model. Making the state of the
underlying machine model predictable is an important property of the semantics,
which ensures that one is able to reason about program correctness.

The set of control points of a program can be understood as follows. One may
consider a program to be the top-level statement containing sub-statements. Any
position before or after a sub-statement of a program is a control point. The
semantics of programs is given in terms of a current control point, which moves
around the program as statements are executed, one after the other. The intuitive
idea of control points are formalized by the continuation of a statement, that is,
what remains to be executed after a small-step in the execution of a statement
is taken. The continuation of a statement is either another statement, or the
termination marker ✓.

It is important to realize that the models we consider are abstractions of the
primitive operations and tests that can be performed on actual machines that exe-
cute programs. Based on a machine model, we can define a state transition system
that abstractly models the behavior of programs. The accuracy of the analysis of
program behavior thus relies on the precision of the chosen machine model.
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Therefore, it is a design decision how much we are concerned about the possibility
of blocking, non-determinism, and failure. The execution of primitive operations
may result in a blocking (e.g. the machine hangs and cannot progress), in an
un(der)specified next state (e.g. the next state is not fully determined by the
previous state and the operation performed), or in an explicit failure (e.g. the
machine signals an error). We introduce failure-sensitive machine models which
take these possibilities into account.

Definition B.2.1 (Failure-sensitive machine model). A failure-sensitive machine
model M is a pair of a state space S (a set of states), and an operationalization
consisting of:

• for each operation O, a transition function which is a partial function OM of
states to a set of states,

• for each test T , a set of states TM.

Given input state s and operation O, we write s′ ∈ OM(s) if OM(s) is defined
and s′ is in the set OM(s). In that case, s′ is an output state. We write OM(s) = ∅
if OM(s) is defined and is empty. We write OM(s) = fail if OM(s) is undefined.

For a complex test B, we also have the induced set of states BM as follows:
TM as base case, ¬BM is the complement of BM, (B1 ∧B2)M is the intersection
of BM

1 and BM
2 , and (B1 ∨B2)M is the union of BM

1 and BM
2 .

One may picture a failure-sensitive machine model by means of a graph, in
which the states are vertices and directed edges, labeled by a primitive operation,
represent transitions from one state to another. The graph also may have loose
ends, which are outgoing edges from one state that leads to no state at all. The
transition function of a machine model determines the edges (possibly with a loose
end) that are present in the graph. We can then picture the following properties of
the transition function OM of a machine model M:

• If OM(s) = ∅, then the state s is an indeterminate state or a blocked state
(with respect to operation O), that is, the next state is implicitly undefined.
This may be picture by having no outgoing edges from the state s. We may
think of hanging at the indeterminate or blocked state, being unable to go to
the next state. Indeterminacy of the machine model M means that there
exists an indeterminate state, and a machine model M is progressive if there
are no blocked states (so it is impossible to hang by performing an operation).

• If OM(s) = {s′} for some s′, then the state s is a deterministic state (with
respect to operation O), that is, there is exactly one outgoing edge from s
into the next state s′. If every state of machine model M is deterministic,
then M is also called deterministic.

• If s′ ∈ OM(s) and s′′ ∈ OM(s) for different s′ and s′′, then the state s is
a non-deterministic state (with respect to operation O), that is, there are
multiple outgoing edges from s. We may think of the next state of s to be
arbitrary selected from the non-empty set OM(s). The machine model M is
called non-deterministic if there is a non-deterministic state.
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• If OM(s) = fail, then the state s is a failing state (with respect to operation
O), that is, the next state is explicitly undefined. This may be pictured by a
loose end in the graph. A machine model which has a failing state is called
failing, and a machine model without any failing state is called non-failing.

To avoid confusion, we do not speak of the ‘determinacy’ of a machine model M.
Some authors use ‘determinacy’ to mean deterministic. However, ‘determinacy’
may also mean the lack of indeterminacy of a machine model, i.e. that performing
an operation in every state leads to some next state or is a failing state.

Now consider the processor, which consists of a programmable controller and a
machine which is being controlled. The controller takes a program that specifies
what operations the machine must perform, and what tests of the machine influence
the control flow. After the controller reaches the end of the program, the processor
terminates. Given a failure-sensitive machine model, we can also model the behavior
of programs as being executed step-by-step by an abstract processor. The processor
is abstractly modeled using configurations and transitions between configurations.

Definition B.2.2 (Configuration). Given a failure-sensitive machine model M. A
configuration is a pair of continuation and a state of M, or a failure signal fail.

Given a statement S and state s, we thus have that (S, s) is a configuration.
The configuration (✓, s) is called a terminal configuration, and fail is called the
failure configuration.

There are different approaches for modeling processor behavior, from fine-
grained to coarse-grained. In the fine-grained approach we transition from configu-
ration to configuration in small steps, and this approach is also called small-step
operational semantics where the intermediate configuration between initial and final
configuration are taken into account. In the coarse-grained approach we transition
from initial configuration directly to (one possible) final configuration. There, the
initial configuration is not related to any intermediary configurations.

The small-step semantics is closer to the behavior of an actual processor,
whereas the big-step semantics is easier to reason about and allows us to show
important closure properties of the semantics, such as compositionality. We take
both approaches, and, in fact, both approaches are equivalent in a certain sense.

Definition B.2.3 (Small-step operational semantics). Given a machine model M.
We define the binary relation −→ on configurations as the smallest relation satisfying
the following conditions:

(O, s) −→ (✓, s′) if s′ ∈ OM(s)

(O, s) −→ fail if OM(s) = fail

(skip, s) −→ (✓, s)

(S1;S2, s) −→ (S′
1;S2, s

′) if (S1, s) −→ (S′
1, s

′)

(S1;S2, s) −→ (S2, s
′) if (S1, s) −→ (✓, s′)

(S1;S2, s) −→ fail if (S1, s) −→ fail
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(if B then S1 else S2 fi, s) −→ (S1, s) if s ∈ BM

(if B then S1 else S2 fi, s) −→ (S2, s) if s ̸∈ BM

(while B do S od, s) −→ (S;while B do S od, s) if s ∈ BM

(while B do S od, s) −→ (✓, s) if s ̸∈ BM

where s is a state and S1, S2, S are statements.

We write (S, s) −̸→ if there is no configuration C such that (S, s) −→ C. We
have (halt, s) −̸→.

Proposition B.2.4. If (S1, s) −̸→ then (S1;S2, s) −̸→.

Our intuition is that the small-step relation operates on a single statement
at a time. The sub-statement S′ of S on which we operate, is called the primed
statement of S. For each statement S, we also have a primed context S[−]′. It
is the case that S = S[S′]′, meaning that the statement S is obtained from its
primed context S[−]′ for which in the hole the primed statement S′ is plugged.
The primed statement of S is any statement that is not a sequential composition.
For any statement that is not sequential composition, the primed statement is that
statement itself and the primed context is just a single hole □. For the sequential
composition S1;S2, we have that the primed statement of S1;S2 is the primed
statement of S1 and the primed context is S1[−]′;S2 where S1[−]′ is the primed
context of S1.

Proposition B.2.5. Let S′ be the primed statement of S. We have the following:

• (S, s) −→ (S[S′′]′, s′) if (S′, s) −→ (S′′, s′),

• (S, s) −→ fail if (S′, s) −→ fail,

• (S, s) −̸→ if (S′, s) −̸→.

Proof. We have S = S[S′]′. By structural induction on S. If S[−]′ is just a hole,
the result follows immediately. Otherwise, we apply the small-step semantics for
sequential composition and the induction hypothesis.

After execution of the primed statement S′ of S is finished execution continues
with the remainder of statement S, which we denote by R(S). The remainder of a
statement is a continuation, to take into account the possibility that the remainder
is not a statement. For any statement that is not sequential composition, the
remainder is ✓. For the sequential composition S1;S2, there are two cases. The
remainder of S1;S2 is S2 if the remainder of S1 is ✓. The remainder of S1;S2 is
S′
1;S2 if the remainder of S1 is S′

1.

Proposition B.2.6. Let S′ be the primed statement of S. (S, s) −→ (R(S), s′) if
(S′, s) −→ (✓, s′).
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Proof. Again by structural induction on S: all cases except sequential composition
are trivial. For the remaining case where S = S1;S2, we distinguish the two
cases whether R(S1) = ✓ or not, and apply the relevant small-step semantics for
sequential composition.

By the above proposition, we now have established that the small step semantics
either takes a step directly at top-level for any statement that is not a sequential
composition, or takes a step at the primed statement. Since the primed statement
is never a sequential composition, the step taken at the primed statement is a
top-level step as well.

In fact, we can say something stronger about the small-step semantics defined
above.

Proposition B.2.7 (Determinism). Given a deterministic machine model M,
then the small-step operational semantics satisfies the following property:

if C1 −→ C2 and C1 −→ C3 then C2 = C3.

The above definition of the small-step operation semantics defines a relation
between two configurations. We can imagine a chain of configurations as related
by the small-step relation −→:

C1 −→ C2 −→ . . . −→ Cn −→ . . . .

Definition B.2.8. An execution is a chain of configurations related by −→, which
is either finite or infinite.

A complete execution is a finite chain with no further step possible, that is, there
is no Cn+1 such that Cn −→ Cn+1. A complete execution is necessarily finite. A
complete execution leading to termination is a complete execution that ends in some
terminal configuration (✓, s). A complete execution leading to failure is a complete
execution that ends in the failure configuration fail. A complete execution leading
nowhere is a complete execution that is neither leading to termination, nor leading
to failure. In particular a configuration C = (S, s), where s is an indeterminate
state with respect to O and O is a primed statement of S, is called an indeterminate
configuration. An complete execution that ends in an indeterminate configuration
leads to nowhere. Executions leading nowhere are also called stuck. A diverging
execution is an execution with an infinite chain of configurations.

For a given execution, the first configuration is called the initial configuration.
Conversely, an initial configuration I induces the set of complete or diverging
executions that start in the configuration I. For a complete execution, the last
configuration is called the final configuration. We may also speak of a reachable
configuration C from an initial configuration I if there exists an execution that starts
in configuration I which contains the configuration C in its chain. A configuration
is unreachable from an initial configuration if it is not reachable.

We may imagine the set of all executions, of a given machine model, to form
a forest: the roots are initial configurations which induce (possibly infinite) trees
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formed by executions that share the same initial configuration, and for which
shared prefixes of two different executions forms the trunk of a tree. The trunk
splits in two or more branches by taking a small-step of an operation on a state
that is non-deterministic. There are three kinds of leaves. First, a leave represents
that a small-step of an operation is performed on a blocking state: there is no next
configuration. Second, a leave represents the failure configuration fail. Third, the
leave represents a terminal configuration (✓, s). The height of a configuration in a
tree represents the number of small steps taken from the initial configuration (and
as such there are no cycles back to earlier configurations), and this height is often
used to inductively reason about properties of executions.

The concepts of two executions reaching the same configuration is important
enough that it warrants its own definition.

Definition B.2.9 (Computations). Given an initial configuration I and a configu-
ration C, the set of executions starting in I and reaching C is a computation from
I to C.

A computation consists of zero or more executions, all reaching the same
intermediary configuration. A computation thus abstracts from the particular way
of reaching this configuration. A computation for which in the reached configuration
C there is still a further step possible may also consists of diverging executions. If
for the reached configuration C no further step is possible, we call the computation
complete. A complete computation necessarily consists of complete executions. A
complete computation leading to termination is a complete computation that ends
in some terminal configuration (✓, s). A complete computation leading to failure
is a complete computation that ends in the failure configuration fail. A complete
computation leading nowhere is a complete computation that is neither leading to
termination, nor leading to failure.

There may be different computations starting from the initial configuration.
In fact, an initial configuration I also induces a set of computations that start in
the configuration I. It may be the case that for the same initial configuration I,
there is a complete computation but also a computation which consists of diverging
executions.

We now introduce the big-step semantics, which captures the notion of complete
computations leading to termination or failure directly.

Definition B.2.10 (Big-step operational semantics). Given a machine model M.
We define the binary relation −↠ on configurations as the smallest relation satisfying
the following conditions:

(O, s) −↠ (✓, s′) if s′ ∈ OM(s)

(O, s) −↠ fail if OM(s) = fail

(skip, s) −↠ (✓, s)

(S1;S2, s) −↠ (✓, s′′) if (S1, s) −↠ (✓, s′) and (S2, s
′) −↠ (✓, s′′)

(S1;S2, s) −↠ fail if (S1, s) −↠ fail

(S1;S2, s) −↠ fail if (S1, s) −↠ (✓, s′) and (S2, s
′) −↠ fail
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(if B then S1 else S2 fi, s) −↠ C if (S1, s) −↠ C and s ∈ BM

(if B then S1 else S2 fi, s) −↠ C if (S2, s) −↠ C and s ̸∈ BM

(while B do S od, s) −↠ C if (S;while B do S od, s) −↠ C and s ∈ BM

(while B do S od, s) −↠ (✓, s) if s ̸∈ TM

In the big-step semantics we can no longer distinguish between a diverging
execution or an execution leading to nowhere. In both cases we have that, for an
initial configuration I, there is no final configuration C such that I −↠ C. It is
possible to observe this difference from the small-step semantics: for the initial
configuration there is either a diverging execution, in the first case, or a complete
execution I −→ . . . −→ C that is stuck in C, when there is no step possible from
C, in the second case. However, this distinction disappears if we only consider
observing final configurations of either the form (✓, s) or fail.

In fact, there is a correspondence between big-step and small-step semantics.
Let −→+ be the transitive closure of the binary relation −→. And let I −→n C
denote that C can be reached in exactly n small steps from I. We then have that
I −→+ C holds if and only if there exists n > 0 such that I −→n C.

Proposition B.2.11. The following holds:

1. (S1;S2, s) −→+ (S′
1;S2, s

′) if (S1, s) −→+ (S′
1, s

′),

2. (S1;S2, s) −→+ (S2, s
′) if (S1, s) −→+ (✓, s′),

3. (S1;S2, s) −→+ (✓, s′′) if (S1, s) −→+ (✓, s′) and (S2, s
′) −→+ (✓, s′′),

4. (S1;S2, s) −→+ fail if (S1, s) −→+ fail.

Proposition B.2.12. C1 −↠ C3 if C1 −→ C2 and C2 −↠ C3.

Lemma B.2.13 (Correspondence small-step and big-step semantics).
I −→+ C if and only if I −↠ C for any terminal or failure configuration C.

Proof. I cannot be of the form (✓, s) or fail since both the small-step and big-
step operational semantics do not have terminal or failure configurations on the
left-hand side, while C must be of that form. So, we have that I = (S, s) for some
S, s, and C = (✓, s′) for some s′ or C = fail. (⇐=) By induction on the way
(S, s) −↠ (✓, s′) is established, transitivity of −→+, and Proposition B.2.11. (=⇒)
Assume (S, s) −→n (✓, s′) for some n > 0, we proceed by induction on n, and use
Proposition B.2.12.

Corollary B.2.14. Given a deterministic machine model M, then the big-step
operational semantics satisfies the following property:

if C1 −↠ C2 and C1 −↠ C3 then C2 = C3.

Observe that the final configurations obtained by the big-step semantics are
either (✓, s) or fail. Given an initial configuration, we have a result set of possible
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final configurations related to that initial configuration. The result set is either
empty (divergence or stuck), or it contains the failure configuration fail alongside
terminal configurations of the form (✓, s) for some state s ∈ S. Note that, due
to possible non-deterministic operationalizations of the machine model, the result
set may contain at the same time different terminal configurations and the failure
configuration. Each configuration in the result set is obtained by a different
computation.

Instead of considering only computations that begin in an initial configuration
with a fixed state, it is useful to abstract from the initial state. Thus, each statement
S induces a result set that is indexed by an initial state s ∈ S, i.e. {C | (S, s) −↠
C}s∈S . We can lift this construction to a set of initial states, and thereby also have
that each statement induces a result set indexed by a set of initial states X ⊆ S,
i.e. {C | (S, s) −↠ C for some s ∈ X}X⊆S .

We are interested in composing multiple results sets: given that a result set
determines the possible outcomes of parts of a statement, can we compose result
sets into the result set of the overall statement? To do so, we represent result sets
more abstractly as an element of P(S ⊎ {fail}), viz. as a subset of the disjoint
union of states and a failure marker. We could see the failure marker fail as an
improper state, and every state s ∈ S as a proper state. Every statement induces
a result set indexed by a (proper or improper) state. Equivalently, a statement
induces a function S ⊎ {fail} to P(S ⊎ {fail}), which we denote by M[S], with the
following specification:

M[S](fail) = {fail}, M[S](s) = {s′ | (S, s) −↠ (✓, s′)} ∪ {fail | (S, s) −↠ fail}

and we can lift this function to result sets, being a set of (proper or improper)
states Y ⊆ S ⊎ {fail}, with the following specification:

M[S](Y ) =
⋃
y∈Y

M[S](y)

where y is either the improper state fail or a proper state in S. We thus obtain
our desired form: every statement induces a result set indexed by a result set.

B.3 Denotational semantics
We now see a second approach of giving semantics to statements, called a denota-
tional semantics. We can use functions on result sets as the domain of denotation
of statements, and we work towards characterizing our denotation of statements
in a syntax-directed manner. This allows for equational-style reasoning about the
semantics of statements.

We first introduce an approximate denotation of a statement, and then define
the denotation of a statement as the limit of the approximate denotation.

Definition B.3.1 (Denotational semantics). Given a failure-sensitive machine
model M and statement S. The approximate denotation of a statement MJSKn is
a function on result sets, defined inductively on n and structurally on S as follows:
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• MJOKn(Y ) = (Y ∩ {fail}) ∪
⋃
{OM(s)}s∈(Y ∩S),

• MJskipKn = id,

• MJhaltKn(Y ) = Y ∩ {fail},

• MJS1;S2Kn = MJS2Kn ◦MJS1Kn,

• MJif B then S1 else S2 fiKn(Y ) =
(Y ∩ {fail}) ∪MJS1Kn(Y ⊓BM) ∪MJS1Kn(Y ⊓ (¬B)M),

• MJwhile B do S odK0(Y ) = Y ∩ {fail},

• MJwhile B do S odKn+1 =
MJif B then S; (while B do S od) fiKn,

where Y ⊆ S ⊎ {fail} is a result set, and Y ⊓X is the intersection of Y and a set
of proper states X but which propagates failure, so fail ∈ (Y ⊓X) if fail ∈ Y . We
define the denotation of a statement as the limit of the approximate denotation:

MJSK(Y ) =

∞⋃
n=0

MJSKn(Y ).

We may also write MJSK(s) to mean MJSK({s}) for a singleton proper state s.
One may think of the parameter n as the maximal number of loop iterations for
the outer while-statements, where the parameter decreases for statements that
are directly nested under a while-statement. By using this parameter we ensure
that the approximate denotational semantics is well-defined.

It is easy to see that the first three clauses of the approximate denotation also
hold for the limit of the approximate denotation, that is:

• MJOK(Y ) = (Y ∩ {fail}) ∪
⋃
{OM(s)}s∈(Y ∩S),

• MJskipK = id,

• MJhaltK(Y ) = Y ∩ {fail}.

However, to establish that the other clauses also hold for the complex statements,
we need to introduce further technical intermediary results. This is important to
do, since it allows for syntax-directed reasoning about the limit of the approximate
denotation

The approximate denotation given above has important properties, namely:

Lemma B.3.2 (Monotonicity).

1. Given result sets X ⊆ Y , MJSKn(X) ⊆ MJSKn(Y ) if X ⊆ Y .

2. Given a result set Y , MJSKn(Y ) ⊆ MJSKn+1(Y ).

3. Given a result set Y and n ≤ m, MJSKn(Y ) ⊆ MJSKm(Y ).
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4. MJS2Kn ◦MJS1Km ⊆ MJS1;S2Kmax(n,m).

Proof. The third result depends on the second result, which depends on the first.
The first two by induction on n and S, and the last by induction on m. The fourth
result is by induction on n and S2: the case analysis is delicate and non-trivial,
and the other results are needed multiple times.

It is easy to lift the first result, and have MJSK(X) ⊆ MJSK(Y ) if X ⊆ Y . The
second and third results become trivial when we lift them.

Based on the properties of monotonicity we can prove the following properties
of the (approximate) denotation. Recall that assert(B) abbreviates

if B then skip else halt fi.

We have a few intermediary technical properties, needed to establish later results.

Proposition B.3.3.

1. MJS1; (S2;S3)Kn = MJ(S1;S2);S3)Kn.

2. MJSKn = MJskip;SKn.

3. fail ∈ X implies fail ∈ MJSKn(X).

These properties are easily lifted to the limit of the approximate denotation.
We proceed to establish the following properties of the denotational semantics.

Lemma B.3.4.

• MJS1;S2K = MJS2K ◦MJS1K.

• MJif B then S1 else S2 fiK = MJassert(B);S1K ∪MJassert(¬B);S2K.

To allow for syntax-directed reasoning about while-statements, we make use
of syntactic approximations. We have the following recursively defined syntactic
approximation called loop unrolling :

(while B do S od)0 = halt,

(while B do S od)k+1 = if B then S; (while B do S od)k else skip fi.

The following holds for the denotational semantics.

Lemma B.3.5 (Loop unrolling).

MJwhile B do S odK =

∞⋃
k=0

MJ(while B do S od)kK.

It is now easy to establish, for the denotational semantics, that we can replace
statements by equivalent statements under any context. In other words, equivalent
statements cannot be discriminated by any context. Let S[−] be any statement
with a hole.
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Corollary B.3.6 (Compositionality). MJS[S1]K = MJS[S2]K if MJS1K = MJS2K.

It is also possible to generalize compositionality to contexts with arbitrarily
many holes, for which a similar property as above holds.

We can now establish the correspondence between the operational semantics
and denotational semantics. This correspondence allows us to reason about the
operational semantics of a program using the denotational semantics, and vice
versa. Thus, both approaches in giving semantics coincide!

Lemma B.3.7 (Full abstraction). MJSK = M[S].

B.4 Axiomatic semantics
There is a third approach of giving semantics to statements, which is the axiomatic
semantics. In this approach we express the behavior of programs in terms of
program specifications. In contrast to the operational and denotational semantics
which are relative to a given machine model and—so to speak—works ‘from inside
out’, the axiomatic semantics consists of a set of program specifications and works
‘from outside in’. In the axiomatic semantics we declare which expectations we
have of the behavior of a program, without a priori knowing the inner workings of
the primitive operations of a machine model.

The behavior of a program can be modeled by its input/output behavior. Oper-
ationally, one may see program behavior as a relation between input and output
states, i.e. t ∈ M[S](s) indicates that output state t is related to the (singleton)
input state s and fail ∈ M[S](s) indicates that the program leads to failure from
the (singleton) input state s. Denotationally, we know that a statement S denotes
a state transformer MJSK, and when X is a set of (proper or improper) states that
MJSK(X) also is a set of (proper or improper) states. We have seen before that
operational and denotation semantics coincide. However, this raises the question:
what language can we use to describe states? We turn to that question later in
this section.

First, we outline the usefulness of axiomatic semantics. Expected program
behavior can be expressed by giving two descriptions: one of the set of input
states, and one of the set of output states. Formally, the description of the input
states is called a precondition, and the description of the output states is called
a postcondition. We work directly with these descriptions by the use of program
specifications. We introduce the notation {ϕ} S {ψ} for program specifications
which consists of a precondition ϕ, the statement S, and the postcondition ψ. Then,
given a suitable interpretation J−K of the precondition and postcondition as sets
of (proper or improper) states, we can interpret program specifications as follows
(called the partial correctness interpretation):

M |= {ϕ} S {ψ} if and only if MJSK(JϕK) ⊆ JψK.

By M |= {ϕ} S {ψ} we then mean that the program specification {ϕ} S {ψ} is
satisfied in the machine model M. Next, we consider sets of program specifications:
these are called program theories.
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Similar how theories in (first-order or higher-order) logic can be used to classify
structures, we can use program theories to classify machine models. By giving a
set of program specifications which we expect to be satisfied in a given machine
model, we constrain the possible choices of machine models that are possible. Note
that such constraints can also be expressed for complex statements, e.g. involving
control structures such as loops!

Similar how each structure induces a (first-order or higher-order) theory, we
also have that each machine model induces a program theory. Given a machine
model M, then by Th(M) we denote the set of program specifications that are
satisfied in M. It is then also possible to compare machine models by their induced
program theories.

Example B.4.1. Say, we work with formulas of first-order logic for the pre- and
postconditions, and we want to introduce a new complex programming construct
which introduces local program variables with the syntax:

begin local x := y; S end

The intended meaning is that the variable x is local to the execution of the statement
S: it has an initial value determined by y, but the original value of x is restored after
execution of S ends. To describe the semantics of such a programming construct
using the axiomatic approach would amount to saying that the program theory
must be closed under the following rule:

{ϕ} x := y;S {ψ}
{ϕ} begin local x := y;S end {ψ}

where x ̸∈ FV (ψ)

Thus we are able to declaratively specify properties of the semantics of this complex
programming construct, without knowing how this construct decomposes into
primitive operations nor saying anything about the underlying denotational or
operational semantics. End of Example.

In the axiomatic approach of giving semantics, we intend to give semantics
to programs in an abstract setting, without explicitly knowing the underlying
(operational or denotational) semantics of the primitive operations. We thus need
a language in which we can express the precondition and postcondition, to be able
to describe the behavior of a program. In doing so, we have three desiderata of the
language we choose:

1. The tests (and thus assertions) can be described by the language,

2. the language is expressive enough to describe the behavior of the primitive
operations,

3. the language is closed under substitution, conjunction, and negation.

The first desideratum lets us speak of an assertion language. Although the second
desideratum is necessary, often one is still free to choose an appropriate level of
abstraction. Typically, one wishes to specify primitive operations in which the
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(concrete) implementation details are hidden, i.e. at the level of abstraction of the
programming language itself. The third desideratum naturally leads us to choose a
logical language.

We take as assertion language the language of one of the logics that we have
introduced earlier. In doing so, we restrict the class of machine models to ensure
that the set of states and the tests are compatible with the chosen logic. In this
section we introduce logical machine models, corresponding to classical first-order
logic. In logical machine models we take valuations as states and the (denotation of)
quantifier-free formulas which are the tests. As such, we fix a first-order program
signature FPS (Σ), for a given first-order signature Σ.

Although we focus in this section on classical first-order logic, nothing prevents
us from considering other classes of machine models to be associated to different
logics. In fact, in later sections we also introduce the class of machine models
corresponding to separation logic. In principle, one can choose any logic and
make suitable design choices to map the chosen logic to a class of machine models.
For practical purposes, one makes design choices in such a way as to ensure that
assertions are decidable (i.e. tests can be effectively evaluated in any state) and
primitive operations are computable. This motivates our choice above to consider
the quantifier-free formulas as tests. In practice, one can also restrict the first-order
signature Σ to ensure only a subset of the signature of the logic can be used in
tests. When doing so, one may speak of the logical signature and the program
signature that is a subset of the logical signature. For technical simplicity, we shall
speak of only one signature.

Before giving logical machine models, we introduce the concept of equal sets of
valuations modulo a set of variables. Let X and Y be sets of valuations of some
structure A, and Z ⊆ V be a set of variables. Then by X ≡ Y mod Z we mean that
the sets X and Y are in a correspondence such that for each valuation ρ ∈ X that
corresponds to a valuation ρ′ ∈ Y we have that ρ[V \ Z] = ρ′[V \ Z]. This notion
is also defined when a function is applied on both sets that are in correspondence,
and then takes the original correspondence. Further, by X ≡ f(X) mod Z
we mean that for each valuation ρ ∈ X and valuation ρ′ ∈ f(ρ) we have that
ρ[V \ Z] = ρ′[V \ Z]. These notions can be lifted in the obvious way to result sets
(being sets consisting of valuations or fail), or sets of proper or improper states
(being the disjoint union of proper states and the fail marker).

Definition B.4.2. A logical machine model M is a pair of a structure A and an
operationalization consisting of:

• for each operation O, a transition function which is a partial function OM of
valuations to a set of valuations of A,

• for every operation x := y, the transition function (x := y)M is defined by
mapping ρ to ρ[x := ρ(y)],

• for the transition function OM we have the change condition that either
OM(ρ) = fail or ρ′[V1\change(O)] = ρ[V1\change(O)] for every ρ′ ∈ OM(ρ),
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• for the transition function OM we have the access condition that states
that OM(ρ) ≡ OM(ρ′) mod var(O) for every ρ, ρ′ for which ρ[access(O)] =
ρ′[access(O)] holds.

The operations x := y have a fixed operationalization, namely by assigning the
value of y to the program variable x. Further, the change and access conditions
can be explained as follows. For every operation, we require that only the changed
program variables are actually modified by the operation. We require that only
the accessible program variables can have an influence on the outcome of an
operation. In fact, both conditions imply that operations depend only on finitely
many variables and can affect only finitely many variables.

We also write ⟨M,A⟩ for a logical machine model to indicate its underlying
structure A. A logical machine model is a failure-sensitive machine model in the
following sense: the state space of a logical machine model is the set of valuations
of A, and the given operationalization induces an operationalization for tests by
associating every quantifier-free formula ϕ to the set AJϕKCL that denotes the
valuations that satisfy ϕ in structure A.

The access and change conditions can be lifted to statements S.

Lemma B.4.3 (Change Lemma). Given a set of proper states X,

X ≡ ⟨M,A⟩JSK(X) mod change(S).

Lemma B.4.4 (Access Lemma). Given two sets of proper states X,Y such that
X ≡ Y mod (V \ access(S)), then

⟨M,A⟩JSK(X) ≡ ⟨M,A⟩JSK(Y ) mod (V \ var(S)).

Intuitively, these express that a program only modifies the variables change(S),
and that the outcome of a program is only dependent on the variables access(S).

We now formally define whether a program specification is satisfied in a logical
machine model. Note that, contrary to our earlier discussion, there is a mismatch
in the denotation of formulas and the sets of (proper or improper) states: formulas
never denote the improper state fail. Thus we have a stronger interpretation for
program specifications, called strong partial correctness, defined as such:

⟨M,A⟩ |=HL {ϕ} S {ψ} if and only if ⟨M,A⟩JSK(AJϕKCL) ⊆ AJψKCL.

Since fail is never in AJψKCL, this interpretation explicitly states that the machine
never fails when executing program S starting from any state in AJϕKCL. Note that
the superscript HL (short for Hoare’s Logic) is used to be able to distinguish this
interpretation from the one introduced in the next chapter, but may be dropped if
it is clear from context what interpretation is intended.

It is useful to restrict our attention to particular logical machine models, that
are based on a structure that satisfies a particular theory. There are two levels at
which we recognize theories: background theories and program theories. Let T be a
set of first-order formulas, called a background theory. We write |=HL

T {ϕ} S {ψ} to
mean ⟨M,A⟩ |=HL {ϕ} S {ψ} for every logical machine model ⟨M,A⟩ such that
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A |=CL T . We then say that the program specification is valid relative to the
given background theory. We write |=HL {ϕ} S {ψ} if the program specification is
valid in every logical machine model, regardless of background theory, and call it
universally valid.

Let Γ be a set of program specifications, called a program theory. We write
Γ |=HL

T {ϕ} S {ψ} to mean ⟨M,A⟩ |=HL {ϕ} S {ψ} for every structure A such
that A |=CL T and every logical machine model ⟨M,A⟩ such that ⟨M,A⟩ |=HL

{ϕ′} S′ {ψ′} for each {ϕ′} S′ {ψ′} ∈ Γ. We then say that the program specification
{ϕ} S {ψ} is a semantic consequence of Γ with respect to the background theory T .
The notion Γ |=HL {ϕ} S {ψ}, that {ϕ} S {ψ} is a semantic consequence of Γ, can
be defined (regardless of the background theory) in a similar way.

It is sufficient to focus on the semantic consequence relation, regardless of
the background theory, by the following argument. Observe that the program
specification {⊤} skip {ϕ} is satisfied in a logical machine model ⟨M,A⟩ if and only
if ⟨M,A⟩JskipK(AJ⊤KCL) ⊆ AJϕKCL if and only if AJϕKCL is the set of all proper
states if and only if A |=CL ϕ. Hence, every formula ϕ in the background theory can
be represented by the program specification {⊤} skip {ϕ}. Let T be a background
theory, and T ′ be the corresponding set of program specifications in which we
represent each formula ϕ ∈ T as a program specification {⊤} skip {ϕ} ∈ T ′. Then
we have Γ |=HL

T {ϕ} S {ψ} if and only if Γ ∪ T ′ |=HL {ϕ} S {ψ}. For notational
convenience, we simply work with formulas instead of their representations as
program specifications. Hence, we merge the notions of background theory and
program theory, and simply speak of a theory, being a set of program specifications
or formulas. Every theory has projections to its underlying background theory and
program theory.

We introduce a proof system in which program specifications can be deduced.
The purpose of using a proof system is that we can effectively check the deduction
of program specifications. The proof system is set-up as a proof system with
premises. Typically, we take the background theory as premises, from which we
can derive program specifications. Our proof system is called Hoare’s logic, or HL
in short, in honor of C.A.R. Hoare (but, as mentioned in Section 1.4, the proof
system given below is by K.R. Apt and F.S. de Boer).

Definition B.4.5. The proof system HL consists of:

• program specifications or formulas of first-order logic as objects,

• the smallest deduction relation ⊢HL satisfying the conditions:

(skip) ⊢HL {ϕ} skip {ϕ},
(halt) ⊢HL {ϕ} halt {false},
(assign) ⊢HL {ϕ[x := y]} x := y {ϕ},
(comp) {ϕ} S1 {ψ}, {ψ} S2 {χ} ⊢HL {ϕ} S1;S2 {χ},
(if) {ϕ ∧ χ} S1 {ψ}, {ϕ ∧ ¬χ} S2 {ψ} ⊢HL {ϕ} if χ then S1 else S2 fi {ψ},
(while) {ϕ ∧ χ} S {ϕ} ⊢HL {ϕ} while χ do S od {ϕ ∧ ¬χ},
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(conseq) (ϕ′ → ϕ), {ϕ} S {ψ}, (ψ → ψ′) ⊢HL {ϕ′} S {ψ′},
(subst) {ϕ} S {ψ} ⊢HL {ϕ[x := y]} S {ψ[x := y]} for x ̸∈ var(S), y ̸∈ change(S),

(invar) {ϕ} S {ψ} ⊢HL {ϕ ∧ χ} S {ψ ∧ χ} if FV (χ) ∩ change(S) = ∅,
(∃-intro) {ϕ} S {ψ} ⊢HL {∃xϕ} S {ψ} for x ̸∈ var(S) ∪ FV (ψ).

Note how only the consequence proof rule (conseq) uses formulas as premises.
Every deduction is a proof tree constructed in the usual way. Hence, a deduction
has only finitely many premises, being either formulas or program specifications.

Let Γ be a given theory. We can now formulate that the proof system satisfies
the following meta-theoretical property, relating the proof system to the semantic
consequence relation on program specifications.

Lemma B.4.6 (Soundness).

Γ ⊢HL {ϕ} S {ψ} implies Γ |=HL {ϕ} S {ψ}.

Proof. Generalized reflexivity and generalized transitivity holds for the strong
partial correctness interpretation too, by induction on the structure of the deduction.
We then verify the axioms: For (skip), we have |= {ϕ} skip {ϕ} regardless of Γ,
and this easily follows from the denotational semantics. Also for (halt), we have
|= {ϕ} halt {false} regardless of Γ, similar to skip. For (assign), every logical
machine model has a fixed interpretation of x := y, and thus we have the result by
the substitution lemma. We have that (comp) follows directly from the denotational
semantics. For the proof rule (if) we can perform a case distinction on whether
χ holds or not, and from {ϕ ∧ χ} S {ψ} we can obtain {ϕ} assert(χ);S {ψ} and
similar for the other case. For the proof rule (while) we can do loop unrolling, and
then observe that

∞⋃
k=0

⟨M,A⟩J(while χ do S od)kK(AJϕKCL) ⊆ AJϕ ∧ ¬χKCL

holds by considering that the following holds

⟨M,A⟩J(while χ do S od)kK(AJϕKCL) ⊆ AJϕKCL

for every k; the latter can be shown by induction on k and the premise. For
the proof rule (conseq) the result holds for logical machine models in which the
premises are satisfied.

The remaining rules can be proven sound, given the following intuition:

• In the substitution rule (subst) we make use of the access lemma to take
any computation from {ϕ} S {ψ} and change the initial state with respect
to variable x that is not occurring in S to obtain another computation (the
variable x can then not be overwritten by S). The value to assign to x is
the value of y, which must have the same value in the initial and final state
due to the change lemma. The specification then is satisfied by applying the
substitution lemma on the initial and final state.
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• The invariance rule (invar) follows from the change lemma, where the de-
notation of χ depends entirely on its free variables, which values cannot
change.

• The ∃-introduction rule (∃-intro) follows from the access lemma, since the
value of x cannot have any effect on the computation of S nor determine the
denotation of ψ.

In fact, under suitable assumptions of the expressivity of the assertion language,
the converse can be stated as well. To do so, we introduce the notions of a weakest
precondition and strongest postcondition, relative to a given theory Γ.

Remark B.4.7. Since we have limited the variables that are changed, and every
program depends only on finitely many variables, it is possible to express the
weakest precondition (strongest postcondition) by a formula. These conditions
cannot be described by a (finite) formula if, for example, a primitive operation
would affect the value of infinitely many variables, or would depend on the value
of infinitely many variables. End of Remark.

Given a program S and formula ψ, let WPΓ(S, ψ) denote the weakest (liberal)
precondition, a formula with the following properties:

• Γ |=HL {WPΓ(S, ψ)} S {ψ},

• Γ |=HL {ϕ} S {ψ} implies Γ |= ϕ→ WPΓ(S, ψ),

• Γ |=HL WPΓ(skip, ψ) → ψ,

• Γ |=HL WPΓ(halt, ψ) → ⊥,

• Γ |=HL WPΓ(x := y, ψ) → ψ[x := y],

• Γ |=HL WPΓ(S1;S2, ψ) → WPΓ(S1,WPΓ(S2, ψ)),

• Γ |=HL WPΓ(if χ then S1 else S2 fi, ψ) →
(WPΓ(S1, ψ) ∧ χ) ∨ (WPΓ(S2, ψ) ∧ ¬χ),

• Γ |=HL WPΓ(while χ do S od, ψ) →
(χ→ WPΓ(S,WPΓ(while χ do S od, ψ))) ∧ (¬χ→ ψ).

Note that in some of these conditions we use formulas ϕ, such that Γ |= ϕ means
that for every logical machine model ⟨M,A⟩ that satisfies the theory Γ, we must
have that the formula ϕ is valid, that is, A |= ϕ. Whether a formula exists, that
can express the weakest precondition, is a property of the assertion language and
the given theory: not all choices of signatures and theories allow us to express such
weakest precondition as a formula.

There are some general properties that hold of the weakest precondition, as
defined above, that show that the weakest precondition is closely related to our
denotational semantics:

Proposition B.4.8. Γ |=HL WPΓ(S1,WPΓ(S2, ψ)) → WPΓ(S1;S2, ψ).
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Proof. By definition of the weakest precondition, we have

Γ |=HL {WPΓ(S2, ψ)} S2 {ψ}

and
Γ |=HL {WPΓ(S1,WPΓ(S2, ψ))} S1 {WPΓ(S2, ψ)}.

By the soundness of the composition rule, we thus have

Γ |=HL {WPΓ(S1,WPΓ(S2, ψ))} S1;S2 {ψ}.

But from this, it follows that Γ |=HL WPΓ(S1,WPΓ(S2, ψ)) → WPΓ(S1;S2, ψ)
also from the definition of weakest precondition.

Other converses of the other properties of the weakest precondition given above
can be shown too: this establishes that we deal with equivalence and not merely
logical implications.

In fact, for a given logical machine model ⟨M,A⟩ we can precisely specify what
the weakest precondition denotes. A logical machine model fixes the background
theory Th1(A) by the choice of the underlying structure A, and furthermore fixes
the program theory Th(⟨M,A⟩) by the operationalization of M. So we can take as
theory Γ = Th1(A) ∪ Th(⟨M,A⟩). In this case we can simply speak of WP(S, ϕ),
dropping the subscript and instead take the theory induced by the given model.
Then, the weakest precondition is understood, semantically, to denote

AJWP(S, ψ)KCL = {ρ | ⟨M,A⟩JSK(ρ) ⊆ AJψKCL}

where ρ ranges over proper states (the valuations of A). Since our semantics denotes
the empty set for diverging programs, and the empty set is always included in any
set of proper states, we thus have a weakest liberal precondition in the sense that
we do not care about diverging computations.1 Note that in this setting, we are
able to distinguish a primitive operation leading to failure from an indeterminate
primitive operation: in the former case the weakest precondition is empty (since
fail is never contained in any set of proper states), whereas in the latter case the
weakest precondition is the set of all proper states (since the empty set is always
contained in any set of proper states).

Next, let NFΓ(S) denote a formula expressing the precondition so that compu-
tations of S do not lead to failure, and let SPΓ(ϕ, S) denote a formula expressing
the strongest postcondition, with the following properties:

• Γ |=HL {NFΓ(S) ∧ ϕ} S {SPΓ(ϕ, S)},

• Γ |=HL {ϕ} S {ψ} implies Γ |= SPΓ(ϕ, S) → ψ.

Note the asymmetry between the weakest precondition and the strongest postcon-
dition due to the failure-sensitive semantics: the strongest postcondition is only

1If liberal is not caring about getting stuck without making any progress, then progressive is
caring about making progress. But ‘weakest progressive precondition’ is terminology I invented.
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given in the case the precondition excludes the possibility any computation leads
to failure.

Again, for a given logical machine model ⟨M,A⟩ we can precisely specify what
the non-failing formula and the strongest postcondition denotes. Since a particular
logical machine model induces a particular theory, we simply write NF (S) and
SP(ϕ, S), dropping the subscript. We can take

AJNF (S)KCL = {ρ | fail ̸∈ ⟨M,A⟩JSK(ρ)}

and note that, for deterministic machine models, NF (S) and WP(S, true) denote
the same set of proper states. We also can take

AJSP(ϕ, S)KCL = {ρ | ρ ∈ ⟨M,A⟩JSK(AJϕKCL)}

where we take all proper final states starting from a state in the given precondition.
Note that, for a non-deterministic program S, we may have that a particular given
ϕ possibly leads to failure but in a non-deterministic way. In that case, NF (S) is
empty, since the failure cannot be avoided. However, SP(ϕ,S ) then could still be
non-empty for the computations that do not lead to failure, whereas SP(false, S)
is empty. Hence there is a difference between SP(ϕ,S ) and SP(NF (S ) ∧ ϕ,S ).

We now show the relative completeness result, by using the weakest (liberal)
precondition. This completeness result is called relative since we have two assump-
tions: we assume the expressivity of the weakest precondition, and we assume that
every logical truth is contained in the theory. The latter assumption is quite strong
and may go beyond what is computable or even recursively enumerable, and hence
we refer to that latter assumption as if we have access to an oracle.

Lemma B.4.9 (Relative completeness). Given a theory Γ where the weakest liberal
precondition WPΓ(S, ψ) is expressible and Γ is maximally consistent (with respect
to the background theory), then

Γ |=HL {ϕ} S {ψ} implies Γ ⊢HL {ϕ} S {ψ}

for all formulas ϕ, ψ.

Proof. We assume Γ |=HL {ϕ} S {ψ}. The proof goes as follows: it suffices to
show that Γ ⊢HL {WPΓ(S, ψ)} S {ψ}, since we obtain the desired result by an
application of the consequence rule and the property that Γ |=HL ϕ→ WPΓ(S, ψ).
Since Γ is maximally consistent we can actually apply the consequence rule.

The proof is by induction on S. For primitive operations, the specification
must follow from Γ (otherwise it contradicts our assumption). The skip, halt, and
assignment operations follow from the properties of the weakest precondition.

For sequential composition, we apply the consequence rule (together with the
property of the weakest precondition that distributes over composition) and need
to show Γ ⊢HL {WPΓ(S1,WPΓ(S2, ψ))} S1;S2 {ψ}. This can be done by an
application of the composition rule, with WPΓ(S2, ψ) as intermediary formula, and
the induction hypotheses. The other complex statements are similar.
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Summarizing, the completeness result depends essentially on the expressivity of
the weakest precondition. That this is crucial boils down to the following observa-
tion: if we know that Γ |=HL {ϕ} S1;S2 {ψ}, how can we find a description of the
possible intermediate states? The weakest precondition offers such a description.
Similarly, the weakest precondition describes the loop invariant in the case of the
while-statement. The fact that we need an oracle is secondary. In the case we deal
with finite structures, for which the background theory is complete, we also have
completeness of Hoare’s logic. For example, in the case of 32-bit signed integers,
the oracle can be effectively implemented by means of a decision procedure, and the
question whether a program specification is deducible is decidable as well. However,
there are background theories such as the theory of stacks, for which one can give
concrete programs where the loop invariant is non-expressible [133]. In that case,
having an oracle does not help in overcoming an inexpressive background theory.

From a proof-theoretic and model-theoretic point of view, the discussion of
completeness becomes more interesting. We know that there is a sound and
complete, finitary proof system for first-order logic. We can combine that proof
system with the proof system for Hoare’s logic: any proof needed in the consequence
rule can be provided by a deduction in the proof system for first-order logic. The
relative completeness result now no longer needs a background theory that is
maximally consistent (the oracle), since by the completeness of first-order logic we
already know that every semantic consequence (of the background theory) can be
deduced. In this case, it is important to keep in mind that program theories are
interpreted with a semantics of programs with respect to arbitrary structures that
satisfies the background theory. This, in fact, further shows that expressivity of
the weakest precondition is essential to the completeness result.

Nothing prevents us from taking one of the axiomatic set theories (such as
Zermelo-Fraenkel set theory [49], Quine’s New Foundations [85], Von Neumann–
Bernays–Gödel set theory [153], among others) as a background theory. The
resulting program logic is very expressive: we can specify very rich specifications
of programs. However, in that case, the relation with practical computing becomes
less clear, although even Dijkstra did not mind speaking about programs that work
on sets or real numbers.1 It is an interesting avenue to see what assumptions (such
as encodability, recursive enumerability, and decidability) are needed for modeling
the primitive operations and tests out of which a program is constructed. One
assumption, for example, could be that the value of every accessible or changed
program variable must have a digital encoding, so it can actually be represented in
the memory of a classical digital computer. However, alternative assumptions may
be needed for programs intended to be executed by quantum computers.

Note that we can also prove relative completeness using the strongest postcon-
dition, but we leave that as an exercise for the reader. Also note that we did not
need all proof rules in the (relative) completeness proof, but this changes after
introducing recursively defined procedures with parameters. For while-programs
it is in fact the case that the invariance rule, substitution rule, and ∃-introduction
rule are admissible. However, these rules are not derivable from the other rules.

1https://www.youtube.com/watch?v=GX3URhx6i2E

https://www.youtube.com/watch?v=GX3URhx6i2E
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B.5 Recursive procedures
This section sketches how to extend our approach to recursive procedures with
parameters. The purpose is to demonstrate that the set-up of the axiomatic
semantics above naturally extends to giving a proof system for programs with
recursive procedures. We shall limit our formal development to outline the main
ideas, and instead refer readers to the journal article Completeness and Complexity
of Reasoning about Call-by-Value in Hoare Logic for all technical details [29].
However, the presentation given here is slightly more elegant than that of [29], due
to the use of program signatures.

The axiomatic semantics above naturally leads to a programming methodology
called design by contract [154, 18]. In essence, every operation of the program
can be assigned a contract that declares a precondition (which the caller of the
procedure needs to guarantee) and a postcondition (which the caller of the procedure
may assume to hold after the procedure terminates). We follow this methodology
in the design of a proof system that supports verifying programs with recursive
procedures.

Given a program signature. A recursive program (D | S) consists of a main
statement S and a set of declarations D. A declaration declares the meaning of
an operation of the program signature, by defining it in terms of a procedure body
which is a statement of our language. Operations that lack such a declaration
are so-called native operations. A native operation thus lacks a procedure body.
The set D associates to each operation at most one declaration. Declarations are
denoted as follows

O⟨x1, . . . , xn, y1, . . . , ym⟩ :: S.

The operation is annotated with a set of polarized variables, that indicate that
execution of the operation may access variables x1, . . . , xn and may change variables
y1, . . . , ym. In the context of a set D, we call an operation O for which there is a
declaration in D a procedure, and say it has procedure body S. Since the operations
are already fixed by the program signature, they can occur in statements, including
the main statement.

Intuitively, a procedure body should only access and change the variables as
declared. A recursive program is well-formed if for all procedures O with body S,
we have access(S) ⊆ access(O) and change(S) ⊆ change(O).
Example B.5.1. Given a program signature which has the operations Z, S, P , +,
and the test Z? that accesses variable x. The following procedure declarations D:

Z⟨z⟩ :: native

S⟨x, z⟩ :: native

P ⟨x, z⟩ :: native

+⟨x, y, z, w, x, y, z, w⟩ :: if Z?(x) then z := y else

P ;w := z;x := y;S; y := z;x := w; +

fi
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and main statement + forms the recursive program (D | +). The intended data
structure is that of the natural numbers. The intuition is that Z resets the variable
x to the value 0, S computes the successor of the value in x and stores that in z, P
computes the predecessor of the value in x and stores it in z (and if x is 0 it does
not terminate). We are then able to give the procedure body of + that computes
the addition of the values in x and y and stores the result in z. End of Example.

For notational convenience, one may leave out the access and change variables
in procedure declarations, since the smallest sets of polarized variables can be
computed for a given set of declarations. Hence, we shall not write these variable
annotations anymore.

Up to now all variables are global, in the sense that the same variable in every
context refers to the same ‘storage location’. We extend the programming language
with a block statement for introducing local variables, which allow us to temporarily
change the value of a variable within the scope of the block. As such, the statements
are extended to include the complex block statement

S ::= . . . | begin local x⃗ := y⃗;S end

where x⃗ and y⃗ are sequences of variables of the same length, and x⃗ consists of
unique variables. The variables of x⃗ are local variables within the scope of the
block. We also extend the definitions of access and change as follows:

access(begin local x⃗ := y⃗;S end) = (access(S) \ x⃗) ∪ y⃗,
change(begin local x⃗ := y⃗;S end) = change(S) \ x⃗.

From the perspective of operational semantics, there is a problem with giving
the block statement a small-step semantics. The small-step semantics is in a sense
a ‘local’ semantics, which transforms the statement and state one step at a time.
However, the intended semantics is that after the block is exited, the values of the
local variables have to be restored to their original value, that is, at the time before
entering the block statement. A possible solution is to keep track of the original
values in the state by means of a stack, to which values can be pushed, and from
which original values can be popped. In that way, the block construct can be seen
as a structured short-hand of a program in a block program signature, where the
original value of each local variable is first pushed, then the parallel assignment is
performed, and after the block ends the original values are popped again in reverse
order.

For logical machine models, the big-step semantics of the block statement can
be given directly, i.e. without pushing and popping, by the following transition:

(begin local x⃗ := y⃗;S end, s) −↠ (✓, s′[x⃗ := s(x⃗)]) if (S, s[x⃗ := y⃗]) −↠ (✓, s′)

(begin local x⃗ := y⃗;S end, s) −↠ fail if (S, s[x⃗ := y⃗]) −↠ fail

where we have parallel update of, and parallel access from, proper states s (being
valuations of the underlying structure). These are denoted s[x⃗ := v⃗] for the updated
state where v⃗ is a sequence of new values (of the same length as x⃗), and s(x⃗) for a
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sequence of values that the variables of x⃗ have in state s, respectively. Without
much difficulty it is also possible to extend the denotational semantics in a similar
way.

Having local variables and block statements allows us to introduce procedures
with parameters. In the signature, for each operation O we also record its arity
(being a set of variables), denoted arity(O). Consequently, we extend the notion of
declarations to display the arity of operations as follows:

O(x1, . . . , xn) :: S,

where x1, . . . , xn are distinct variables, exactly covering arity(O), called the formal
parameters of the operation O. The difference between the arity of an operation,
and the formal parameters of an operation is that in the latter the order of variables
is significant. (Note that the signature still assigns polarized variables to each
operation, indicating the potentially accessible and changed variables, but they are
left implicit in declarations.) The formal parameters are local to the procedure
body, and thus are never included in the variables that are potentially accessed or
changed: the latter variables are global variables that are not among the formal
parameters. As such, we require that arity(O) and access(O) are disjoint, as well
as arity(O) and change(O).

Further, we have the following call statement:

S ::= . . . | O(y1, . . . , yn)

where y1, . . . , yn are the actual parameters supplied as part of the call, where we
assume O has the arity x⃗, and y⃗ and x⃗ of equal length. It is permissible that
the actual parameters y⃗ have duplicate variables, while this is not the case for
the formal parameters x⃗. We speak of a procedure call in the context of a set of
declarations if the corresponding operation is a procedure, and otherwise speak of
a native call. We also extend the definitions of access and change as follows:

access(O(y⃗)) = access(O) ∪ y⃗,
change(O(y⃗)) = change(O).

Intuitively, a procedure body should only access and change the variables as
declared, but it is permissible to access and change the formal parameters. A
recursive program is well-formed if for all procedures O with body S, we have
(access(S) \ arity(O)) ⊆ access(O) and (change(S) \ arity(O)) ⊆ change(O).

In fact, procedures without parameters can be regarded as procedures with zero
parameters, that have an empty arity. The notions defined with parameters thus
are a refinement of the former notions without parameters.

To give semantics to recursive programs, we lift the semantics of statements
to a semantics of (well-formed) recursive programs by also considering the set of
declarations in each configuration. The big-step semantics of the procedure call
then is defined by the transition

(D | O(y⃗), s) −↠ C if (D | begin local x⃗ := y⃗;S end, s) −↠ C
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where O(x⃗) :: S is in the set of declarations D. We have that x⃗ and y⃗ match
in length, because the actual parameters and arity of an operation match in
length and also that the formal parameters gives an order of the variables of the
arity. This style of operational semantics is also called body replacement, since
intuitively we replace the procedure call by the body of the procedure wrapped in a
block statement. We here restrict ourselves to the call-by-value parameter passing
mechanism, meaning that the values of actual parameters are computed before
starting to execute the procedure body. This is in contrast to call-by-name where
we would have to perform substitution of formal parameters by actual parameters
in the procedure body, resulting in a different replacement for each procedure call
with different actual parameters, and requires handling variable capturing by block
statements. Note that the behavior of a native call is left unspecified, and as such
can be interpreted by the operationalization of a machine model.

The denotational semantics can be given iteratively. This is similar to how we
previously gave a denotational semantics to while-statements. We leave the details
out and instead refer the reader to [29]. What is more important concerning our
discussion is the proof system for recursive programs.

Procedures return values by the use of a global variables (that can be changed).
It is possible to designate a special variable, called result, that cannot occur as a
formal parameter of any procedure declaration, and to which the procedure may
assign an output value in the procedure body. For procedure declarations that
have the result variable listed among its changed variables, we can introduce the
following abbreviation:

x := O(y⃗)

which denotes the statement

O(y⃗);x := result.

Since we have introduced blocks that allow us to introduce local variables, we can
also introduce the following syntactic sugar. An expression e is constructed out
of either an individual variable, or a procedure call with as formal parameters
other expressions (matching in length the number of formal parameters of the
corresponding operation). For example, O(P (x, y), z,Q(w)) is an expression given
operations O,P,Q and variables x, y, z, w. Each expression O(e1, . . . , en) abbrevi-
ates a statement. If all expressions e1, . . . , en are variables then O(e1, . . . , en) is
simply a procedure call with the corresponding variables as actual parameters. Oth-
erwise, let ei be the first non-variable expression from the left, then O(e1, . . . , en)
abbreviates the following statement:

ei;begin local zi := result;O(e1, . . . , zi, . . . , en) end

and the statement x := O(e1, . . . , en) abbreviates

O(e1, . . . , en);x := result.

where we take z1, . . . , zn to be fresh variables (i.e. not occurring in any of the
sub-expressions, nor in accessible or changed variables of the operation). Note
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that this effectively evaluates the expressions from the left to the right, storing the
result of each sub-expression in a local variable. Also note that the abbreviation is
recursively defined.

Note the resemblance between terms (in the assertion language) and expressions
(in the programming language). Terms can be added to a logic without terms,
by the introduction of an existential quantifier that binds the output value that
are assigned to inputs by a functional relation. In that way, terms can be used in
the place of variables. Similarly, we use local variables to capture the output of
an expression so that, as well, expressions can be used in the place of variables.
However, note that with expressions we also defined a so-called order of evaluation,
by evaluating the expressions from left to right. The reason to do so, and why this is
not needed in the assertion language, is because expressions can have side-effects on
global variables, which consequently affect the evaluation of subsequent expressions.

Also note that the programming language as described above employs dynamic
scoping. This means that a global variable can be captured by the use of a block
statement, to isolate the effects of procedures. We say that a program is statically
scoped if the local variables and global variables are separated, thus disallowing
capturing of global variables and ensuring that the referent of a global variable
remains the same in every context. This may remind the reader of Barendregt’s
variable convention, in which bound and free variables are separate. See also the
discussion of local variables by K.R. Apt and E.-R. Olderog [11, Section 5.2].

Finally, we consider extending the proof system HL with rules for proving
properties about block statements and procedure calls. The objects of the proof
system remain Hoare triples {ϕ} S {ψ} in which we are oblivious of the set of dec-
larations in the proof system. We furthermore add the Hoare triples {ϕ} D | S {ψ}
for specifying (well-formed) recursive programs (D | S).

We have the following additional proof rules:

(block) {ϕ[x⃗ := y⃗]} S {ψ} ⊢HL {ϕ} begin local x⃗ := y⃗;S end {ψ} if FV (ψ) ∩ x⃗ = ∅,

(inst) {ϕ} O(x⃗) {ψ} ⊢HL {ϕ[x⃗ := y⃗]} O(y⃗) {ψ} if FV (ψ) ∩ x⃗ = ∅,

(rec) If Γ,∆ ⊢HL {ϕi} Si {ψi} for every 1 ≤ i ≤ n and Γ,∆ ⊢HL {ϕ} S {ψ}, then
Γ ⊢HL {ϕ} D | S {ψ} where D = {O1(x⃗1) :: S, . . . , On(x⃗n) :: Sn}
and ∆ = {{ϕ1} O1(x⃗1) {ψ1}, . . . , {ϕn} On(x⃗n) {ψn}}
and FV (ψi) ∩ x⃗i = ∅ for every 1 ≤ i ≤ n.

Recall that ϕ[x⃗ := y⃗] is the substitution of the variables x⃗ by the corresponding
variables y⃗. The specifications in ∆ are called contracts, and we require that
the formal parameters of each procedure do not occur in the postcondition of
the contract. The difference between Γ and ∆ is that Γ consists of the program
theory and background theory, used for axiomatizing the native operations and
the underlying structure, whereas ∆ introduces contracts for the procedures which
have a procedure body.

It is now possible to formulate both soundness and (relative) completeness
for recursive programs too. The essence of the relative completeness proof is to
introduce most general contracts for each procedure, making use of a strongest
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postcondition axiomatization in the line of Gorelick [96]. We refer the reader to
[29] for more details.

Remark B.5.2. These rules are admissible in Hoare’s logic: every local block can
be eliminated by introducing fresh variables (that do not occur in any surrounding
program), and recursive procedures can be eliminated and reduced to simple while
loops. However, showing why this is the case in detail is out of scope of this thesis.
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Appendix C

Intuitionistic separation logic

C.1 Standard semantics

Definition C.1.1 (Satisfaction relation). f Given a structure A = (A, I), a
valuation ρ of A, a finite heap h of A, and a separation logic formula ϕ. The
satisfaction relation A, h, ρ |=SISL ϕ is defined inductively on the structure of ϕ:

• A, h, ρ |=SISL ⊥ never holds,

• A, h, ρ |=SISL (x
.
= y) iff ρ(x) = ρ(y),

• A, h, ρ |=SISL (x ↪→ y) iff h(ρ(x)) is defined and h(ρ(x)) = ρ(y),

• A, h, ρ |=SISL C(x1, . . . , xn) iff (ρ(x1), . . . , ρ(xn)) ∈ CI ,

• A, h, ρ |=SISL ϕ→ ψ iff A, h′, ρ |=SISL ϕ implies A, h′, ρ |=SISL ψ
for every h′ ⊇ h,

• A, h, ρ |=SISL ∀xϕ iff A, h, ρ[x := a] |=SISL ϕ for every a ∈ A,

• A, h, ρ |=SISL ϕ ∗ ψ iff A, h1, ρ |=SISL ϕ and A, h2, ρ |=SISL ψ
for some h1, h2 such that h ≡ h1 ⊎ h2,

• A, h, ρ |=SISL ϕ −∗ ψ iff A, h′, ρ |=SSL ϕ implies A, h′′, ρ |=SISL ψ
for every h′, h′′ such that h′′ ≡ h ⊎ h′.

This definition is based on finite heaps. SISL stands for Standard Intuitionistic
Separation Logic. It crucially differs from SSL in the clause for logical implication.
Note that the pure fragment of separation logic still is interpreted classically, since
pure formulas do not depend on the heap. The definition above can be adapted
to obtain full intuitionistic separation logic, and general intuitionistic separation
logic, in a similar manner as before.

193
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C.2 Intuitionistic Reynolds’ logic

In the intuitionistic version of separation logic we cannot express directly anymore
that a location x is not allocated. The definition of the substitution p[⟨x⟩ := e] and
p[⟨x⟩ := ⊥], and the above alt-backwards axiomatization of mutation, allocation and
dispose instructions therefore breaks down. We can use new modalities [[x] := e]
and [x] := ⊥] corresponding to the mutation and the dispose instruction. Differently
from the heap update operation and the heap clear operation, correctness of the
modalities [[x] := e] and [[x] := ⊥] require that x is allocated. In ISL we then
can define the heap update substitution p[⟨x⟩ := e] by (x ↪→ −) → p[[x] := e], as
explained in details below.

Further note, that we indeed can use in the allocation axiom disjunction
(instead of the intuitionistic implication) because of its classic interpretation (this
is explained in the soundness and completeness proof below).

Definition C.2.1 (Substitution for mutation). We define p[[x] := e] recursively
on p (assuming the variables of e and x do not occur bound in p).

• b[[x] := e] = b,

• (e′ ↪→ e′′)[[x] := e] = (x ̸= e′ ∧ e′ ↪→ e′′) ∨ (x = e′ ∧ e′′ = e),

• (p ∧ q)[[x] := e] = p[[x] := e] ∧ q[[x] := e], and similar for ∨ and →,

• (∃yp)[[x] := e] = ∃y(p[[x] := e]) and similar for ∀,

• (p ∗ q)[[x] := e] = ((p[[x] := e] ∧ x ↪→ −) ∗ q) ∨ (p ∗ (q[[x] := e] ∧ x ↪→ −))

• (p −∗ q)[[x] := e] = p −∗ (q[[x] := e])

Lemma C.2.2 (Correctness mutation substitution). Let s(x) ∈ dom(h). We then
have h, s |= p[[x] := e] iff h[s(x) := s(e)], s |= p.

Proof. The proof proceeds by induction on the structure of p. We treat the following
main cases.

• h, s |= (p→ q)[[x] := e] iff (definition substitution)
h, s |= p[[x] := e] → q[[x] := e] iff (semantics implication)
h′, s |= p[[x] := e] implies h′, s |= q[[x] := e], for all h′ such that h ⊑ h′

iff (induction hypothesis)
h′[s(x) := s(e)], s |= p implies h′[s(x) := s(e)], s |= q, for all h′ such that
h ⊑ h′

iff (see below)
h′, s |= p implies h′, s |= q, for all h′ such that h[s(x) := s(e)] ⊑ h′

iff (semantics implication)
h[s(x) := s(e)], s |= p→ q
Note that h[s(x) := s(e)] ⊑ h′ implies h′[s(x) := h(s(x))] = h′, and h ⊑ h′

implies h[s(x) := s(e)] ⊑ h′[s(x) := s(e)].
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• h, s |= (p ∗ q)[[x] := e]
iff (definition substitution)
h, s |= (x ↪→ −) → ((p[[x] := e] ∧ x ↪→ −) ∗ q) ∨ (p ∗ (q[[x] := e] ∧ x ↪→ −))
iff (see below)
h[s(x) := s(e)], s |= p ∗ q.
⇓: First, let s(x) ∈ dom(h). W.l.o.g. we may assume that h = h1 ⊎ h2,
h1, s |= p[[x] := e], and h2, s |= q, for some h1, h2 such that s(x) ∈ dom(h1).
Induction hypothesis: h1[s(x) := s(e)], s |= p. Further: h[s(x) := s(e)] =
h1[s(x) := s(e)] ⊎ h2. Next, let s(x) ̸∈ dom(h). Let h′ = h[s(x) := n],
for some arbitrary n. Again, w.l.o.g. we may assume that h′ = h1 ⊎ h2,
h1, s |= p[[x] := e], and h2, s |= q, for some h1, h2 such that s(x) ∈ dom(h1).
Induction hypothesis: h1[s(x) := s(e)], s |= p. Further: h′[s(x) := s(e)] =
h[s(x) := s(e)] = h1[s(x) := s(e)] ⊎ h2.
⇑: Let h[s(x) := s(e)] = h1 ⊎ h2 such that h1, s |= p and h2, s |= q. W.l.o.g.,
assume that s(x) ∈ dom(h1). Further , let h ⊑ h′. Let h′1 = h′ \ h2. It
follows that h′ = h′1 ⊎ h2. Monotonicity: h′1, s |= p. Induction hypothesis:
h′1, s |= p[[x] := e] (note that h′1[s(x) := s(e)] = h′1).

• h, s |= (p −∗ q)[[x] := e]
iff (definition of substitution)
h, s |= (x ↪→ −) → (p −∗ (q[[x] := e])) iff (semantics intuitionistic and
separating implication)
h′, s |= p implies h⊎h′, s |= q[[x] := e], for every h ⊆ h′, with s(x) ∈ dom(h′),
and h′′ disjoint from h′

iff (induction hypothesis)
h′′, s |= p implies (h′ ⊎ h′′)[s(x) := s(e)], s |= q, for every h ⊆ h′, with
s(x) ∈ dom(h′), and h′′ disjoint from h′

iff (see below)
h′, s |= p implies h[s(x) := s(e)] ⊎ h′, s |= q, for every h′ disjoint from
h[s(x) := s(e)]
iff (semantics of separating implication)
h[s(x) := s(e)], s |= p −∗ q.
⇓: First, let s(x) ̸∈ dom(h). So h ⊑ h[s(x) := s(e)], and we can take
h[s(x) := s(e)] for h′. Next, let s(x) ∈ dom(h). So it suffices to observe that
h′′#h implies h′′#h[s(x) := s(e)].
⇑: let h ⊆ h′, with s(x) ∈ dom(h′), and h′′ disjoint from h′ such that
h′′, s |= p. Clearly, h′′ is disjoint from h[s(x) := s(e)], and thus we have
that h[s(x) := s(e)] ⊎ h′′, s |= q, that is, (h ⊎ h′′)[s(x) := s(e)], s |= q. We
further have that (h ⊎ h′′)[s(x) := s(e)] ⊑ (h;⊎h′′)[s(x) := s(e)], and so by
monotonicity, we conclude that (h′ ⊎ h′′)[s(x) := s(e)], s |= q.

Corollary C.2.3 (Correctness intuitionistic heap update).
We have h, s |= p[⟨x⟩ := e] iff h[s(x) := s(e)], s |= p.

Proof. First let h, s |= p[⟨x⟩ := e], that is (by definition), h, s |= (x ↪→ −) →
p[[x] := e]. Let h′ = h, if s(x) ∈ dom(h), and h′ = h[s(x) := n], for some arbitrary
n, otherwise. So h ⊑ h′, and thus we infer from h, s |= (x ↪→ −) → p[[x] := e] that
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h′, s |= p[[x] := e], and so by the correctness of the mutation substitution, we have
h′[s(x) := s(e)], s |= p, that is, h[s(x) := s(e)], s |= p.

On the other hand, assuming h[s(x) := s(e)], s |= p, let h ⊆ h′ such that
s(x) ∈ dom(h′). We show that h′, s |= p[[x] := e]: By the monotonicity property
of ISL we have that h[s(x) := s(e)], s |= p implies h′[s(x) := s(e)], s |= p. By
the correctness of the mutation substitution, it then suffices to observe that
h′, s |= p[[x] := e] if and only if h′[s(x) := s(e)], s |= p.

For the intutitionistic axiomatization of the dispose instruction we introduce
the following substitution.

Definition C.2.4 (Substitution for dispose). We define p[[x] :=⊥] recursively on
p (assuming that x does not occur bound in p).

• b[[x] :=⊥] = b

• (e ↪→ e′)[[x] :=⊥] = x ̸= e ∧ e ↪→ e′

• (p ∧ q)[[x] :=⊥] = p[[x] :=⊥] ∧ q[[x] :=⊥], and similar for ∨

• (p→ q)[[x] :=⊥] = (p[[x] :=⊥] → q[[x] :=⊥]) ∧ ∀y(p[[x] := y] → q[[x] := y])
where y is a fresh variable

• (∃yp)[[x] :=⊥] = ∃y(p[[x] :=⊥])

• (p ∗ q)[[x] :=⊥] = (p[[x] :=⊥] ∧ (x ↪→ −)) ∗ q

• (p −∗ q)[[x] :=⊥] = (p −∗ q[[x] :=⊥]) ∧ ∀y(p[⟨x⟩ := y] −∗ q[⟨x⟩ := y])
where y is a fresh variable.

Determining whether p ∗ q holds after disposing x, we predict whether p or q
holds for the sub-heap that contained the disposed x. Since the dispose instruction
[x] :=⊥ requires that x is allocated, we distinguish between between these two
cases by checking in which part of the heap x is allocated. But since after the
dispose instruction both p and q are evaluated in sub-heaps which do not contain
the location x, we can choose between where to allocate x initially. Formally, the
assertions (p[[x] :=⊥] ∧ (x ↪→ −)) ∗ q and (q[[x] :=⊥] ∧ (x ↪→ −)) ∗ p are equivalent.
For example, we that true ∗ (x ↪→ y) does not hold after execution of [x] :=⊥. By
definition (true ∗ (x ↪→ y))[[x] :=⊥] reduces to (true ∧ x ↪→ y) ∗ (x ↪→ y), which
further reduces to false. On the other hand, ((x ↪→ y) ∗ true)[[x] :=⊥] reduces
to (x ̸= x ∧ (x ↪→ −)) ∗ true, which further reduces to false ∗ true, which also is
equivalent to false.

Lemma C.2.5 (Correctness dispose substitution). Let s(x) ∈ dom(h). We then
have h, s |= p[[x] :=⊥] if and only if h[s(x) := ⊥], s |= p.

Proof. The proof proceeds by induction on the structure of p. We treat the following
main cases.
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• h, s |= (p→ q)[[x] :=⊥] iff (definition of substitution)
h, s |= (p[[x] :=⊥] → q[[x] :=⊥]) ∧ ∀y(p[[x] := y] → q[[x] := y])
iff (see below)
h[s(x) :=⊥], s |= p→ q.
First we show that h[s(x) :=⊥] ⊑ h′ and h′, s |= p implies h′, s |= q. We
distinguish the following two cases. First let s(x) ̸∈ dom(h′). It follows
that h′[s(x) := h(s(x))], s |= p[[x] :=⊥] (by the induction hypothesis we
have h′[s(x) := h(s(x))], s |= p[[x] :=⊥] if and only if h′, s |= p). Since
h ⊑ h′[s(x) := h(s(x))] we thus derive from h, s |= (p[[x] :=⊥] → q[[x] :=⊥])
that h′[s(x) := h(s(x))], s |= q[[x] :=⊥], and so by the induction hypothesis
again we obtain h′, s |= q.

Next let s(x) ∈ dom(h′). From h′, s |= p, it follows from the correctness of
the mutation substitution that h′[s(x) := h(s(x))], s′ |= p[[x] := y], where
s′ = s[y := h′(s(x))] (since y does not appear in p and x ̸= y). Since
h ⊑ h′[s(x) := h(s(x))] we thus derive from h, s′ |= p[[x] := y] → q[[x] := y]
that h′[s(x) := h(s(x))], s′ |= q[[x] := y], and so by the correctness of the
mutation substitution again we obtain h′, s′ |= q, that is, h′, s |= q (since y
does not appear in q).

Conversely, let h[s(x) :=⊥], s |= p→ q. First we show that h, s |= p[[x] :=⊥
] → q[[x] :=⊥]. Let h ⊑ h′ and h′, s |= p[[x] :=⊥], and so by the induction
hypothesis h′[s(x) :=⊥], s |= p. We have to show that h′, s |= q[[x] :=⊥]. By
the induction hypothesis (s(x) ∈ dom(h) ⊆ dom(h′)) it suffices to show that
h′[s(x) :=⊥], s |= q. Since h[s(x) :=⊥] ⊑ h′[s(x) :=⊥] and h′[s(x) :=⊥], s |= p
we thus derive from h[s(x) :=⊥], s |= p→ q that h′[s(x) :=⊥], s |= q.

Next we show that h, s |= ∀y(p[[x] := y] → q[[x] := y]). Let h ⊑ h′ and
h′, s′ |= p[[x] := y], where s′ = s[y := n], for some arbitrary n. We have
to show that h′, s′ |= q[[x] := y] which by the correctness of the mutation
substitution boils down to h′[s(x) := n], s |= q. By the correctness of
the mutation substitution again we have h′, s′ |= p[[x] := y] if and only if
h′[s(x) := n], s′ |= p. Since h[s(x) :=⊥] ⊑ h′[s(x) := n] we thus derive from
h[s(x) :=⊥], s |= p → q and h′[s(x) := n], s′ |= p that h′[s(x) := n], s |= q
(since y does not occur in p and q).

• h, s |= (p ∗ q)[[x] :=⊥] iff (definition substitution)
h, s |= (p[[x] :=⊥] ∧ x ↪→ −) ∗ q iff (semantics separating conjunction)
h1, s |= p[[x] :=⊥]∧x ↪→ − and h2, s |= q, for some h1, h2 such that h = h1⊎h2
iff (semantics of points-to) h1, s |= p[[x] :=⊥] and h2, s |= q, for some h1, h2
such that s(x) ∈ dom(h1) and h = h1 ⊎ h2
iff (induction hypothesis)
h1[s(x) :=⊥], s |= p and h2, s |= q, for some h1, h2 such that s(x) ∈ dom(h1)
and h = h1 ⊎ h2
iff (see below)
h1, s |= p and h2, s |= q, for some h1, h2 such that h = h1 ⊎ h2
iff (semantics separating conjunction)
h[s(x) :=⊥], s |= p ∗ q. Note that s(x) ∈ dom(h1) and h = h1 ⊎ h2 implies
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h[[x] :=⊥] = h1[s(x) :=⊥] ⊎ h2, and h[[x] :=⊥] = h1 ⊎ h2 implies that
h = h1[s(x) := h(s(x))] ⊎ h2.

• h, s |= ((p −∗ q)[[x] :=⊥]
iff (definition substitution)
h, s |= (p −∗ q[[x] :=⊥]) ∧ ∀y(p[⟨x⟩ := y] −∗ q[⟨x⟩ := y])
iff (see below)
h[s(x) :=⊥], s |= p −∗ q.
First let h′ be disjoint from h[s(x) :=⊥] and h′, s |= p. We have to show that
h[s(x) :=⊥] ⊎ h′, s |= q. We distinguish the following two cases.

First, let s(x) ̸∈ dom(h′). So h′ and h are disjoint, and thus (since h, s |=
p −∗ q[[x] :=⊥]) we have h ⊎ h′, s |= q[[x] :=⊥]. From which we derive
(h ⊎ h′)[s(x) :=⊥], s |= q by the induction hypothesis (note that s(x) ∈
dom(h) ⊆ dom(h ⊎ h′)). We then can conclude this case by the observation
that h[s(x) :=⊥] ⊎ h′ = (h ⊎ h′)[s(x) :=⊥].

Next, let s(x) ∈ dom(h′). We then introduce s′ = s[y := h′(s(x))]. Since
h′, s′ |= p (y does not appear in p), it follows by the correctness of the intu-
itionistic heap update (see above corollary) that h′[s(x) :=⊥], s′ |= p[⟨x⟩ := y].
Since h′[s(x) :=⊥] and h are disjoint (which clearly follows from that h′ and
h[s(x) :=⊥] are disjoint), and so (since h, s′ |= p[⟨x⟩ := y] −∗ q[⟨x⟩ := y]) we
have that h ⊎ (h′[s(x) :=⊥]), s′ |= q[⟨x⟩ := y]. Applying again the correct-
ness of the intuitionistic heap update we obtain (h ⊎ (h′[s(x) :=⊥]))[s(x) :=
s′(y)], s′ |= q. We then can conclude this case by the assumption that y does
not appear in q and the observation that h[s(x) :=⊥]⊎h′ = (h⊎ (h′[s(x) :=⊥
]))[s(x) := s′(y)].

Conversely, let h[s(x) :=⊥], s |= p −∗ q. We first show that h, s |= p −∗
q[[x] :=⊥]: Let h′ be disjoint from h and h′, s |= p. We have to show that
h ⊎ h′, s |= q[[x] :=⊥]. Clearly, h′ and h[s(x) :=⊥] are disjoint, and so (since
h[s(x) :=⊥], s |= p −∗ q) h[s(x) :=⊥]⊎ h′, s |= q. By the induction hypothesis
(note that s(x) ∈ dom(h) ⊆ dom(h ⊎ h′)) we have h ⊎ h′, s |= q[[x] :=⊥] iff
(h ⊎ h′)[s(x) :=⊥], s |= q. We then can conclude this case by the observation
that (h⊎ h′)[s(x) :=⊥] = h[s(x) :=⊥] ⊎ h′, because s(x) ∈ dom(h) \ dom(h′).

Next we show that h, s |= ∀y(p[⟨x⟩ := y] −∗ q[⟨x⟩ := y]): Let h′ be disjoint
from h and s′ = s[y := n], for some n, such that h′, s′ |= p[⟨x⟩ := y].
We have to show that h ⊎ h′, s′ |= q[⟨x⟩ := y]. By the correctness of the
intuitionistic heap update it then follows that h′[s(x) := n], s′ |= p, that is,
h′[s(x) := n], s |= p (since y does not appear in p). Since h′[s(x) := n] and
h[s(x) :=⊥] are disjoint, we derive from the assumption h[s(x) :=⊥], s |=
p −∗ q that h[s(x) :=⊥] ⊎ h′[s(x) := n], s |= q. Again by the correctness
of the intuitionistic heap update, we have that h ⊎ h′, s′ |= q[⟨x⟩ := y] iff
(h ⊎ h′)[s(x) := n], s′ |= q (that is, (h ⊎ h′)[s(x) := n], s |= q, because y does
not appear in q). We then can conclude this case by the observation that
(h ⊎ h′)[s(x) := n] = h[s(x) :=⊥] ⊎ h′[s(x) := n].
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The following axiomatization is by Reynolds [187].

Definition C.2.6 (Weakest precondition axiomatization).

{p[x := e]} x := e {p}

{∃y((e ↪→ y) ∧ p[x := y])} x := [e] {p}

{(x ↪→ −) ∗ ((x ↪→ e) −∗ p)} [x] := e {p}

{∀y((y ↪→ e) −∗ p[x := y])} x := new(e) {p}

{(x ↪→ −) ∗ p} delete(x) {p}

The next two axiomatizations are novel.

Definition C.2.7 (Alternative weakest precondition axiomatization).

{p[x := e]} x := e {p}

{∃y((e ↪→ y) ∧ p[x := y])} x := [e] {p}

where y is fresh
{(x ↪→ −) ∧ p[[x] := e]} [x] := e {p}

{∀x((x ↪→ −) ∨ p[⟨x⟩ := e])} x := new(e) {p}

where x ̸∈ fv(e)

{(x ↪→ −) ∧ p[[x] := ⊥]} delete(x) {p}

Definition C.2.8 (Strongest postcondition axiomatization).

{p} x := e {(∃y)(p[x := y] ∧ e[x := y] = x)}

{(e ↪→ −) ∧ p} x := [e] {∃y(p[x := y] ∧ e[x := y] ↪→ x)}

{(x ↪→ −) ∧ p} [x] := e {∃y(p[[x] := y]) ∧ (x ↪→ e)}

where x ̸∈ fv(e)

{p} x := new(e) {(∃y(p[x := y]))[[x] := ⊥] ∧ (x ↪→ e)}

{(x ↪→ −) ∧ p} delete(x) {(x ↪→ −) → ∃y(p[[x] := y])}

where y is fresh everywhere

We showcase the soundness and completeness of the strongest postcondition
axiomatization of dispose (soundness and completeness of the above axiomatization
of the other instructions follow in a straightforward manner from the corresponding
substitution lemmas).



200 APPENDIX C. INTUITIONISTIC SEPARATION LOGIC

• |= {p ∧ (x ↪→ −)} delete(x) {(x ↪→ −) → ∃y(p[[x] := y])}:
Let h, s |= r ∧ x ↪→ −. We have to show that h[s(x) :=⊥], s |= x ↪→ − →
∃y(p[[x] := y]). That is, for h[s(x) :=⊥] ⊑ h′ such that s(x) ∈ dom(h′) we
have to show that h′, s |= ∃y(p[[x] := y]): We show h′[s(x) := n], s[y := n] |= p
for n = h(s(x)): By Lemma C.2.2, we have h′, s[y := n] |= p[[x] := y] if
and only if h′[s(x) := n], s[y := n] |= p. By monotonicity (h, s |= p and
h ⊑ h′[s(x) := n]) it follows that h′[s(x) := n], s |= p. Since y does not
appear in p, we thus have that h′[s(x) := n], s[y := n] |= p.

• |= {p ∧ (x ↪→ −)} delete(x) {q} implies |= ((x ↪→ −) → ∃y(p[[x] := y])) → q:
This boils does to showing that h, s |= x ↪→ − → ∃y(p[[x] := y]) implies h, s |=
q, for any heap h and store s. So, let h, s |= x ↪→ − → ∃y(p[[x] := y]), that is,
h′, s |= x ↪→ − implies h′, s |= ∃y(p[[x] := y]), for any h ⊑ h′. Let h′ = h, in
case s(x) ∈ dom(h), and h′ = h[s(x) := n], for some arbitrary n, otherwise.
Clearly, h ⊑ h′ and h′, s |= x ↪→ −. So h′, s |= ∃y(p[[x] := y]). Let h′, s[y :=
k] |= p[[x] := y], for some k. By Lemma C.2.2 again, it follows that h′[s(x) :=
k], s[y := k] |= p. From our assumption |= {p ∧ x ↪→ −} [x] :=⊥ {q} we then
derive that h′[s(x) :=⊥], s[y := k] |= q. By definition of h′ we have that
h′[s(x) :=⊥] ⊑ h, and so by monotonicity we infer h, s[y := k] |= q, and so
h, s |= q, assuming w.l.o.g. that y does not appear (free) in q.



Appendix D

Formalization in Coq

The main motivation behind formalizing results in a proof assistant is to rigorously
check hand-written proofs. For our formalization we used the dependently-typed
calculus of inductive constructions as implemented by the Coq proof assistant.

This thesis is accompanied by an artifact [112]. In this appendix, we discuss
two parts of the artifact: one corresponding to the alternative axiomatization
of Reynolds’ logic (see Section 4.5 and Appendix C) based on the insights from
dynamic separation logic (see Section 4.4), and one corresponding to the natural
deduction proof system for separation logic (see Section 3.3).

D.1 Alternative axiomatization

In this part of the artifact, we have used no axioms other than the axiom of function
extensionality (for every two functions f, g we have that f = g if f(x) = g(x) for
all x) and propositional extensionality (equivalent propositions are equal). This
means that we work with an underlying intuitionistic logic: we have not used the
axiom of excluded middle for reasoning classically about propositions. However,
the decidable propositions (propositions P for which the excluded middle P ∨ ¬P
can be proven) allow for a limited form of classical reasoning.

We formalize the basic instructions of our programming language (assignment,
look-up, mutation, allocation, and deallocation) and the semantics of basic instruc-
tions. For Boolean and arithmetic expressions we use a shallow embedding, so that
those expressions can be directly given as a Coq term of the appropriate type (with
a coincidence condition assumed, i.e. that values of expressions depend only on
finitely many variables of the store).

There are two approaches in formalizing the semantics of assertions: shallow
and deep embedding. We have taken both approaches. In the first approach, the
shallow embedding of assertions, we define assertions of DSL by their extension of
satisfiability (i.e. the set of heap and store pairs in which the assertion is satisfied),
that must satisfy a coincidence condition (assertions depend only on finitely many
variables of the store) and a stability condition (see below). The definition of
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the modality operator follows from the semantics of programs, which includes
basic control structures such as the while-loop. In the second approach, the deep
embedding of assertions, assertions are modeled using an inductive type and we
explicitly introduce two meta-operations on assertions that capture the heap update
and heap clear modality. We have omitted the clauses for emp and (e 7→ e′), since
these could be defined as abbreviations, and we restrict to the basic instructions.

In the deep embedding we have no constructor corresponding to the program
modality [S]p. Instead, two meta-operations denoted p[⟨x⟩ = e] and p[⟨x⟩ := ⊥]
are defined recursively on the structure of p. Crucially, we formalized and proven
the following lemmas (the details are almost the same as showing the equivalences
hold in the shallow embedding, Lemmas 4.4.3 and 4.4.4):

Lemma D.1.1 (Heap update substitution lemma).
h, s |= p[⟨x⟩ := e] iff h[s(x) := s(e)], s |= p.

Lemma D.1.2 (Heap clear substitution lemma).
h, s |= p[⟨x⟩ := ⊥] iff h[s(x) := ⊥], s |= p.

By also formalizing a deep embedding, we show that the modality operator can
be defined entirely on the meta-level by introducing meta-operations on formulas
that are recursively defined by the structure of assertions: this captures Theo-
rem 4.4.5. For technical simplicity we restrict ourselves to the basic instructions,
but it should be natural to extend the formalization of the completeness result to
languages with while-statements, e.g. following [81]. On the other hand, in the
shallow embedding it is easier to show that our approach can be readily extended
to complex programs including while-loops.

In both approaches, the semantics of assertions is classical, although we work in
an intuitionistic meta-logic. We do this by employing a double negation translation,
following the set-up by R. O’Connor [162]. In particular, we have that our satisfac-
tion relation h, s |= p is stable, i.e. ¬¬(h, s |= p) implies h, s |= p. This allows us to
do classical reasoning on the image of the higher-order semantics of our assertions.

The source code of our formalization is accompanied with this thesis as a digital
artifact. The artifact consists of the following files:

• shallow/Language.v: Provides a shallow embedding of Boolean expressions
and arithmetic expressions, and a shallow embedding of our assertion language,
as presented in the prequel.

• shallow/Proof.v: Provides proof of the equivalences (E1-16), and addition-
ally standard equivalences for modalities involving complex programs.

• deep/Heap.v: Provides an axiomatization of heaps as partial functions.

• deep/Language.v: Provides a shallow embedding of Boolean expressions and
arithmetic expressions, and a deep embedding of our assertion language, on
which we inductively define the meta operations of heap update and heap
clear. We finally formalize Hoare triples and proof systems using weakest
precondition and strongest postcondition axioms for the basic instructions.
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• deep/Classical.v: Provides the classical semantics of assertions, and the
strong partial correctness semantics of Hoare triples. Further it provides
proofs of substitution lemmas corresponding to our meta-operators. Finally,
it provides proofs of the soundness and completeness of the aforementioned
proof systems.

D.2 Natural deduction
In this part of the artifact we use the classical axiom of excluded middle.

The proof system based on natural deduction is embedded in the Coq proof
assistant using an axiomatic approach. It is known that adding axioms to Coq may
affect soundness: it is future work to show that the axioms can be consistently
used. Nonetheless, using the axiomatic approach allows us to stay close to the
natural deduction proof system as introduced in this thesis.

Axiom D: Type.
Axiom hasval: D -> D -> Prop.

The type D is used as domain, over which we let the relation hasval range. This
relation is the weak points to relation, so the strong points to relation can be
defined in terms of this relation.

Axiom sep: Prop -> Prop -> Prop.
Axiom sepimp: Prop -> Prop -> Prop.

We also introduce axiomatically new connectives for use in propositions. Coq is
also extended with syntax for constructing separation logic formulas.

Axiom rooted: Prop -> (D -> D -> Prop) -> Prop.
Axiom root_equiv: forall (A: Prop), A <-> rooted A hasval.
Axiom root_above: forall (A: Prop) h h',

(forall x y, h x y <-> h' x y) -> rooted A h -> rooted A h'.
Axiom root_assoc: forall (A: Prop) h h',

rooted (rooted A h) h' <-> rooted A (fun x y => rooted (h x y) h').

A rooted assertion consists of an assertion and a (first-order) description of the
heap with respect to which it is evaluated. Note that in our axiomatization we
do not limit that the given function actually is a first-order description. We also
axiomatize that any assertion ϕ is equivalent to the rooted assertion (ϕ@ ↪→),
that we can replace equivalent descriptions of the heap, and extensionality of the
description of the heap.

Axiom root_True: forall (h: D -> D -> Prop), rooted True h.
Axiom root_False: forall (h: D -> D -> Prop), rooted False h -> False.
Axiom root_hasval: forall (h: D -> D -> Prop) x y,

rooted (hasval x y) h <-> h x y.
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Axiom root_eq: forall (h: D -> D -> Prop) (T: Type) (x y: T),
rooted (x = y) h <-> x = y.

Axiom root_split': forall (A B: Prop) h,
(rooted A h /\ rooted B h) -> rooted (A /\ B) h.

Axiom root_join': forall (A B: Prop) h,
(rooted A h \/ rooted B h) -> rooted (A \/ B) h.

Axiom root_and_elim: forall (A B: Prop) h,
rooted (A /\ B) h -> rooted A h /\ rooted B h.

Axiom root_or_elim: forall (A B: Prop) h,
rooted (A \/ B) h -> rooted A h \/ rooted B h.

Axiom root_imp': forall (A B: Prop) h,
(rooted A h -> rooted B h) -> rooted (A -> B) h.

Axiom root_imp_elim': forall (A B: Prop) h,
rooted (A -> B) h -> rooted A h -> rooted B h.

Axiom root_forall': forall (T: Type) (A: T -> Prop) h,
(forall (x: T), rooted (A x) h) -> rooted (forall (x: T), A x) h.

Axiom root_forall_elim': forall (T: Type) (A: T -> Prop) h,
rooted (forall (x: T), A x) h -> forall (x: T), rooted (A x) h.

Axiom root_exists': forall (T: Type) (A: T -> Prop) h,
(exists (x: T), rooted (A x) h) -> rooted (exists (x: T), A x) h.

Axiom root_exists_elim': forall (T: Type) (A: T -> Prop) h,
rooted (exists (x: T), A x) h -> exists (x: T), rooted (A x) h.

We also axiomatize reasoning about the classical connectives under a rooted
assertion.

Definition Par (h1 h2: D -> D -> Prop) :=
(forall x y, h1 x y -> forall z, ~h2 x z) /\
(forall x y, h2 x y -> forall z, ~h1 x z).

Definition Split (h h1 h2: D -> D -> Prop) :=
(forall x y, h x y <-> h1 x y \/ h2 x y) /\ Par h1 h2.

Axiom sep_elim': forall (A B C: Prop) (h: D -> D -> Prop),
rooted (A ** B) h ->
(forall h1 h2, Split h h1 h2 -> rooted A h1 -> rooted B h2 -> C) -> C.

Axiom sep_intro': forall (A B: Prop) (h: D -> D -> Prop),
(exists h1 h2, Split h h1 h2 /\ rooted A h1 /\ rooted B h2) ->
rooted (A ** B) h.

Axiom sepimp_elim': forall (A B C: Prop) (h h': D -> D -> Prop),
rooted (A -** B) h ->
Par h h' /\ rooted A h' /\

(rooted B (fun x y => h x y \/ h' x y) -> C) -> C.
Axiom sepimp_intro': forall (A B: Prop) (h: D -> D -> Prop),

(forall h', Par h h' -> rooted A h' ->
rooted B (fun x y => h x y \/ h' x y)) ->

rooted (A -** B) h.
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Finally, we introduce axioms for reasoning about the new separating connectives.
We use the syntax ** for separating conjunction and -** for separating implication.

From these axioms, it becomes possible to prove the following lemmas:

Lemma sep_assoc (A B C: Prop): (A ** B) ** C <-> A ** B ** C.
Lemma sep_Empty (A: Prop): A ** emp <-> A.
Lemma sep_or (A B C: Prop): (A \/ B) ** C <-> A ** C \/ B ** C.
Lemma sep_and (A B C: Prop): (A /\ B) ** C -> A ** C /\ B ** C.
Lemma adjoint (A B: Prop): A ** (A -** B) -> B.

Also the modalities can be defined and properties proven:

Definition box (A: Prop) := True ** (emp /\ (True -** A)).
Lemma box_elim (A: Prop): box A -> A.
Lemma box_indep (A: Prop): box A -> forall h, rooted (box A) h.
Lemma root_under: forall (A B: Prop),

box (A -> B) -> forall h, rooted A h -> rooted B h.
Lemma box_rooted (A: Prop): (forall h, rooted A h) -> box A.
Lemma sep_mono (A A' B B': Prop):

box (A -> A') -> box (B -> B') -> A ** B -> A' ** B'.

Finally, we can prove the equivalence:

Definition F1: Prop :=
alloc x /\ ((x = y /\ z = w) \/ (x <> y /\ hasval y z)).

Definition F2: Prop :=
pointsToDash x ** (pointsTo x w -** hasval y z).

Proposition F12': F1 -> F2.
Proposition F21: F2 -> F1.

The artifact consists of the following file:

• proof/Language.v: Provides an axiomatization of natural deduction for
separation logic, and proves a number of lemmas based on theses axioms.
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[80] Gergö Érdi. Compositional Type Checking. Master thesis, Eötvös Loránd
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