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A B S T R A C T   

Clinical relevance and statistical significance are different concepts, linked via the sample size calculation. 
Threshold values for detecting a minimal important change over time are frequently (mis)interpreted as a 
threshold for the clinical relevance of a difference between groups. The magnitude of a difference between 
groups that is considered clinically relevant directly impacts the sample size calculation, and thereby the sta
tistical significance in clinical study outcomes. Especially in non-inferiority trials the threshold for clinical 
relevance, i.e. the predefined margin for non-inferiority, is a crucial choice. A truly inferior treatment will be 
accepted as non-inferior when this margin is chosen too large. The magnitude of a clinically relevant difference 
between groups should be carefully considered, by determining the smallest effect for each specific study that is 
considered worthwhile. This means taking into account the (dis)advantages of both study interventions in terms 
of benefits, harms, costs, and potential side effects. This article clarifies common sources of confusion, illustrates 
the implications for clinical research with an example and provides specific suggestions to improve the design 
and interpretation of clinical research.   

Background 

Outcome measurement in clinical populations is often used to 
quantify health status, pain, and physical function in clinical settings or 
research settings. When patients quantify their outcome, for instance by 
completing a validated questionnaire, the resulting score is a patient- 
reported outcome. While measuring patient-reported outcomes is com
mon, substantial challenges arise when interpreting these scores. For 
instance, what does a change of 12 points on a scale from 0 to 100 mean? 
Is it a ‘real’ change? Or could it be attributed to measurement error? And 
if the change is real, is it also important? These are relevant questions for 
patients, clinicians, and researchers. 

In research, measuring outcomes is frequently used to compare 
outcomes between groups. Which of two (or more) treatment groups 
shows better improvement? Or ends up with a better absolute score? 
And what magnitude of a difference between treatment groups is clini
cally relevant? With the growing emphasis on evidence-based treat
ment, we need to know when differences in outcomes between groups of 

patients are real and important. 

Definitions 

An essential distinction to make is between a change and a differ
ence. A change is defined as a change over time, within (groups of) pa
tients. For instance, when the score was 6 on a 10-point pain scale before 
treatment and 3 after treatment, the change is 3 points. A difference is 
defined as a difference between (groups of) patients at a predefined time 
point. For instance, when an intervention group scores 6 on a 10-point 
pain scale after treatment and a control group scores 3 after placebo 
treatment, the difference is 3 points. Unfortunately, no consensus exists 
on the use of the terms change and difference. This lack of consensus is a 
widespread source of confusion and errors in methodological and clin
ical research. 

This confusion can be attributed to the fact that the distinction be
tween change and difference is not explicitly existent in the language of 
statistics. To detect a change in score after treatment, we statistically 
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assess the difference between a pre-test score and a post-test score. The 
only statistical distinction between detecting a change over time and a 
difference between groups is the choice of t-test. A change over time is 
typically evaluated with a paired t-test, while a difference between 
groups is typically evaluated with an independent t-test. 

To assess the clinical relevance of a change over time, it is essential to 
consider how reliable a measurement instrument can measure change, 
and what amount of change patients can actually feel. These concepts 
can be quantified as the Minimal Detectable Change (MDC) and Minimal 
Important Change (MIC). There needs to be more clarity about these 
concepts, which was nicely summarized in a recent conceptual clarifi
cation and systematic review [1]. 

The MDC reflects the smallest change in score that we can distinguish 
from measurement error (with 95% confidence) in individual patients. 
The MDC value should be measured in persons who have not changed in 
a test-retest reliability design. The statistical parameters to describe the 
MDC include the limits of agreement and the standard error of mea
surement. De Vet and colleagues (2006) provided a detailed discussion 
of this concept, including the mathematical equation [2]. The MDC is 
also called the Smallest Real Difference (SRD) or the Smallest Detectable 
Change (SDC). 

The MIC is the smallest change in score that patients (on average) 
consider important. The MIC is not a measurement property but a 
parameter of interpretability. The MIC can be measured in a longitudinal 
design in persons who have changed, which requires an anchor question 
of perceived change. Terwee and colleagues formulated specific rec
ommendations for calculating the MIC, including 1) a minimal corre
lation of 0.30 between the anchor question and the patient-reported 
outcome of interest; 2) the predictive modeling and receiver operating 
characteristic (ROC) method are preferred over the mean change 
method; and 3) when longitudinal data is not available, a vignette-based 
method can be used [1]. They also explain different methods to calculate 
the MIC, including references for readers who are interested in the un
derlying mathematical equations. 

Following the terminology explained above, the clinical relevance of 
a difference between groups should be quantified as a Minimal Important 
Difference (MID). Unfortunately, the abbreviations MID and MCID 
(Minimal Clinically Important Difference) are frequently used as a syn
onym for the MIC [e.g. 3,4]. Consequently, threshold values based on 
perceived changes over time are often interpreted as thresholds for 
clinically relevant differences between groups. For instance, an instru
ment was recently developed to evaluate the credibility of anchor-based 
estimates of ‘MIDs’ [3], which are actually MICs according to the defi
nition above. Application of this instrument to 585 studies reporting 
5324 thresholds for a clinically relevant change for 526 distinct PROMs 
demonstrated severe credibility issues that hamper the interpretation of 
published threshold values [4]. Apparently, clinical and methodological 
researchers neither agree on the methods to determine thresholds for 
clinical relevance nor on the values of these thresholds. This is a threat 
for clinical research that warrants serious attention. 

A concept that may be part of the solution to this problem is the 
smallest worthwhile effect (SWE). The idea with the SWE is that the 
clinical relevance of a difference between groups not only depends on 
the magnitude of the difference in a specific outcome, but also takes into 
account the costs, potential side effects and inconveniences associated 
with both interventions. The SWE value should be intervention-specific, 
formulated in terms of differences in outcomes with vs. without the 
intervention, and based on patients’ perceptions. Ferreira and col
leagues recommended a benefit-harm trade-off method for estimating 
the SWE [5]. Interestingly, such a benefit-harm trade-off method 
resulted in SWE estimates that did not differ across musculoskeletal pain 
sites in a population of patients referred for primary care physiotherapy 
[6]. Compared with natural recovery, people with neck, shoulder, and 
low back pain considered an additional improvement of 20% in 
disability and pain worthwhile, given the costs, potential side effects and 
inconveniences associated with physiotherapy. While relatively 

consistent across pain sites, SWE values were affected by age, work 
status, and use of pain medication. These are relevant findings for 
designing and interpreting studies that compare physiotherapy with no 
treatment in these populations. For other populations, interventions, 
and outcomes, SWE values are not so well established. Therefore, many 
clinical studies lack a solid basis in their design: which difference be
tween groups really matters? 

Isn’t this why we do statistics? 

A substantial proportion of clinicians and researchers is not suffi
ciently aware of the critical difference between statistical significance 
and clinical relevance. The majority of (bio)medical education programs 
include basic statistical teaching, which leaves students with the 
impression that a p-value below 0.05 demonstrates an effect (i.e. a 
change or a difference) that is statistically significant and (apparently 
also) clinically relevant. But this is not necessarily the case. Statistical p- 
values are valuable in discriminating between differences that likely 
occurred by chance and differences that likely reflect a ‘true’ difference. 
As mentioned earlier, a statistically significant effect can reflect a 
change (within groups of patients over time) or a difference (between 
groups). A combination of both (i.e. evaluating whether a between- 
group difference changed over time) can be evaluated by testing the 
interaction effect of time and group. Statistical analysis in itself does not 
say anything about the clinical relevance of an observed effect. If a study 
population is small, a clinically relevant difference can easily fail to 
reach statistical significance. And if a study population is large, (very) 
small differences can be detected as statistically significant, without 
being clinically relevant. This brings us to the methodological consid
eration that connects the concepts of clinical relevance and statistical 
significance: the sample size calculation. 

Sample size calculation 

When designing a prospective study, researchers need to perform a 
sample size calculation (also referred to as a power analysis), to estimate 
how many participants are needed. Two crucial assumptions determine 
the required sample size: 1) the standard deviation as a measure of 
variation within the study population, and 2) the magnitude of a 
between-groups difference that is considered clinically relevant. 

The sample size calculation provides the minimum number of par
ticipants per group needed for a clinically relevant between-group dif
ference to reach statistical significance. But both assumptions are 
challenging to estimate before the start of a new study reliably. Values 
are often derived from previous publications, but they vary widely. The 
standard deviation for instance typically depends on the size of a pop
ulation. So when the population size is what you are trying to determine, 
it is questionable how to use the standard deviation as input for that 
calculation. Moreover, as stated above, the threshold for the clinical 
relevance of a between-group difference is frequently unknown. 
Consequently, reported values for minimal detectable change and minimal 
important change are often used as input. This is a prevalent practice, but 
it is highly questionable. These MDC and MIC values are based on 
changes within subjects over time rather than on differences between 
groups. And a rationale why the threshold for the clinical relevance of 
within-subject change would be the same as that for a between-group 
difference is lacking. Although literature and reference values for SWE 
are currently scarce, the smallest worthwhile effect seems a valuable 
alternative. 

The case of non-inferiority trials 

A non-inferiority trial aims to determine whether a new treatment is 
not worse than a reference treatment by more than an acceptable amount 
[7]. Because proof of exact equivalence is impossible, one could define a 
margin of non-inferiority for the treatment effect in a primary outcome 
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that is relevant for patients. Non-inferiority of a new intervention with 
respect to the control treatment is particularly interesting when the new 
treatment has other advantages, i.e. better availability, lower costs, less 
invasiveness, lower risks of adverse events, or greater ease of adminis
tration. The margin of non-inferiority should be justified by a clinical 
rationale and be defined ‘a priori’. During data analysis, the observed 
difference between groups is not tested against the value zero but 
against the value of the predefined threshold for non-inferiority. 
Therefore, the interpretation of a non-inferiority analysis typically de
viates from the interpretation of a superiority analysis. Fig. 1 shows 10 
potential study outcomes and their interpretation with respect to the 
non-inferiority margin and the value zero. The control group in this 
generic example underwent surgical treatment and the intervention 
group participated in an exercise program. 

If the non-inferiority margin is too large, a truly inferior treatment 
could be accepted as non-inferior. On the other hand, a very small non- 
inferiority margin is likely to yield inconclusive results, and requires an 
extremely large sample size. Fig. 2 visualizes potential study outcomes 
for the same generic study example, and interpretations with respect to a 
large (upper panel) and small (lower panel) margin for non-inferiority. A 
series of consecutive non-inferiority trials increases the risk of accepting 
a truly inferior treatment. For instance when treatment B is non-inferior 
to (just slightly worse than) treatment A, and treatment C in turn is non- 
inferior to (just slightly worse than) treatment B, the difference between 
treatment C and the original treatment A may actually be clinically 
relevant. 

A systematic review of methods of defining the non-inferiority 
margin in randomized double-blind controlled trials included 273 
studies and concluded that these methods are poorly reported and that 
this information is critical to allow for better judgment of non-inferiority 
trial results [8]. 

Example: the ESCAPE trial 

Design and primary outcome 

The ESCAPE trial aimed to answer the research question ‘Is physical 
therapy non-inferior to early surgery with arthroscopic partial menis
cectomy for improving knee function among patients with non
obstructive meniscal tears?’ [9]. Because physical therapy has other 
substantial advantages over surgery in terms of costs, invasiveness and 
side effects, the non-inferiority design was considered adequate. Nine 
Dutch hospitals participated and a total of 321 patients were random
ized to exercise therapy (n = 162) or surgery (n = 159). The primary 
outcome was the change in patient-reported knee function on the 

subjective knee form of the International Knee Documentation Com
mittee (IKDC) from baseline over 24 months follow up. 

A priori sample size calculation 

When designing the ESCAPE non-inferiority trial [10] no estimate 
was available of the minimal clinically important difference for the IKDC 
in a population of patients with meniscal tears. Therefore, the 
non-inferiority margin was defined as the smallest detectable change of 
8.8 points [11], rounded down to a margin of 8 points. 

MIC in ESCAPE study population 

During the study, the MIC was calculated in the ESCAPE study 
population, using an anchor-based MIC distribution method [12]. The 
receiver operating characteristics (ROC) curve indicated that a threshold 
value of 10.9 points on the IKDC best discriminated between patients 
who reported improvement (n = 217) and patients who reported no 
change (n = 48) on the external anchor question. 

Interpretation of study results 

Applying the MIC as determined in the ESCAPE study population as 
the margin for non-inferiority changes the interpretation of the results at 
12 and 24 months. Based on the a priori set non-inferiority margin of 8, 
the outcome at these time points was inconclusive (Fig. 3, upper panel). 
When applying the non-inferiority margin based on the MIC in the 
ESCAPE trial population, these interpretations change to ‘non-inferior’ 
(Fig. 3, lower panel). So, which of these conclusions is ‘true’? Is any of 
these two values the ‘correct’ margin for non-inferiority? Who decides 
that and how? Which considerations are needed to determine why a 
between-group difference of for instance 3 points or 9 points would be 
relevant or not? 

Discussion 

Statistical significance and clinical relevance are two very different 
things, and both are important in clinical research. Complex consider
ations that underlie the sample size calculation strongly affect the con
clusions of clinical studies. This is specifically the case in non-inferiority 
trials, where the magnitude of the observed difference between groups is 
tested against the non-inferiority margin rather than against zero. But 
also in superiority trials, because the sample size needed to detect a 
statistically significant difference directly depends on the assumption of 
the threshold for clinical relevance that is used as input for the sample 

Fig. 1. Typical margin for non- 
inferiority (vertical dotted line) and 10 
potential study outcomes as repre
sented by 95% confidence intervals on 
an arbitrary scale (horizontal lines). 
Whether or not these 95% confidence 
intervals include or exclude the non- 
inferiority margin determines the 
interpretation based on the CONSORT 
guidelines and the clinical implication. 
The last column shows the difference in 
interpretation compared to superiority 
trials, in which statistical analyses test 
whether the 95% confidence intervals 
include or exclude the value 0.   
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size calculation. 
Threshold values for the clinical relevance of a within-group change 

over time are frequently used as a threshold for a between-group dif
ference. Not only because many people do not understand the differ
ence, but also because threshold values for clinical relevance of between 
group differences are difficult to quantify. On the one hand, one could 
argue that a difference between groups may not be clinically relevant if 
it cannot even be perceived as a change by an individual. On the other 
hand, if two treatments are very similar in terms of risks, invasiveness, 
and costs, one could argue that any small difference in outcome between 
treatment groups may be relevant, regardless of whether it can be 
perceived as a change over time by individuals. The additional risk with 
non-inferiority trials is that repeated non-inferiority trials can result in 
acceptance of a treatment that is actually inferior to the original treat
ment [13]. This disadvantage of repeated non-inferiority trials could be 
overcome by designing superiority trials instead, with a sample size 
calculation that is based on a thoughtfully established threshold value 
for clinical relevance that takes into account the potential risks and 
benefits of the interventions to be compared. If the apparent disadvan
tages of one of the treatments (i.e. higher costs, more serious risks or side 
effects) are already accounted for in the SWE, it could be argued that a 
well-powered superiority trial (using that SWE as threshold for clinical 
relevance in the sample size calculation), may be equally valuable for 

comparing the effectiveness of two treatments. 
The example based on the ESCAPE non-inferiority trial illustrated 

how methodological choices affect conclusions. Interestingly, many 
journal editors and reviewers are critical on the presence of a sample size 
calculation in clinical research, but the choices and assumptions used as 
input for such a power analysis are hardly ever questioned. Moreover, 
these choices and assumptions are not always taken into consideration 
when interpreting study results. For instance, two randomized clinical 
trials comparing surgery with cast treatment in older adults with a distal 
radius fracture [14,15] had a very similar non-inferiority design. Both 
trials had the Patient-Reported Wrist Evaluation (PRWE) questionnaire 
as primary outcome and used a 14 point difference as a priori threshold 
for clinical relevance. This was referred to as a minimal clinically 
important difference (MCID), but the reported reference shows that this 
value was calculated as a minimal important change (MIC) [16]. Results 
from both trials indicated a difference between groups that was smaller 
than the predefined threshold for non-inferiority. Nevertheless, one trial 
concluded that surgery was better than cast treatment [14], while the 
other concluded that cast treatment was non-inferior [15]. 

How can we do better? 

First, researchers and clinicians need to become aware of these 

Fig. 2. Consequences for interpretation of the same 10 potential study outcomes, when the margin for non-inferiority is defined as larger (upper panel) or smaller 
(lower panel). 
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issues, which are widespread in current literature. Second, we need an 
adequate and feasible methodology to quantify the relevance of a dif
ference between groups. This should not (solely) depend on whether an 
individual can perceive a certain amount of change over time. One of the 
main determinants of the relevance of a between-group difference is 
likely the nature of the interventions that are to be compared. Charac
teristics of the population, such as the baseline score and expectations 
regarding the outcome of interest, will also affect the threshold for 
clinical relevance of a difference between two treatments. 

To obtain a good estimate of the threshold for a clinically relevant 
effect, each clinical study should be preceded by a project to determine a 
study-specific SWE value. A benefit-harm trade-off project in patients 
undergoing total knee arthroplasty resulted in a smallest worthwhile 
effect on the Knee Osteoarthritis Outcome Score (KOOS) that was sub
stantially larger than previously reported MCID and MIC values [17]. 
This impacts both the design and the interpretation of clinical studies. 
Specifically, with a larger threshold for clinical relevance, a smaller 
sample size is needed to detect a clinically relevant difference. Previous 
studies with sample sizes based on smaller MIC/MCID values could thus 
be considered ‘overpowered’ and detect differences that reach statistical 

significance but are not clinically relevant. 
In addition to the benefit-harm trade-off methodology, SWE values 

can also be determined in a discrete choice experiment. Discrete choice 
methods give patients several hypothetical choices and the probability 
that an intervention will be considered worthwhile is calculated based 
on these choices. Ideally, both methods could be combined as nicely 
described in a study protocol for a fall prevention program for older 
adults [18]. Interestingly, 50% of the participants with the benefit-harm 
trade-off method and 82% with the discrete choice experiment did not 
consider the proposed exercise program worthwhile, even if it reduced 
their risk of falling to 0% [19]. 

Determining intervention-specific and population-specific SWE 
values is time-intensive and therefore costly. And even if time and costs 
would be no issue, it is not always feasible. The SWE is a difficult concept 
to explain, so not all study populations will be capable of participating in 
such a project. And quantifying the SWE with other stakeholders is not 
recommended, because the benefits, costs and harms are truly only 
experienced by the healthcare consumers [20]. However, the fall pre
vention example above illustrates that healthcare consumers may have 
very different ideas of worthwhile effects than other stakeholders. 

Fig. 3. The choice of non-inferiority threshold changes the interpretation of the ESCAPE trial results at 12 and 24 months.  
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Especially with the aging population and growing scarcity of healthcare 
resources, the question whether an intervention is worthwhile should 
also be asked from a societal perspective. Ideally, a consensus would be 
reached among representatives of different stakeholders (i.e. patients, 
clinicians, researchers, and policymakers). We therefore encourage all 
stakeholders, including funders for clinical research, to invest in this 
crucial topic. Only with widely supported threshold values for clinical 
relevance is it possible to adequately design, interpret, and grade clinical 
studies; and to successfully implement their results. 

Conclusion 

Clinical relevance and statistical significance are two different con
cepts, linked via the sample size calculation. Thresholds for the clinical 
relevance of a change over time are often (mis)interpreted as thresholds 
for the clinical relevance of a difference between groups. The clinical 
relevance of a difference between groups should not (only) be defined by 
a threshold of change that individual patients can perceive. Instead, it 
should incorporate potential harms, benefits, costs and side effects of the 
interventions of interest. Including an anchor question in clinical studies 
allows calculation of the MIC in the study population. Conducting an 
SWE study before or alongside a clinical study may help to interpret the 
subsequent results and reflect on their clinical relevance in the study 
population. 
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