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1 Introduction

This thesis aims to unveil the legal problems individuals face when EU privacy and data protection
law is applied to Artificial Intelligence (Al). This chapter begins with Section 1.1, which outlines the
context and social relevance of this research. Sections 1.2 and 1.3 introduce the research question and
the methodologies used to answer it. Section 1.4 clarifies the scope of the thesis by explaining the

corresponding limitations, and Section 1.5 outlines the structure of this thesis.

1.1 Context and social relevance

The spectacular emergence of algorithms in the last decade has paved the way for the age of Al. In
this new era, self-learning algorithms, automated predictions, classifications and various forms of
scoring become even more commonplace. There is a growing public concern about the role of Al in
daily life.t Today, hiring decisions are influenced by Al-powered emotion software capable of detect-
ing personality traits and emotional states of job applicants based on their facial expressions.2 Com-
panies intend to use Al to ‘hack the human brain’® and develop the means to allow it to control devices
directly with neurodata, for example, by ‘typing with thoughts’.# In addition, virtual assistants may
use ‘sniffer’ algorithms to identify trigger words uttered by users, indicating statements of preference
(e.g. like or love), translate them into keywords, and make these keywords subsequently accessible
to advertisers.> When analysed with Al, a speech recording can reveal a rich variety of information
about an individual, which goes well beyond the individual’s identity. This includes information on
the individual’s emotional state,5 personality traits, sleepiness, intoxication, physical and mental

health, as well as their socioeconomic status.”

1 See < https://www.liberties.eu/en/stories/impact-of-artificial-intelligence-in-everyday-life/44222 > accessed 8 February
2024; Alec Tyson, Emma Kikuchi, ‘Growing public concern about the role of artificial intelligence in daily life’ Pew Re-
search Center (2023) < https://www.pewresearch.org/short-reads/2023/08/28/growing-public-concern-about-the-role-of-
artificial-intelligence-in-daily-life/ > accessed 8 February 2024.

2 Patricia Nilsson, ‘How Al helps recruiters track jobseeker’s emotions” The Financial Times (New York 3 March 2018) <
https://www.ft.com/content/e2e85644-05be-11e8-9650-9c0ad2d7c5b5 > accessed 8 February 2024; For instance, HumeAl
which provides Al-powered tools helping recruiters to assess personality traits as well as emotional states of candidates.
See < https://hume.ai/products/facial-expression-model/ > and < https://gethume.com/blog5/artificial-intelligence-for-
recruiting > accessed 8 February 2024.

3 Nick Statt, ‘Kernel is Trying to Hack the Human Brain—But Neuroscience has a Long Way to Go’ The Verge (New
York 22 February 2017) <https://www.theverge.com/2017/2/22/14631122/kernel-neuroscience-bryanjohnson-human-
intelligence-ai-startup> accessed 8 February 2024.

4 John Constine, ‘Facebook is building brain-computer interfaces for typing and skin-hearing” TechCrunch (San Francisco
19 April 2017) < https://techcrunch.com/2017/04/19/facebook-brain-interface/ > accessed 8 February 2024.

5 Edara Kiran, ‘Key Word Determinations From Voice Data’ US Patent Number US 8798995B1 (Assignee: Amazon
Technologies, Inc.) August 2014 <https://patentimages.storage.goog-
leapis.com/bd/ed/2b/c4c67cc5a9f1ab/US8798995.pdf>, accessed 8 February 2024.

6 Andreas Nautsch et al, ‘Preserving privacy in speaker and speech characterisation’ (2019) Vol 58 Computer Speech &
Language 441, 444.

7 For more detailed information and related studies, see Jacob Leon Kroger, Otto Hans/Martin Lutz, Philip Raschke, ‘Pri-
vacy Implications of Voice and Speech Analysis — Information Disclosure by Inference’ in Michael Friedewald et al (eds)
Privacy and Identity management. Data for Better Living: Al and Privacy (Springer 2020) 243.
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Nevertheless, real-world examples point to reasoning deficiencies in current Al systems. They gen-
eralise, but do not distinguish, and they seem to ignore context. For example, Google’s Al system
developed for the purpose of recognising child abuse incorrectly classified a father as a child abuser
by completely neglecting the situational context of the photograph.t These examples inevitably raise
the question whether the current EU legal framework for the fundamental rights to privacy and the

protection of personal data is fit for purpose when applied to Al.

Machine learning (ML), a major discipline of Al, produces probable yet inevitably uncertain
knowledge.® In essence, ML-based predictions constitute ‘educated guesses or bets, based on large
amounts of data’.' If such predictions are treated as facts, despite their probabilistic nature, this will
have real impact on humans. A statistic is factual, but with error margins, and it is not ‘absolute’. The
output generated by Al also raises questions in terms of fairness. Reasoning deficiencies in another
Al discipline called ‘automated reasoning’ (AR) can lead to severe adverse effects for the individual
concerned. Imagine, for example, the father who has been wrongfully classified as a child abuser by
Google’s Al system. By means of the Al discipline affective computing (AC), machines can access
the emotional life of individuals, information that is highly personal, intimate and private.'* Assessing
such information may allow entities to intentionally exploit the behaviour, thoughts and decision-
making vulnerabilities of individuals. As emotions play an important role in the elicitation of auton-
omous motivated behaviouri? and reasoning,*? access to an individual’s emotions can therefore se-
verely affect their personal autonomy and freedoms. For this reason, emotions merit specific protec-

tion.

That new technologies have an impact on society is naturally understood. However, the effects of
new technologies such as Al cannot be easily predicted until they are widely deployed. Once they
have been deployed, they are difficult to change.* It is also commonly understood that any disruptive
technology entails risks and complex policy challenges. This applies, in particular, to Al and the

fundamental rights to privacy and the protection of personal data.

8 Kashmir Hill, ‘A Dad Took Photos of His Naked Toddler for the Doctor. Google Flagged Him as A Criminal’ The New
York Times (New York, 21 August 2022) < https://www.nytimes.com/2022/08/21/technology/google-surveillance-tod-
dler-photo.html > accessed 8 February 2024.

9 Brent Daniel Mittelstadt et al, ‘The ethics of algorithms: Mapping the debate’ (2016) Vol 3 Iss 2 Big Data & Society 1,
4.

10 Teresa Scantaburlo, Andrew Charleswoth, Nello Cristianini, ‘“Machine Decisions and Human Consequences’ in Karen
Yeung and Martin Lodge (eds) Algorithmic Regulation (OUP 2019) 57; Lee A Bygrave, ‘Machine Learning, Cognitive
Sovereignty and Data Protection Rights with Respect to Automated Decisions’ (2021) University of Oslo Faculty of Law
Legal Studies Research Paper Series No. 202-35 at 5 <https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3721118>
accessed 8 February 2024.

11 Rosalind W Picard, Affective Computing (MIT Press 1997) 118.

12 een Vandercammen et al, ‘On the Role of Specific Emotions in Autonomous and Controlled Behaviour’ (2014) Vol 28
Iss 5 European Journal of Personality 413, 445.

13 Steffen Steinert, Orsolya Friedrich, ‘Wired Emotions: Ethical Issues of Affective Brain—-Computer Interfaces’ (2020)
Vol 26 Science and Engineering Ethics 351, 352.

14 Nicolas Carr, The Big Switch: Rewiring the World, from Edison to Google (W. W. Norton & Company 2009) N 1 at
87.
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As indicated by its title, this thesis is about EU privacy and data protection law. It investigates legis-
lation adopted by the European Union.’s The fundamental right to privacy according to Article 7 of
the European Union Charter of Fundamental Rights (EUCFR) protects everyone’s ‘right to respect
for his or her private and family life, home and communications’. The fundamental right to the pro-
tection of personal data enshrined in Article 8 EUCFR grants everyone ‘the right to the protection of
personal data concerning him or her’ (‘fundamental right to data protection’). These fundamental
rights are closely linked, but not identical,*¢ as they differ in terms of material and personal scope.’
Both fundamental rights are further substantiated in EU secondary law. The most relevant legislation
in EU secondary law are the General Data Protection Regulation (GDPR) and the ePrivacy Directive
(ePD). Articles 7-8 EUCFR, GDPR and the ePD form the ‘current legal framework’. The focus lies
on the GDPR because it is the most comprehensive and influential piece of legislation. EU secondary

law on the fundamental right to privacy, next to the ePD, is scarce if not absent entirely.

Al entails many disciplines such as machine learning, natural language processing, computer vision,
affective computing and automated reasoning. When the current legal framework is applied to these
Al disciplines, three types of legal problems may occur: (1) legal provisions are violated, (2) legal
provisions cannot be enforced and (3) legal provisions are not fit for purpose to protect the funda-
mental right at stake. | investigate these legal problems from the perspective of individuals, meaning
natural persons, as they are holders of fundamental rights and thus have an interest in effective pro-
tection. The focus is on two types of provisions contained in the current legal framework: principles:®
and enforceable rights.2® The three types of legal problem are not mutually exclusive. Likewise, a

discipline of Al could lead to more than one type of legal problem.

This thesis aims to contribute to scientific knowledge on the suitability of EU privacy and data pro-
tection law concerning Al. As opposed to other studies,? this thesis considers different Al disciplines

because there is nothing like ‘the one AI’. With this thesis, | address current gaps in scholarship by

15 Also, the human right to respect for private and family life, his home and correspondence according to Article 8 ECHR
and related case law are considered, because these sources influence the interpretation of the corresponding fundamental
rights enshrined in the EUCFR.

16 Juliane Kokott, Christoph Sobotta ‘The distinction between privacy and data protection in the jurisprudence of the
CJEU and ECtHR’ (2013) Vol 3 No 4 International Data Privacy Law 222, 223, 228; Herke Kranenborg, Commentary of
Article 8 in Steve Peers et al (eds), The EU Charter of Fundamental Rights (Hart/Beck 2014) 229.

17 The material scope of the fundamental right to data protection seems to be broader whereas it is more narrow in terms
of personal scope as it excludes legal persons. See Juliane Kokott, Christoph Sobotta ‘The distinction between privacy and
data protection in the jurisprudence of the CJEU and ECtHR’ (2013) Vol 3 No 4 International Data Privacy Law 222, 225;
Joined Cases C-92/09 and C-93/09 Volker und Markus Schecke and Eifert [2010] ECR 1-11063, paras 52, 53 and 87.

18 proportionality, Lawfulness, Fairness, Transparency, Accuracy, Purpose limitation, Data minimisation, Confidentiality,
Exhaustive enumeration, Accountability.

19 Informational privacy, bodily privacy, mental privacy, communicational privacy, right of access, right to rectification,
right to erasure, right to data portability, right to object, right not to be subject to ADM.

20 Giovanni Sartor, Francesca Lagioia, ‘The impact of the General Data Protection Regulation (GDPR) on artificial intelli-
gence’ (2020) Study for the European Parliament’s Panel for the Future of Science and Technology < https://www.euro-
parl.europa.eu/RegData/etudes/STUD/2020/641530/EPRS_STU(2020)641530 EN.pdf > accessed 8 February 2024;
Frederico Marengo, Privacy and Al: Protecting Individuals’ Rights in the Age of AI (2023).
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engaging with relevant strands of computer science relating to the different Al disciplines and three
specific types of legal problems. Ultimately, the suitability of the current legal framework depends

on the particular Al discipline deployed and the types of legal problems caused by it.

1.2 Research question

This thesis aims to answer the following research question:

To what extent do the developments in Al require a new legal framework for the fundamental

rights to privacy and the protection of personal data?

The research is structured into five subquestions:

Subquestion 1: What is Al, and what disciplines exist?

Subquestion 2: What is the current legal framework?

Subquestion 3: What legal problems arise or may arise when the principles enshrined in the current
legal framework are applied to Al?

Subquestion 4: What legal problems arise or may arise when the enforceable rights enshrined in the
current legal framework are applied to Al?

Subquestion 5: How should the incompatibilities of the current legal framework identified in

Subquestions 3 and 4 be addressed?

Subquestion 1 examines what Al is (and what it is not), the technology of Al and the terminology
used. It first elaborates on existing definitions of Al and subsequently focusses on Al disciplines that
are most problematic in the context of fundamental rights to privacy and data protection. These dis-
ciplines include machine learning, natural language processing, computer vision, affective computing
and automated reasoning. By means of brain-computer interfaces (BCI), also known as mind-machine
interfaces, machine learning facilitates the processing of mental data, meaning any data used to infer
the mental states of an individual including thoughts, beliefs and the underlying psychological mech-
anisms. Keyword determination systems powered by approaches from the Al discipline natural lan-
guage processing attempt to identify trigger words that indicate statements of preference (such as
‘like’ or ‘love’) from speech recorded by virtual assistants and translate them into keywords for ad-
vertisement purposes. Techniques from the Al discipline computer vision are used to identify indi-
viduals based on their gait because the way in which individuals walk constitutes a unique identifier.
The Al discipline affective computing facilitates the processing of emotion data, information which
is highly sensitive and intimate. The Al discipline of automated reasoning focusses on automated

logical reasoning, probabilistic reasoning and common sense reasoning. Subquestion 1 establishes a



proper understanding of what Al is and how it works, which is required for answering Subquestions
3,4 and5.

Subquestion 2 introduces the current EU legal framework relating to fundamental rights to privacy
and the protection of personal data. It also examines relevant secondary EU law, namely, the General
Data Protection Regulation, which is the most relevant piece of secondary EU law in the field of data
protection, and the ePrivacy Directive. This subquestion sets the stage for addressing Subquestions 3
and 4, namely, what legal problems arise or may arise when the current legal framework is applied to
the Al disciplines introduced in Subquestion 1.

Subquestion 3 discusses what legal problems arise or may arise when the principles enshrined in the
current legal framework are applied to Al. To identify the legal problems, three types of legal prob-
lems are identified, namely, that (1) legal provisions are violated, (2) legal provisions cannot be en-
forced, and (3) legal provisions are not fit for purpose to protect the fundamental right at stake. The
reasoning behind the choice to focus on these three types of legal problems is as follows. Violations
of fundamental rights (Type 1) must be prevented. For example, unsupervised ML processes personal
data for inexplicit purposes — the processing itself determines the purpose and future use of the per-
sonal data processed. Such processing violates the purpose limitation principle, which leads to a Type
1 legal problem. Situations in which legal provisions cannot be enforced (Type 2) are also not ac-
ceptable, because they lead to negative consequences for the de facto protection of fundamental rights.
For example, the unclear substantive meaning of the fairness principle reduces legal certainty and
makes it less likely that it will be enforced by means of private and regulatory enforcement. Provisions
that are not fit for purpose to protect the fundamental right at stake (Type 3) point to shortcomings of
the current legal framework. For example, the principle of enhancing protection for special data and
the legislator’s approach to exhaustively enumerate such causes a Type 3 legal problem because it
does not keep up with technological developments facilitated by Al. This leads to significant gaps of
protection, for example, regarding the processing of new types of sensitive personal data enabled by
Al like emotion data, neurodata and mental data. Insights about Type 2 and 3 legal problems are
essential when considering how the incompatibilities of the current legal framework identified should

be addressed, which is the aim of Subquestion 5.

Subquestion 4 discusses what legal problems arise or may arise when the enforceable rights enshrined
in the current legal framework are applied to Al. It identifies the same three types of legal problems
as discussed in Subquestion 3. Due to the wide scope of the fundamental right to privacy, Subquestion
4 focusses on four dimensions with particular relevance for Al, namely, informational, bodily, mental,

and communicational privacy. First, the fundamental right to privacy provides individuals with a form



of informational self-determination,2t which is an extremely important dimension because Al relies
heavily on the processing of information. Second, physical and mental integrity, two elements falling
under the term ‘private life’ as developed in the corresponding case law, 22 are highly relevant. Some
Al disciplines, for example, AC and ML, rely on body functions and characteristics (genetic codes,
biometrics, physiological information) to gain access to mental states of individuals (thoughts, feel-
ings, emotional states). Finally, communication is an important dimension because Al is prone to
interfere with the right to respect confidential communication. Al computes communications in var-
ious forms, for instance, by means of NLP and ML. Regarding the fundamental right to data protec-
tion, Subquestion 4 focusses on enforceable rights which data subjects have according to the GDPR.
They implement the requirements enshrined in the fundamental right to data protection.® These en-
forceable rights are the right of access, the right to rectification, the right to erasure, the right to port-

ability, the right to object and the right not to be subject to automated decision-making.

Subquestion 5 discusses how the incompatibilities of the current legal framework identified in
Subquestions 3 and 4 could be addressed. It does so by exploring suitable legal solutions. When re-
ferring to legal solutions, | mean (i) new interpretations of existing provisions, (ii) amending existing
provisions or (iii) introducing new provisions that can ‘solve’ the selected legal problems. The verb
‘solve’ in the latter sense refers to suggestions and recommendations that can contribute to actual

solutions to the selected legal problems.

1.3 Methodology

Following a single methodology can limit creativity in research by imposing a standard way of inves-
tigating law.?* For this reason, | use several methodologies. The main research question and the cor-

responding subgquestions determine the methodology.

The first method is desk research,? consisting of the review and analysis of typical sources in legal
research. These are legislation, legislative history, case law and academic literature. To answer
Subquestion 1, namely, what Al is and what disciplines exist therein, | focus on the corresponding
academic literature in the field. To point to real-world use cases of Al and corresponding issues, |

also use a limited number of non-scientific journalistic texts. This also incorporates the most recent

21 Satakunnan Markkinaporssi Oy and Satamedia Oy v. Finland App no 931/13 (ECtHR 27 June 2017) para 137.

22 Denisov v Ukraine App no 76639/11 (ECtHR 25 September 2018) para 95, S. and Marper v United Kingdom App no
30562/04 and 30566/04 (ECtHR 4 December 2008) Pretty v United Kingdom App no 2346/02 (ECtHR 29 April 2002)
para 63.

2 As emphasised by the CJEU in case law relating to the GDPR's predecessor, the DPD, see Case C-131/12, Google
Spain [2014] ECR 1-317 para 69; Joined Cases C-141/12 & C-372/12, YS, M [2014] ECR 1-2081, Opinion of AG Sharp-
ston para 55.

24 Reza Banakar, Max Travers, ‘Introduction’ in Reza Banakar, Max Travers (eds) Theory and Method in Socio-Legal
Research (Hart Publishing 2005) x.

% Desk research could also be seen as a research strategy rather than a method.



developments on which no academic publications are available (yet). These complementary sources
stem from renowned newspapers? and technology-oriented news portals.2” The goal of desk research
as a method is acquiring the necessary theoretical knowledge. Therefore, desk research is particularly
used for Subquestions 1 and 2 which introduce the Al disciplines and the current legal framework,
respectively. | gathered sources from multiple databases, but mainly from the e-libraries of Leiden
University? and the Eidgendssische Technische Hochschule (ETH) Zurich.2® The latter was mainly
used for sources relating to Al, as the ETH is a renowned university in the disciplines of engineering
and technology.® The two databases were analysed using several search terms.3 Sources obtained
from these digital repositories were selected and analysed based on relevance,® expertise of the author
and topicality.

The second method investigates to what extent the law in the books differs from the law in action.
This method is largely inspired by sociolegal studies, which investigate how law is made, interpreted,
and enforced.3®* The methodology vacuum in sociolegal studies helps to maintain the field as a truly
interdisciplinary one, which is open to theoretical diversity and innovation.** Sociolegal studies typi-
cally adopt a variety of theoretical positions and methodologies.®* Many sociolegal studies have been
designed to demonstrate the actual operation or lack of efficacy.® Also, emerging movements such
as new legal realism develop approaches that account for how law actually works in practice.” Soci-
olegal scholar Roscoe Pound long ago noted a divergence between ‘law in books’ and ‘law in ac-
tion’.® As is apparent from the main research question, this thesis investigates to what extent the law
in the books differs from the law in action when applied to the multidisciplinary field of Al. Applying
in the latter sense means performing legal analysis concerning the legal provision in question and the
Al discipline deployed. This sociolegal approach is also recognisable by the three types of legal prob-
lems | discuss in this thesis. All of them concern the law in action: legal provisions are violated (Type

1), cannot be enforced (Type 2) or are not fit for purpose (Type 3). To unveil the difference between

26 https://www.theguardian.com/international; https://www.independent.co.uk/; https://www.forbes.com/.

27 https://www.wired.com/; https://www.theverge.com/.

28 <https://www.bibliotheek.universiteitleiden.nl/> accessed 8 February 2024.

2 <https://library.ethz.ch/en/> accessed 8 February 2024.

30 <https://ethz.ch/en/news-and-events/eth-news/news/2022/04/eth-in-top-10-for-16-subjects.html> accessed 8 February
2024.

31 For instance ‘AD’, ‘Al disciplines’, ‘data protection’, ‘privacy’, ‘trade secrets’, ‘common sense’, ‘emotion data’, ‘right
to rectification’, ‘right of access’, ‘enforcement’ etc.

32 Regarding the scope and limits of this thesis, as outlined in Section 1.4,

33 Naomi Creutzfeldt, ‘Traditions of Studying the Social and the Legal’ in Naomi Creutzfeld, Marc Mason, Kirsten
McConnachie (eds) Routledge Handbook of Socio-Legal Theory and Methods (Routledge 2020) 10.

34 Reza Banakar, Max Travers, ‘Introduction’ in Reza Banakar, Max Travers (eds) Theory and Method in Socio-Legal
Research (Hart Publishing 2005) x, xi.

3 Naomi Creutzfeldt et al, ‘Socio-legal theory and methods: introduction’ in Naomi Creutzfeld, Marc Mason, Kirsten
McConnachie (eds) Routledge Handbook of Socio-Legal Theory and Methods (Routledge 2020) 3.

3 Carrie Menkel-Meadow, ‘Uses and Abuses of Socio-Legal Studies’ in Naomi Creutzfeld, Marc Mason, Kirsten
McConnachie (eds) Routledge Handbook of Socio-Legal Theory and Methods (Routledge 2020) 39.

37 Shauhin Talesh, Elizabeth Mertz and Heinz Klug, ‘Introduction to the Research Handbook on Modern Legal Realism’
in Shauhin Talesh, Elizabeth Mertz and Heinz Klug (eds) Research Handbook on Modern Legal Realism (Edward Elgar
Publishing Limited 2021) 3.

3 Roscoe Pound, ‘Law in Books and Law in Action’ (1910) Vol 44 Iss 1 Amercian Law Review 12, 35.
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law in the books and law in action, | apply the principles and enforceable rights enshrined in the
current legal framework to the Al disciplines. I use this method to answer the main research question,
as well as Subquestions 3 and 4. To be clear, | refrain from engaging in empirical research, as one
might expect from research inspired by sociolegal studies.® Instead, | focus on the difference between
law in the books and law in action by performing legal analysis, as exposed by the three types of legal
problems identified within this thesis. Type 2 legal problems reveal that the law in the books cannot
be enforced in practice, and Type 3 legal problems exposes the lack of efficacy when law in the books
operates in practice. To exhibit this, | use text boxes that concisely name and describe each legal
problem identified. In addition, | use various tables to illustrate the difference between law in the
books and law in action. These tables form the basis for further analysis and serve as a tool for drawing

the corresponding conclusions.

The third method is legal doctrinal research. Doctrinal legal research relates to the first method, that
is, desk research, so it is not entirely a separate method. Traditional doctrinal exploration influences
how legal academics approach legal questions.« This holds also true for this thesis. Doctrinal legal
research is a discipline that takes normative positions and makes choices among values and interests.
This is inevitable when some interpretation is preferred over alternative ones. Ultimately, the choice
to favour a specific interpretation is determined by giving more weight to some interests than to com-
peting ones.* | have used this method mainly in addressing Subguestion 5, when setting the scene for
possible legal solutions. | have also used this method when suggesting legal solutions to the six legal
problems discussed in Chapter 6. There, the focus lies on the interests of natural persons as holders

of the fundamental rights to privacy and the protection of personal data.

1.4 Limitations

Since Al covers a broad range of concepts, this thesis pays particular attention to Al disciplines that
are problematic in light of the fundamental rights to privacy and data protection. As already outlined
in Section 1.2, these disciplines are machine learning, natural language processing, computer vision,
facial recognition, affective computing and automated reasoning. Methods of Al that combine Al
with Robotics, i.e. ‘Embodied Artificial Intelligence’, are not in the scope of this thesis. Applications
of Embodied Al such as driverless vehicles, surgical robots and companions pose different questions

such as liability issues or ethical issues in the context of robot-human interactions.* These questions,

39 Reza Banakar, Max Travers, ‘Introduction’ in Reza Banakar, Max Travers (eds) Theory and Method in Socio-Legal
Research (Hart Publishing 2005) x.

40 Shauhin Talesh, Elizabeth Mertz and Heinz Klug, ‘Introduction to the Research Handbook on Modern Legal Realism’
in Shauhin Talesh, Elizabeth Mertz and Heinz Klug (eds) Research Handbook on Modern Legal Realism (Edward Elgar
Publishing Limited 2021) 1.

41 Mark Van Hoecke, Methodologies of Legal Research: What Kind of Method for What Kind of Discipline? (Hart Pub-
lishing 2011) 10.

42 Candido Garcia Molyneux, Rosa Oyarzabal, ‘What Is a Robot (Under EU Law)?’ (2018) Vol 1 RAIL: The Journal of
Robotics, Al & Law 11, 12.



however, are not in the scope of this research, as they do not primarily concern the fundamental rights

to privacy and the protection of personal data.

In terms of regulatory enforcement, this thesis mainly considers binding decisions adopted by the
European Data Protection Board (EDPB). The EDPB consists of representatives of national EU su-
pervisory authorities (SAs) responsible for data protection and the European Data Protection Super-
visor (EDPS). Binding decisions aim to ensure the correct and consistent application of the GDPR
and come into play where SAs in EU Member States interpret provisions of the GDPR differently.
This limitation is bound by the focus of this thesis on EU law and needed for practical reasons, in
particular the vast number of decisions adopted by SAs. However, I refer to decisions adopted by SAs
occasionally. I do so when regulatory enforcement actions adopted by a specific SA particularly relate
to Al and binding decisions of the EDPB are absent. Regarding private enforcement, this thesis fo-
cusses on CJEU and ECtHR case law. Occasionally, judgements adopted by Courts on Member States

level are considered, in particular if corresponding CJEU and ECtHR case law are missing.

In terms of legal problems, the scope of this research is restricted in five ways. First, and foremost,
this research exclusively deals with legal problems with respect to legislation adopted by the Euro-
pean Union® relating to the fundamental rights to privacy and the protection of personal data. It is
devoted primarily to legal problems arising from the perspective of individuals, that is, natural per-
sons. These two notions are used interchangeably. Obviously, legal problems may also arise for other
actors involved, in particular controllers that process personal data by means of Al systems. However,
legal problems that arise for controllers and other actors, such as providers of electronic communica-

tion services, are not within the scope of this research.

Second, the legal problems are restricted to the principles and enforceable rights enshrined in the
current legal framework and leave out other obligations.* The principle of confidentiality contained
in the ePD is the key principle of ensuring the confidentiality of communications as protected by the
fundamental right to privacy. The principles form the basis for the fundamental right to protection of
personal data.s Similarly, strong“ and effective data subject rights*” constitute a prerequisite for the
protection of personal data. In addition, the legislator considers principles and enforceable rights as

particularly important from a normative perspective. Distinctions in terms of maximum amounts for

43 Also, the human right to respect for private and family life, his home and correspondence according to Article 8 ECHR
and related case law are considered, because these sources influence the interpretation of the corresponding fundamental
rights enshrined in the EUCFR.

4 For instance the obligations contained in Chapter IV GDPR.

45 Cécile de Terwangne, Commentary of Article 5 in Christopher Kuner, Lee A. Bygrave, Christopher Docksey (eds), The
EU General Data Protection Regulation: A Commentary (OUP 2020) 313.

46 Case C-132/21 Nemzeti [2023] ECR 1-2 para 42.

47 Case C-154/21 Osterreichische Post AG [2023] ECR 1-3 para 39.
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administrative fines contained in Article 83 GDPR indicate that infringements of principles and data

subject rights are considered more serious than infringements of other provisions.#

Third, and as already outlined in Section 1.2, this thesis focusses on four dimensions of the funda-
mental right to privacy that are particularly relevant in the light of Al, namely, informational, bodily,

mental and communicational privacy.

Fourth, in terms of the fundamental right to data protection, | focus on the enforceable data subject
rights enshrined in the GDPR. These enforceable rights implement the requirements set out in the
fundamental right to data protection.

Fifth, this thesis approaches the fundamental rights to privacy and data protection mainly from a
horizontal perspective. Private parties and powerful tech companies in particular are at the forefront
of the developments in Al. Therefore, the focus is on horizontal relationships between natural persons
and private parties, but not on citizens and government. This becomes apparent from the examples

mentioned in Chapters 4 and 5.

1.5 Structure

Each of the subquestions introduced in Section 1.2 merits its own dedicated chapter. This thesis is

therefore structured as follows:

Chapter 2 answers the first subquestion, namely, what Al is and what Al disciplines exist. It starts
with existing definitions of Al (Section 2.1) and then provides an overview of the Al disciplines that
seem to be the most problematic in the context of the fundamental rights to privacy and the protection
of personal data (Section 2.2). These disciplines include machine learning, natural language pro-

cessing, computer vision, affective computing and automated reasoning.

Chapter 3 answers the second subquestion, namely, what the current legal framework is. This chapter
starts by describing the current legal framework regarding the fundamental right to privacy (Section
3.1) followed by (Section 3.2), which introduces the fundamental right to data protection. Next, (Sec-
tion 3.3) discusses the most relevant piece of EU secondary law in data protection, namely, the GDPR.
Finally, (Section 3.4) introduces the ePrivacy Directive, whose provisions particularise the funda-

mental rights to privacy and the protection of personal data in the electronic communications sector.

48 Article 29 Working Party, ‘Guidelines on the application of administrative fines for the purposes of Regulation
2016/679° (WP 253, 3 October 2017) 9; European Data Protection Board, ‘Guidelines on the calculation of administrative
fines under the GDPR’ (Guidelines 4/2022, 16 May 2022) 16.
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Chapter 4 answers the third subguestion, namely, what legal problems arise or may arise when the
principles enshrined in the current legal framework are applied to Al. To identify the legal problems
that arise or may arise from applying the current legal framework to Al, in this chapter, three types
of legal problems are introduced (Section 4.1). Based on this approach, legal problems are identified
for each of the Al disciplines outlined in Chapter 2. It focusses on the principles enshrined in the
current legal framework. Sections 4.2 - 4.8 deal with the principles enshrined in the GDPR, namely,
the lawfulness and proportionality (Section 4.2), fairness (Section 4.3), transparency (Section 4.4),
purpose limitation (Section 4.5), data minimisation (Section 4.6), accuracy (Section 4.7) and the prin-
ciple to enhance protection for special categories of personal data (Section 4.8). Section 4.9 elaborates
on the principle concerning the confidentiality of communications as enshrined in the ePD. Finally,
Section 4.10 concludes by providing an answer to Subquestion 3, including an overview of which Al

disciplines lead to which types of legal problems.

Chapter 5 answers the fourth subquestion, namely, what legal problems arise or may arise when the
enforceable rights enshrined in the current legal framework are applied to Al. Section 5.1 introduces
the approach taken to assess legal problems. Sections 5.2 to 5.5 elaborate on the fundamental right to
privacy and discuss four dimensions of privacy that are derived from the elements contained in the
text of the fundamental right to privacy and corresponding case law. These four dimensions are in-
formational (Section 5.2), bodily (Section 5.3), mental (Section 5.4), and communicational privacy
(Section 5.5). Sections 5.6 to 5.11 do the same for the fundamental right to data protection. | focus on
the enforceable rights which data subjects have according to the GDPR because they implement the
requirements enshrined in the fundamental right to data protection.* These enforceable rights are the
right to access (Section 5.6), the right to rectification (Section 5.7), erasure (Section 5.8), portability
(Section 5.9), right to object (Section 5.10) and the right not to be subject to automated decision-
making (Section 5.11). Section 5.12 concludes.

Chapter 6 answers the fifth subquestion, namely, how the incompatibilities of the current legal frame-
work identified in Chapters 4 and 5 could be addressed. Chapters 4 and 5 strongly underscore the
difference between the law in books and the law in action. Chapter 6 discusses how the gaps between
the law in books and the law in action can be addressed by means of legal solutions. Because it is
impossible to address all legal problems identified in Chapters 4 and 5, it focusses on six specific
legal problems (Sections 6.2 - 6.7). These six legal problems are chosen based on the selection crite-

rion effectiveness, urgency and novelty.

49 As emphasised by the CJEU in case law relating to the GDPR's predecessor, the DPD, see Case C-131/12, Google
Spain [2014] ECR 1-317 para 69; Joined Cases C-141/12 & C-372/12, YS, M [2014] ECR 1-2081, Opinion AG Sharpston
para 55.
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Chapter 7 answers the main research question of this thesis, namely, to what extent the developments
in Al require a new legal framework for the fundamental rights to privacy and the protection of per-
sonal data. Section 7.1 answers the main research question. Then Sections 7.2 and 7.3 provide an

outlook for future research and other recommendations.
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2 Artificial Intelligence (Al)

This chapter aims to answer Subguestion 1, namely, what Al is and what Al disciplines exist.® It
starts with existing definitions of Al (Section 2.1) and then provides an overview of the Al disciplines
that seem to be the most problematic ones from a privacy and data protection perspective (Section
2.2). These disciplines include machine learning (Section 2.2.1), natural language processing (Section
2.2.2), computer vision (Section 2.2.3), affective computing (Section 2.2.4) and automated reasoning

(Section 2.2.5). Section 2.3 answers Subquestion 1.

2.1 Definitions of Al

There is no officially agreed definition of Artificial Intelligence (Al). Al covers a wide range of con-
cepts and terms, making it difficult to define. Available definitions often involve ambiguous terms
such as ‘thinking’, ‘learning’ and ‘intelligence’. In 1968, Minsky defined Al as ‘the science of making
machine do things that would require intelligence if done by men’.5t Bellman defined Al in 1978 as
‘the automation of activities that we associate with human thinking, activities such as decision-mak-
ing, problem solving, learning, creating, game playing, and so on’.52 Nilsson described Al as ‘activity
devoted to making machines intelligent, and intelligence is that quality that enables an entity to func-
tion appropriately and with foresight in its environment.’s® Russell and Norvig organised definitions
of Al into four categories: a) thinking humanly, b) acting humanly, c) thinking rationally and d) acting
rationally.>* According to Munakata, Al involves abilities such as ‘inference based on knowledge,
reasoning with uncertain or incomplete information, various forms of perception and learning, and
applications to problems such as control, prediction, classification, and optimization’.ss More recent
definitions are the ones adopted by the Organisation for Economic Co-operation and Development
(OECD) and the National Institute of Standards and Technology (NIST). The OECD defines an Al
system as a ‘machine-based system that, for explicit or implicit objectives, infers, from the input it
receives, how to generate outputs such as predictions, content, recommendations, or decisions that
can influence physical or virtual environments. Different Al systems vary in their levels of autonomy
and adaptiveness after deployment’.s¢ NIST defines Al as a ‘branch of computer science devoted to
developing data processing systems that performs functions normally associated with human intelli-

gence, such as reasoning, learning, and self-improvement’.5’

%0 A modified version of this chapter was published in Bart Custers, Eduard-Fosch Villaronga (eds) Law and Artificial
Intelligence (Asser Press 2022). See Andreas Hauselmann, ‘Disciplines of AI: An Overview of Approaches and Tech-
niques’ 43-70.

51 Marvin Minsky, Semantic Information Processing (MIT Press 1968).

52 Richard Bellman, An Introduction to Artificial Intelligence: Can computers think? (Boyd & Faser 1978) 3

53 Nils J Nilsson, The Quest for Artificial Intelligence: A History of Ideas and Achievements (Cambridge University Press
2010).

5 Stuart Russel, Peter Norvig, Artificial Intelligence, A Modern Approach (3rd edn, Pearson Education 2016) 2.

% Toshinori Munakata, Fundamentals of the New Atrtificial Intelligence (2" edn, Springer 2008) xx.

%6 See < https://oecd.ai/en/wonk/ai-system-definition-update > accessed 8 February 2024.

57 See < https://csre.nist.gov/topics/technologies/artificial-intelligence > accessed 8 February 2024.
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The field of Al may be divided into narrow and general Al. Narrow Al refers to systems that are able
to solve a specific problem or performing a specific task. For an example on a narrow Al system, one
can refer to IBM’s ‘Deep Blue’ chess-playing computer. Deep Blue defeated the reigning world
champion in chess, Garry Kasparov, in 1997.% This example indicates that computers can perform
better than humans. However, this holds only true for a narrow domain, such as playing chess. General
Al aims to build machines that generally perform on a human level and have a ‘human-level’ skillset.
To achieve this goal, such a system must be able to mimic the functioning of the human brain in the
most important aspects.® Unlike with narrow Al, general Al arguably has not been achieved yet de-
spite rapid developments, for instance, ChatGPT. Although Al found its ‘birth’ at the Dartmouth
Summer Research Project on Al in the summer of 1956 in New Hampshire,® there are many open
challenges. According to Shi, Al research is still in its first stage since no breakthrough progress has
been achieved for some key challenges such as common sense knowledge representation and uncer-
tain reasoning.t* Therefore, current Al systems must be considered examples of ‘narrow’ Al. How-
ever, computing power has become more affordable; the computers have become faster and contain
larger memories. This led to the ‘summer of Al’ and it seems reasonable to expect major develop-
ments in the field of Al.

In his famous paper, called ‘Computing Machinery and Intelligence’,% Turing proposed the ‘Imitation
Game’, which has later become known as the ‘Turing test’.® Turing offered his test as a sufficient
condition for the existence of Al.% This test involves three actors: (A) a machine, (B) a human and
(C) another human called the interrogator (see Figure 1.1). In the Turing test, the human interrogator
(C) stays in a room apart from the other two actors (A) and (B). The human interrogator knows the
machine (A) and human (B) by labels (X) and (YY) and therefore does not know which label is (A)
or (B).% The object of the test is for the interrogator (C) to determine which of the other two actors is
the human and which is the machine®” by asking (X) and () questions which they must answer.® In
other words, the human interrogator engages in conversation with either a human or an Al natural

language program which are both hidden from view. If the human interrogator cannot reliably

58 https://www.livescience.com/59065-deep-blue-garry-kasparov-chess-match-anniversary.html, accessed 8 February
2024.

59 Kevin Warwick, Artificial Intelligence: The basics (Routledge 2012) 65.

60 Ronald R Kline, ‘Cybernetics, Automata Studies, and the Dartmouth Conference on Artificial Intelligence’ (2011) 4,
EEE Computer Society, 5.

61 Zhongzhi Shi, Advanced Artificial Intelligence (World Scientific 2011) 18.

62 Alan Mathison Turing, ‘Computing Machinery and Intelligence’ (1950) Vol LIX Iss 236 Mind 433-460.

8 Chris Bernhardt, Turing’s Vision: The Birth of Computer Science (MIT Press 2016) 157.

64 Stan Franklin, ‘History, motivations, and core themes’ in Frankish Keith and Ramsey William (eds) The Cambridge
Handbook of Artificial Intelligence (2014) 17.

85 Alan Mathison Turing, ‘Computing Machinery and Intelligence’ (1950) Vol LIX Iss 236 Mind 433-460.

8 Chris Bernhardt, Turing’s Vision: The Birth of Computer Science (MIT Press 2016) 157.

67 Alan Mathison Turing, ‘Computing Machinery and Intelligence’ (1950) Vol LIX Iss 236 Mind 433-460.

8 Chris Bernhardt, Turing’s Vision: The Birth of Computer Science (MIT Press 2016) 157.
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distinguish between the human and the program/machine, (artificial) intelligence is ascribed to the

program.s

A

O | &
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Figure 1.1 Illlustration of the Turing test created by the author.

There are plenty of definitions for Al, which involve ambiguous terms such as those already men-
tioned. In this thesis, Al refers to adaptive machines that can autonomously execute activities and
tasks that require capabilities usually associated with humans. ‘Autonomously’ in this sense means
that the machine has the ability to make its own decisions and perform tasks on the designer’s behalf.”
‘Adaptive’ refers to the machine’s ability to learn from, and adapt to its environment in order to
preserve its autonomy in dynamic environments.” Adaptivity is very important, since only a machine
that learns will succeed in a vast variety of environments.” Learning in this context corresponds to
‘adapt’ the performance according to previously made experiences based on statistics and probability

calculations.” This definition aligns well with the ones adopted by the OECD and NIST.™

2.2 Al disciplines

Since Al covers a broad range of concepts, this research will pay particular attention to Al disciplines
which could be problematic in the light of the fundamental rights to privacy and data protection.
These Al disciplines are coloured blue in Figure 1.2.7 The remaining disciplines (white) will not be

discussed in this thesis.

8 Stan Franklin, ‘History, motivations, and core themes’ in Frankish Keith and Ramsey William M. (eds) The Cambridge
Handbook of Artificial Intelligence (2014) 17, 18.

70 Eduardo Alonso, ‘Actions and agents’ in Frankish Keith and Ramsey William M. (eds) The Cambridge Handbook of
Artificial Intelligence (2014) 235, 236.

™ Ibid 235.

2 Stuart Russel, Peter Norvig, Artificial Intelligence, A Modern Approach (3rd edn, Pearson Education 2016) 39.

73 Stefan StrauB3, ‘From Big Data to Deep Learning: A Leap Towards Strong Al or Intelligentia Obscura’ (2018) 2 (3), Big
Data and Cognitive Computing <https://www.mdpi.com/2504-2289/2/3/16> accessed 14 January 2019, 7.

74 See < https://oecd.ai/en/wonk/ai-system-definition-update > and < https://csrc.nist.gov/topics/technologies/artificial-
intelligence > respectively, accessed 8 February 2024.

5 This figure shall not be considered as a complete overview of all Al disciplines, but serves as an illustrative overview
for this thesis.



https://oecd.ai/en/wonk/ai-system-definition-update
https://csrc.nist.gov/topics/technologies/artificial-intelligence
https://csrc.nist.gov/topics/technologies/artificial-intelligence

16

Robotics ]
"Embodied Al" | ™\

Affective Computing }

| Machine Learning
7| (Mb

Al — ~[ Knowledge Representation ]

"Emotion Al"

A { Automated Reasoning ]

Natural Language Processing ,
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Figure 1.2 Graph created by the author outlining the Al disciplines inspired by Russel/Norvig’ and slightly
adjusted by adding the field of affective computing.

Methods of Al that combine Al with Robotics, i.e. ‘Embodied Artificial Intelligence’, are out of scope
of this thesis. Applications of Embodied Al such as driverless vehicles, surgical robots and compan-
ions pose different questions such as liability issues or ethical issues in the context of robot-human

interactions.” However, these questions are not in the scope of this research.

Al systems need to translate input into information or knowledge so that it can be processed to select
output (action).” The discipline of Al research commonly referred to as knowledge representation
focusses on the computers capabilities to store what it knows and hears.™ Since research in this dis-
cipline of Al focusses on conceptual issues® not related to privacy and data protection, it will not be
discussed here. However, the subfield of automated reasoning, which is a fundamental part of

knowledge representation, will be discussed due to its implications on automated decision-making.

2.2.1 Machine learning (ML)

ML may be considered a discipline or one of the tools of Al.8 | follow the former approach in this
thesis and acknowledge that ML is often combined with other Al disciplines. Computer science has
traditionally aimed to manually program computers. ML however aims to have computers program
themselves based on experience.® In other words, the goal of ML is to adapt to new circumstances

and to detect and extrapolate patterns.®2 Murphy defines ML as ‘a set of methods that can

76 Stuart Russel, Peter Norvig, Artificial Intelligence, A Modern Approach (3rd edn, Pearson Education 2016) 2, 3.

" Candido Garcia Molyneux, Rosa Oyarzabal, ‘What Is a Robot (Under EU Law)?’ (2018) Vol 1 RAIL: The Journal of
Robotics, Al & Law 11, 12.

78 Stan Franklin, ‘History, motivations, and core themes’ in Frankish Keith and Ramsey William M. (eds) The Cambridge
Handbook of Artificial Intelligence (2014) 24.

9 Stuart Russel, Peter Norvig, Artificial Intelligence, A Modern Approach (3rd edn, Pearson Education 2016) 2.

80 E.g. the issue of whether or not to represent knowledge, Franklin Stan, ‘History, motivations, and core themes’ in
Frankish Keith and Ramsey William M (eds) The Cambridge Handbook of Artificial Intelligence (2014) 24, 25.

8 Vijay Kotu, Bala Deshpande, Data Science (2" edn Elsevier 2019) 2.

82 Tom M. Mitchell, ‘The discipline of Machine Learning’ (2006) 1 <http://www.cs.cmu.edu/~tom/pubs/Machinel earn-
ing.pdf> accessed 8 February 2024.

83 Stuart Russel, Peter Norvig, Artificial Intelligence, A Modern Approach (3rd edn, Pearson Education 2016) 2.
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automatically detect patterns in data, and then use the uncovered patterns to predict future data or to
perform other kinds of decision making under uncertainty’.8* ML can simply be described as the set
of computational methods that use experience to improve its performance or to make accurate pre-
dictions.®s This is achieved by using ML algorithms, algorithms that learn from experience.s Put
simply, an algorithm is typically a numerical process that consists of a sequence of well-defined steps
leading to the solution of a particular type of problem.®” Experience refers to the data from the past
available to the algorithm for analysis.®® Learning in this context is about making computers modify
or adapt their performance (actions) so that these actions become more accurate.®* ML uses data-
driven methods, combining fundamental concepts in computer science with approaches from statis-
tics, probability and optimisation.* In fact, the probabilistic approach in ML is closely related to the
field of statistics, but differs slightly in terms of its emphasis and terminology. The probabilistic ap-
proach is particularly helpful for handling ambiguous cases.®* The main goal of ML is to generate

accurate predictions for unseen data and to design efficient algorithms to produce these predictions.

Before the specific kind of ML called deep learning (DL) will be discussed in Section 2.2.1.4, some
of the most widely used ML methods will be elaborated on first in Sections 2.2.1.1 and 2.2.1.3. These
methods are called supervised, unsupervised and reinforcement learning. In practice, the distinction
between supervised and unsupervised learning is not always clear-cut. Therefore, semi-supervised
learning creates a continuum between supervised and unsupervised learning: The algorithm is pro-
vided with a few labelled examples (supervised learning) but also has the task to uncover hidden
patterns and structures in the data (unsupervised learning).*® Another method deployed in ML is rein-
forcement learning (RL). RL is becoming increasingly relevant, in particular in natural language pro-
cessing, a discipline of Al which aims to enable computers to process human language (see Section
2.2.2).

2.2.1.1 Supervised machine learning

Supervised ML aims to learn a mapping from input x to output y, given a labelled set of input-output
pairs called the training set or training data. It can be used to make predictions on new input through

generalisation.* Generalisation refers to the ability of the algorithm to categorise new examples that

84 Kevin P Murphy, Machine Learning: A Probabilistic Perspective (MIT Press 2012) 1.

8 Mehryar Mohri, Afshin Rostamizadeh, Ameet Talwalkar, Foundations of Machine Learning (MIT Press 2012) 1.
8 Jan Goodfellow, Yoshua Bengio, Aaron Courville, Deep Learning (MIT Press 2016) 97 <www.deeplearningbook.org>
accessed 8 February 2024.

87 Yadolah Dodge, ‘Algorithm’ in: The Concise Encyclopedia of Statistics (Springer New York 2006) 1-2.

8 Mehryar Mohri, Afshin Rostamizadeh, Ameet Talwalkar, Foundations of Machine Learning (MIT Press 2012) 1.
8 Steven Marsland, Machine Learning: An Algorithmic Perspective (2" edn Chapman & Hall 2015) ch 1.2.1.

% Mehryar Mohri, Afshin Rostamizadeh, Ameet Talwalkar, Foundations of Machine Learning (MIT Press 2012) 1.
91 Kevin P Murphy, Machine Learning: A Probabilistic Perspective (MIT Press 2012) 1, 4.

92 Mehryar Mohri, Afshin Rostamizadeh, Ameet Talwalkar, Foundations of Machine Learning (MIT Press 2012) 2.
9 Stuart Russel, Peter Norvig, Artificial Intelligence, A Modern Approach (3rd edn, Pearson Education 2016) 695.
9 Kevin P Murphy, Machine Learning: A Probabilistic Perspective (MIT Press 2012) 3.
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differ from the ones used during the training phase.% In the supervised ML approach, the learning
algorithm receives several examples, each labelled with the correct label (training data). Consider,
for example, several labelled pictures with different animals (lions, horses, and cows). The goal is
that the algorithm automatically recognises the correct label for the training data and predicts the
value of unseen (unlabelled) inputs.® In other words, the aim is that the algorithm generalises accu-
rately by producing a model that can classify input not seen during training.?” The user who provides
the correct labels to the algorithm is the teacher, knowing for each input the correct output. Therefore,
this is called ‘supervised’ learning: the algorithm learns under the supervision and guidance of the
teacher.% To measure the accuracy of the model generated by the algorithm, the teacher provides the
algorithm with a set of examples that are different from the set of training.® Hence, the teacher feeds
the algorithm with new pictures containing lions, horses and cows and evaluates the accuracy of the
model, namely, whether the algorithm recognised the animals correctly. The algorithm learns by ad-

justing the relevant parameters so that the model makes the most accurate predictions on the data.®

There are basically two techniques used for supervised machine learning: classification and regres-
sion.t As indicated by its name, classification refers to situations where the predicted attribute is
categorical, and regression applies to situations where the predicted attribute is numeric.202 Classifi-
cation orders data into exhaustive and exclusive groups or classes on the basis of their similarity.
Consequently, all data can only be assigned to one class.?® The example with the animal referred to
the classification technique. Regression is suitable when the prediction to be made by the algorithm
should be a numerical value. Regression could be described as a statistical approach that is used to
identify the relationship between variables.1 Therefore, the regression technique could be used to
predict the number of people likely to click on an online advertisement based on the ad content and
the user’s previous surfing history. Other real-world examples using regression are predicting stock
market prices given current market conditions or predicting the age of a viewer watching a given

video on YouTube.%

% Christopher M Bishop, Pattern Recognition and Machine Learning (Springer 2006) 2.

% Mehryar Mohri, Afshin Rostamizadeh, Ameet Talwalkar, Foundations of Machine Learning (MIT Press 2012) 7.
97 Ethem Alpaydin, Machine Learning: The New Al (3 edn MIT Press 2016) 39.

9 Toshinori Munakata, Fundamentals of the New Atrtificial Intelligence (2" edn Springer 2008) 38.

9 Stuart Russel, Peter Norvig, Artificial Intelligence, A Modern Approach (3rd edn, Pearson Education 2016) 695.
100 Ethem Alpaydin, Machine Learning: The New Al (3" edn MIT Press 2016) 39.

101 Michele Usuelli, R machine learning essentials (Packt Publishing 2014) 155.

102 |hid 154.

103 Toon Calders, Bart Custers, ‘What is Data Mining and How Does it Work?” in Bart Custers et al. (eds) Discrimination
and Privacy in the Information Society (Springer 2013) 32.

104 However, note that decision tree regression would not be considered as traditional statistics.

105 Kevin P Murphy, Machine Learning: A Probabilistic Perspective (MIT Press 2012) 9.
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2.2.1.2 Unsupervised machine learning

Unlike supervised ML, the algorithm only receives unlabelled training data.l’® That means that the
algorithm is not told what the desired output is for each form of input and unsupervised ML does not
require a human expert to manually label the data.’*” Due to the fact that there is no external compar-
ison between actual and ideal output by the teacher, this approach is called unsupervised: There are
no correct answers available.1%® Therefore, the algorithm tries to discover patterns in the input even
though no explicit feedback is supplied.r® The goal of unsupervised ML is to identify associations
and patterns among a set of input data and categorise them accordingly.22 It can be difficult to quan-
titatively evaluate the performance of the model, since there are no labelled examples available.1
Two branches of techniques used for unsupervised learning are clustering and dimensionality reduc-

tion.112

Clustering in this context means dividing detected patterns into groups or clusters. Similar patterns
are placed in the same group, while all others are put in different groups.*® Simply put, clustering
refers to the partition of unlabelled items into homogeneous regions.i* Clusters may overlap, while
classifications do not (see Section 2.2.1.1). Clustering is particularly performed to analyse very large
data sets. A common example is to use clustering in the context of social network analysis, where the
clustering algorithm tries to identify ‘communities’ within large groups of people.'*s The same applies
to e-commerce, where users are clustered into groups based on their purchasing or online behaviour,

which enables online shops to send customised targeted ads to each group.:®

Dimensionality reduction aims to represent data with fewer dimensions!” and is useful to project
high-dimensional data to a lower dimensional subspace to capture the ‘essence’ of the data.i® By
reducing the dimensions, hidden patterns and structures in the data may be observed, and nonin-
formative features are discarded. Dimensional representations often produce better predictive accu-
racy because they focus on the essence of the object and filter out non-essential features.* Dimen-

sionality reduction is commonly used to pre-process digital images, in computer vision tasks!? (see

106 Mehryar Mohri, Afshin Rostamizadeh, Ameet Talwalkar, Foundations of Machine Learning (MIT Press 2012) 7.
107 Kevin P Murphy, Machine Learning: A Probabilistic Perspective (MIT Press 2012) 9.

108 Toshinori Munakata, Fundamentals of the New Atrtificial Intelligence (2" edn Springer 2008) 38.

109 Stuart Russel, Peter Norvig, Artificial Intelligence, A Modern Approach (3rd edn, Pearson Education 2016) 694.
110 Hastie Trevor, Tibshirani Robert, Friedman Jerome, The Elements of Statistical Learning (2" edn 2008) xi; Steven
Marsland, Machine Learning: An Algorithmic Perspective (2" edn Chapman & Hall 2015) ch 1.3.

11 Mehryar Mohri, Afshin Rostamizadeh, Ameet Talwalkar, Foundations of Machine Learning (MIT Press 2012) 7.
112 Michele Usuelli, R machine learning essentials (Packt Publishing 2014) 164.

113 Toshinori Munakata, Fundamentals of the New Artificial Intelligence (2" edn Springer 2008) 72.

114 Mehryar Mohri, Afshin Rostamizadeh, Ameet Talwalkar, Foundations of Machine Learning (MIT Press 2012) 2.
115 Mehryar Mohri, Afshin Rostamizadeh, Ameet Talwalkar, Foundations of Machine Learning (MIT Press 2012) 2.
116 Kevin P Murphy, Machine Learning: A Probabilistic Perspective (MIT Press 2012) 11.

117 Ethem Alpaydin, Introduction to Machine Learning (4th edn MIT Press 2020) 137, 138.

118 Kevin P Murphy, Machine Learning: A Probabilistic Perspective (MIT Press 2012) 11.

119 1pid, 12.

120 Mehryar Mohri, Afshin Rostamizadeh, Ameet Talwalkar, Foundations of Machine Learning (MIT Press 2012) 2.
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Section 2.3) and applied in natural language processing (see Section 2.2.2), e.g., for acoustic sig-

nals.12t

2.2.1.3 Reinforcement learning (RL)

Reinforcement learning (RL) is a distinct method in ML that differs from supervised and unsupervised
ML approaches. In RL, the algorithm interacts with its environment and the method is inspired by
behavioural psychology.?2 RL algorithms modify or acquire new behaviours incrementally and use
trial-and-error experience without requiring complete knowledge or control of the environment.12
Unlike supervised learning, RL learns with a “critic’ who does not instruct the algorithm what to do,
but rather provides it with feedback in the form of a reward or punishment.2* The reward depends on
the correctness of the decision (the action by the agent).1% In RL, the decision-maker is called the
agent which interacts with everything outside the agent, called the environment. The agent and envi-
ronment interact continuously: the agent selects actions, and the environment responds to these ac-
tions and presents new situations to the agent.'2 The agent has no prior knowledge of what action to
take; it learns from interaction with the environment.’2” The object of the agent is to maximise its
reward over a course of interactions with the environment.'2¢ Therefore, the agent uses the received

feedback to update its knowledge so that it learns to perform actions that return the highest reward.'?

An illustrative example is a machine (agent) that learns to play chess. The chessboard is the environ-
ment of the agent that must decide over a sequence of actions, namely, ‘moves’ on the chesshoard
(environment) to achieve a certain goal, namely, winning the game. In RL, the agent evolves and
learns while analysing the consequences of its actions with the feedback received from the environ-
ment.3° This is different from the unsupervised ML approach, where no feedback is distributed. RL
also differs from supervised ML because the agent does not learn from the initially labelled training
data, but from the interaction with the environment based on feedback in the form of a punishment or
reward.3t Combining it with deep learning techniques has made ‘deep RL’ increasingly successful in

addressing challenging sequential decision-making problems such as mastering the game ‘Go’%% or

121 Kevin P Murphy, Machine Learning: A Probabilistic Perspective (MIT Press 2012) 11.

122 Jan Goodfellow, Yoshua Bengio, Aaron Courville, Deep Learning (MIT Press 2016) 104 <www.deeplearn-
ingbook.org> accessed 8 February 2024.

123 Vincent Frangois-Lavet et al, ‘An Introduction to Deep Reinforcement Learning’ (2018), Vol. 11, No. 3-4 Foundations
and Trends in Machine Learning, 2, 15.

124 Ethem Alpaydin, Introduction to Machine Learning (4th edn MIT Press 2020) 570.

125 Andries P Engelbrecht, Computional Intelligence — An Introduction (2nd edn John Wiley & Sons 2007) 83.

126 Zhongzhi Shi, Advanced Artificial Intelligence (World Scientific 2011) 365.

127 Andries P. Engelbrecht, Computational Intelligence — An Introduction (2 edn John Wiley & Sons 2007) 83.

128 Mehryar Mohri, Afshin Rostamizadeh, Ameet Talwalkar, Foundations of Machine Learning (MIT Press 2012) 8.
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beating the world’s top professionals in poker.:3 Its adaptive capabilities make RL very suitable for
interactive applications. For example, deep RL is applied for dialogue systems and conversational
agents, in particular for digital assistants and chatbots.’3* The most impressive and current example is
ChatGPT provided by OpenAl. ChatGPT is a large language model trained to produce text. It was
optimised by using reinforcement larning with human feedback.®* Deep RL seems to possess prom-
ising potential for real-world applications such as robotics, self-driving cars, finance and smart
grids.=¢ Current ML applications based on the supervised method for natural language processing and
speech recognition require vast amounts of labelled training data. This issue could be eliminated by
applying deep RL methods.*

2.2.1.4 Artificial Neural Networks and deep learning

The human brain consists of a very large number of processing units called neurons.:#® These neurons
have an output fibre called an axon and a terminal fibre called a synapse. The axons split up and
connect to several dendrites, which are the input pathways of other neurons through the junction
terminal synapse.’® Because the neurons of the human brain are connected, it is called a neural net-

work. Figure 1.3 shows a typical biological neuron.

dendrites

7

B g
P > synapses

nucleus

cell body

Figure 1.3 Biological neuron illustrated by Navdeep Singh.4? Used with permission.

Although it is not entirely clear how the neural network of human brains actually works, it is consid-
ered to be the fundamental functional source of intelligence, which includes perception, learning and

cognition.t The characteristic of a neural network is that the neurons operate in parallel and transfer

133 See <https://www.nature.com/articles/d41586-019-02156-9> accessed 8 February 2024,

134 Julian Serban et al. ‘A Deep Reinforcement Learning Chatbot’ (2017) 1 <https:/arxiv.org/pdf/1709.02349.pdf> ac-
cessed 8 February 2024.

135 See FAQs about ChatGPT provided by OpenAl: < https://help.openai.com/en/articles/6783457-what-is-chatgpt > ac-
cessed 8 February 2024.

136 Vincent Frangois-Lavet et al., ‘An Introduction to Deep Reinforcement Learning’ (2018) Vol. 11 No. 3-4 Foundations
and Trends in Machine Learning 3.

137 Deng Li and Liu Yang, ‘Epilogue: Frontiers of NLP in the Deep Learning Era’ in Deng Li and Liu Yang (eds) Deep
learning in natural language processing (Springer 2018) 316.

138 Ethem Alpaydin, Machine Learning: The New Al (3™ edn MIT Press 2016) 86.

139 Tommy Chow, Siu-Yeung Cho, Neural Networks and Computing: Learning Algorithms and Applications (Imperial
College Press 2007) 2.

140 Navdeep Singh Gill, ‘Overview of Artificial Neural Networks and its application’
<https://www.xenonstack.com/blog/artificial-neural-network-applications/> accessed 8 February 2024.

141 Toshinori Munakata, Fundamentals of the New Atrtificial Intelligence (2" edn, Springer 2008) 7.
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information among themselves over the synapses so that the neurons are connected and influence
each other.242 The brain is believed to learn by examples and experience and to be highly capable of

adapting to external changes.43

A single biological neuron would be too simple to make decisions like humans do. Similarly, a single
artificial neuron would not be able to cope with challenging decision-making and prediction pro-
cesses. Hence, to unleash the full potential of artificial neurons, they must operate in parallel and
transfer information among themselves. That is why researchers such as Rumelhart and others in 1986
attempted to design artificial neural networks (ANN) with the aim to allow an arbitrarily connected
neural network to develop an internal structure that is appropriate for a particular task.*** ANNSs can
be simply described as an abstract model that is inspired by knowledge of the inner workings of the
human brain that can be programmed on a computer. ANNs consist of artificial neurons and inter-
connections similar to the human brain. The network receives input, performs internal processes such
as the activation of the neurons and finally yields output.s However, ANNs are generally not de-
signed to be realistic models of the human brain. The neural perspective on deep learning is motivated
by two main ideas: first, that the brain provides an example that intelligent behaviour is possible; and
second, that it is possible to create machine learning models that shed light on the principles of the
brain and human intelligence.#¢ The pattern of connections between the artificial neurons is called
the architecture or topology of the ANN and consists of distinct layers of neurons. The layers depend
on the model used.#” Each of the layers has a certain number of neurons which is usually determined
by a specific application problem the model aims to solve. An example of a deep ANN is given in
Figure 1.4.

hidden layer 1  hidden layer 2 hidden layer 3

input layer

Figure 1.4 Example of a deep artificial neural network illustrated by Michael Nielsen.® Used with permission.
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Generally, there are one input layer, one output layer and any number of hidden layers. Neurons of
the input layer are connected to the neurons of the hidden layer through edges, and the neurons of the
hidden layer(s) are connected to the output layer. A weight is associated to each edge. The input layer
(see on the left side of Figure 1.4) consists of neurons that receive their input directly from the data,
and its function is to merely send out input signals to the hidden layer neurons; it does not compute
anything.#® The hidden layer then applies computation methods to the inputs that depend on the model
used for the neural network, transforming the received inputs to something the output layer can use.
Hidden means that the values in these layers are not given in the data, but the model has the task of
determining which concepts are useful for explaining the relationships in the observed data.* It then
sends its output to the next layer, in the present case, to hidden layer 2, which sends it to hidden layer
3 and subsequently to the output layer (see the right side of Figure 1.4). Subsequently, the role of the
output layer is to produce the output of the entire network. The output of ANNSs can then be used to

extract a prediction or a decision.

Deep learning (DL) is a particular kind of ML that represents the world as a nested hierarchy of
concepts.’®* The human brain seems to execute many levels of processing with increasing levels of
abstraction.1s2 DL seems to resemble this by computing more abstract concepts in terms of less ab-
stract ones.'s3 Most of the models used for supervised and unsupervised ML have a simple two-layer
architecture.’s This is different with DL models, which use many different layers. Approaches in DL
feed a large set of input data into the ANN that produces successive transformations of the input data,
where each hidden layer combines the values in its preceding layer and learns more complicated
functions of the input.’ss Then, the final transformation predicts the output.ts¢ The deep learning ap-
proach avoids the requirement that the human operator must specify all the knowledge which the
computer requires. Deep learning solves this by enabling the computer to build complex concepts out
of simpler concepts. When illustrating the approach in a graph by building the concepts on top of
each other, that graph is deep, with many layers. Therefore, the approach is called deep learning (see
Figure 1.4).5" DL draws inspiration from many fields, especially from linear algebra and probabilistic

statistics. Foundation models, namely models that are trained on broad data using self-supervision

149 Toshinori Munakata, Fundamentals of the New Avrtificial Intelligence (2" edn, Springer 2008) 10.

150 1an Goodfellow, Yoshua Bengio, Aaron Courville, Deep Learning (MIT Press 2016) 6 <www.deeplearningbook.org>
accessed 8 February 2024.

151 Jan Goodfellow, Yoshua Bengio, Aaron Courville, Deep Learning (MIT Press 2016) 8 <www.deeplearningbook.org>
accessed 8 February 2024.

152 Kevin P Murphy, Machine Learning: A Probabilistic Perspective (MIT Press 2012) 95.

153 1an Goodfellow, Yoshua Bengio, Aaron Courville, Deep Learning (MIT Press 2016) 8 <www.deeplearningbook.org>
accessed 8 February 2024.

154 Kevin P Murphy, Machine Learning: A Probabilistic Perspective (MIT Press 2012) 995.

155 Ethem Alpaydin, Machine Learning: The New Al (3™ edn MIT Press 2016) 104.

1%6 Yoav Goldberg, Neural Network Methods in Natural Language Processing (Morgan & Claypool Publishers 2017) 2.
157 Jan Goodfellow, Yoshua Bengio, Aaron Courville, Deep Learning (MIT Press 2016) 1, 5 <www.deeplearn-
ingbook.org> accessed 8 February 2024.



http://www.deeplearningbook.org/
http://www.deeplearningbook.org/
http://www.deeplearningbook.org/
http://www.deeplearningbook.org/
http://www.deeplearningbook.org/

24

and that can be adapted to a wide range of tasks, are based on deep neural networks.2s8 Typical exam-
ples of foundation models include large language models (LLMSs) as introduced in the Al discipline

natural language processing (Section 2.2.2).

Interestingly, achievements in modern DL have been made with an astonishingly small number of
neurons contained in the ANNs when compared with neural networks of the human brain. Although
today’s ANNs are considered quite large from a computational perspective, they are smaller than the
neural networks of relatively primitive animals such as frogs. Goodfellow, Bengio and Courville,
leading scholars in the field, predict that ANNs will not reach the same number of neurons as the
human brain possesses before the 2050s unless new technologies enable faster scaling.!%

However, most current DL models lack reasoning and explanatory capabilities, making them vulner-
able to produce unexplainable outcomes. Despite the recent success of DL, DL methods based on
ANN generally lack interpretability.'® Foundation models and LLMs are no exception.'¢! Interpreta-
bility remains a challenge due to the hierarchical and nonlinear structure of ANNs and the central
concept in DL called connectionism. With deep learning models, each artificial neuron works inde-
pendently by computing a relatively simple task, and therefore partially contributes to the output
produced by the ANNs.22 ANNSs produce output based on the central concept in DL called connec-
tionism, where the idea is that a large number of simple computational units (artificial neurons)
achieve intelligent behaviour when networked together.2¢3 Consequently, combining the characteristic
of artificial neurons to work independently with the concept of connectionism leads to a situation
where thousands or hundreds of thousands of artificial neurons work in parallel in an ANN with
hidden layers to jointly calculate certain output.’®* Hence, it seems neither possible to understand
which artificial neuron contributed to a distinct part of the output nor to understand what happened in
the intermediate (hidden) layers of the ANN.%5 In other words, it is not possible to extract any under-
lying rules that may be implied by the DL model.*¢ This holds even true for DL algorithms using the
supervised learning method, where the algorithm cannot learn without being given correct sample

patterns. Therefore, even if an ANN has successfully been trained to achieve its goal, the many
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numeric values of the weights produced by the model do not have a meaning to the supervisor.’
Clearly, the model is parameterised by all these weights, but it remains unclear how these weights
have been calculated and to what extent the various input variables contributed to the outcome. ANNs
in use can be updated dynamically as new data are fed into the network.1% Subsequently, this updates
the weights produced by the model because they are learnt from experience. These updates contribute

to further challenges regarding the interpretability of DL approaches. e

DL is well suited to deal with complex sensor data such as input from cameras and microphones that
proved to be difficult to process when using conventional computational methods.* This applies in
particular to cognitive tasks which include natural language processing and speech recognition or face
recognition, which are discussed below.* Current research in DL attempts to decode speech directly
from the human brain. Such approaches record the activity in the cortex to decode the characteristics
of the produced speech.12 State-of-the-art deep neural network models arguably contribute to an im-
proved overall accuracy in speech reconstruction from neural recordings in the human auditory cor-
tex.1”? The short-term goal of these research projects is to help individuals that are unable to com-
municate due to injuries or neurodegenerative disorders by creating a synthesised version of their
voice that can be controlled by the activity of their brain speech centres.’”* However, the long-term
goal of this could be much broader and very different. Facebook announced that it wants to ‘build a

non-invasive, wearable device that lets people type simply by imagining themselves talking.’s

2.2.2 Natural language processing (NLP)

Natural language processing (NLP), a subfield of Al, aims to give computers the ability to process
human language. This interdisciplinary field comprises many concepts and methods such as speech

and language processing, human language technology, natural language processing, computational
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linguistics, and speech recognition and synthesis.te NLP includes both the generation and understand-
ing of natural language.t”” The advances in NLP have led to the development of large language models
(LLMs). LLMs are advanced language models with massive parameter sizes (billions to trillions)7
and strong learning capabilities.t” These models can perform various NLP tasks, such as translation,

text summarisation, and question-answering.® ChatGPT is the current prime example.

From an engineering perspective, NLP intends to develop novel practical applications to facilitate
interactions between computers and human languages.* Current NLP systems require large amounts
of labelled data.1s2 Speech recognition is a typical application of NLP, and its aim is to automatically
transcribe the sequence of spoken words. It may be defined as the process of converting a speech
signal to a sequence of words by means of an algorithm implemented by a computer program. In
particular, speech recognition does not concern understanding but is simply responsible to convert
language from spoken words to text form. 18 The observable ‘physical’ signal of natural language is
called text in symbolic form, and its counterpart is the speech signal, that is, the continuous corre-
spondence of spoken texts.1ss Speech recognition is based on the acoustic signal captured by a micro-
phone as input. The classes are the words that can be uttered. A word is a sequence of phonemes that
are the basic speech sounds.ss Therefore, speech recognition converts phonemes (speech signal) into
text. A specific challenge in speech recognition is that different people pronounce the same word
differently due to factors related to age, gender or accent, which makes it more difficult to recognise
the words.2®” Another challenge is that a common conversational utterance involves multiple queries
with disfluencies such as pauses and hesitations. However, current NLP systems embedded in virtual
assistants typically focus on ‘unnatural’ and one-sided interactions without hesitation or disfluency.

For this reason, speech recognition involving conversiational speech is a challenging task.1e¢
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Speech signals cannot only reveal the intended message, but also the identity of the speaker because
the ways in which prosodic characteristics are manifested in speech disclose important information
regarding the identity of the speaker.'8 Prosody refers to the study of the intonational and rhythmic
aspects of language.'® Systems in the domain of speaker verification are capable of using the voice
of an individual in order to identify an unknown person (speaker identification), verify the identity of
a person (speaker verification) and classify specific characteristics like age or gender (speaker classi-
fication).®t Text-based verification of an individual through voice analysis is technically possible
with a very short text such as ‘Ok Google’, which takes approximately 0.6 seconds if uttered by an
individual .12 Hence, speaker identity is embedded in the speaker’s voice and can be recognised using
automatic speaker recognition systems, which apply DL approaches.®?

Current research in speech recognition focusses on emotion recognition from speech signals, a major
subject in human-computer interaction. This research focusses on how speech is modulated when a
speaker’s emotion changes from neutral to another emotional state. For example, it has been observed
that speech in anger or happiness shows longer utterance duration and higher pitch and energy value
with deep length. %4 Speech emaotion recognition may be used for various areas, such as call centres,
smart devices or self-driving cars.1%s A real-world application of affective computing (AC) that aims
to derive emotional states from speech is Amazon’s ‘Halo’ wearable, which analyses voice tones to
detect user emotions.2 The recent success in NLP and speech recognition has been powered by using
the DL approach in ML, currently with supervised ML methods such as classification as described in
Section 2.2.1.1. Therefore, the current bottleneck of these approaches is that they require large
amounts of labelled data and lack reasoning abilities. However, it is tried to overcome this bottleneck
by applying the unsupervised learning paradigm and particularly deep RL methods in NLP and speech

recognition.»” Deep learning has been successfully applied to real-world tasks in Al, in particular in
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speech recognition as a part of the virtual personal assistants such as Google Assistant, Amazon

Alexa, Microsoft Cortana or Apple Siri.18

2.2.3 Computer vision (CV)

Computer vision (CV) is a subfield of Al devoted to perceive objects, i.e. the automated understand-
ing of visual images and comprises many fields of applications.1*® The goal of object detection is to
detect all instances of objects from a known class, such as people, cars or faces in an image.2® CV
can also be described as the science and technology of machines that ‘see’, which refers to the ability
of the machine to extract information from an image necessary to solve a task.2t CV aims to infer
properties from the observed visual data, which originate from a variety of sensors such as cameras,
laser scans, etc.22 CV algorithms reconstruct the properties of one or more images, such as such as
shape, illumination and colour distributions. Researchers in computer vision develop mathematical
techniques to recover the three-dimensional shape and appearance of objects in imagery. Real-world
applications include optical character recognition (OCR) for automatic number plate recognitions (of
vehicles), medical imaging for preoperative and intra-operative imagery, automotive safety to detect
unexpected obstacles such as pedestrians on the street, surveillance to monitor intruders and finger-

print recognition for automatic access authentication. 23

CV techniques are also currently used to identify individuals based on their gait. Biometric research
implies that gait, i.e. the manner in which individuals walk, constitutes a unique identifier like a fin-
gerprint or iris.2* The biometrics necessary for gait identification may be captured in public places
and from a distance in a rather ubiquitous manner. Methods used for identification are model-based
approaches which consider the human body or its movements to acquire gait parameters (e.g., step
dimensions, cadence, human skeleton, body dimensions) as well as model-free approaches that ac-
quire gait parameters by that rely on gait dynamics and the measurement of geometric representations

such as silhouettes.20s
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Another real-world example is Amazon Go. Amazon Go is a checkout-free grocery store which is
equipped with state-of-the-art cameras and sensors. Amazon Go is powered by computer vision, DL
and sensor fusion2¢ in order to track shoppers and their purchases. Sensor fusion exploits the best
features of sensors (for example, cameras and small Bluetooth radio transmitters called ‘beacons’)
installed in a given environment. It is particularly helpful in situations where the sensors themselves
are not self-sufficient to achieve a certain goal, for example, comprehensive and precise tracking of
shoppers.2” In Amazon Go stores, shoppers enter by scanning an Amazon Go smartphone app and
sensors track items that the shoppers take from the shelves. Once picked up, the items are automati-
cally charged to the Amazon accounts of the shoppers when they leave the store. Where Amazon
Go’s inventory system cannot detect the object the user removed from the shelf, the system ‘may

consider past purchase history’ of the user.2

Face recognition is one of the CV applications of particular relevance for this thesis. Section 2.2.3.1
introduces face recognition and Section 2.2.3.2 explains face recognition applications applying deep

learning.

2.2.3.1 Face recognition

Face recognition refers to the technology capable of identifying or verifying the identity of subjects
in images or videos based on biometric data.2* It is one of the major biometric technologies and has
become increasingly relevant due to the rapid advances in image capture devices and the availability
of huge amounts of face images on the web.?° Unlike other biometric identification methods, such as
iris recognition (which requires individuals to get significantly close to a camera), face recognition
can be used from a distance and in a covert manner.2* Therefore, the range of potential applications

for face recognition is wide because it can be easily deployed.??
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Face recognition systems operate in a face verification (authentication) and/or face identification
(recognition) mode. The former involves a one-on-one match that compares a query face image of
the person whose identity is claimed (e.g., for self-serviced immigration clearance using E-passports).
The latter involves one-to-many matching, which compares a query face image against multiple face
images in a database to associate the identity of the query face. Usually, finding the most similar face
is not sufficient and a confidence threshold is specified. Therefore, only those faces whose similarity
score is above the threshold are reported.2:3 Face recognition systems are usually built on four building
blocks:
1. Face detection, which finds the position of a face in an image
2. Face normalisation, which normalises the face geometrically and photometrically
3. Face feature extraction performed to extract salient information which is useful to distinguish
faces such as reference points located at fixed locations in the face (e.g., position of eyes,
nose, lips)
4. Face matching, where extracted features from the input face are matched against one or many

of the enrolled faces in the database?4

The facial features used for the third building block may be grouped into two classes of features:
continuous and discrete. Continuous features are real valued numbers and are extracted using dis-
tances and angles between facial landmarks such as forehead height, eyebrow length, nose height,
chin height, ears length, mouth length etc. Discrete features represent a finite number of categories,
for example, the shape of the eyebrow or nose root width.2:s Figure 1.5 provides an example of such

features.
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Figure 1.5 Face layout illustrated by Tome et al.?¢ with examples of facial features extracted by using distances

and angles between facial landmarks such as eyebrows, eyes, nose and lips. Used with permission.
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2.2.3.2 DL and face recognition

Current face recognition applications use DL methods based on convolutional neural networks (CNN)
which are trained with very large datasets. 2’ A CNN is a specific kind of neural network for pro-
cessing data that has a known grid-like typology. For example, image data can be thought of as a 2D
grid of pixels. As the name indicates, a CNN employs a mathematical operation called convolution,
which is a specialised kind of linear operation.8 Notably, the performance of a face recognition sys-
tem largely depends on a variety of factors such as illumination, facial pose, expression, age span,
hair and motion.2® Whereas the building blocks of face recognition systems and the general architec-
ture of the ANN are predetermined by the developer of the system, the ANN itself decides how to
create the optimal score for determining similarity in the face matching building block mentioned in
Section 2.2.3.1. Therefore, it remains often unclear how the similarity score is calculated by the ANN,
even to the developer of the system.220 Another issue is that face recognition systems perform poorly
in recognising individuals of different ethnicities. For example, Hewlett Packard face recognition
software could not recognise dark-coloured faces as faces.2t A ‘passport robot’ in New Zealand re-
jected the passport picture of an Asian man because the ‘subject’s eyes are closed’ although his eyes

were open.?22

However, face recognition systems are widely used in commercial applications and consumer prod-
ucts with built-in Al capabilities. Examples are cars with on-board cameras to deploy biometric iden-
tification and monitor driving behaviour?? or connected retail spaces.?* Furthermore, there is a trend
to improve face recognition systems with the ability to monitor and analyse the emotions in real-time
based on extracted biometric data and facial expressions. The gained knowledge is then used to build

specific customer profiles.
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2.2.4  Affective computing (AC)

Affective computing (AC), sometimes called ‘emotion Al’, is computing that relates to, arises from
or influences emotion.2> AC is a scientific and engineering endeavour inspired by psychology, neu-
roscience, linguistics and related areas.?® Affective states are considered to be experiential phenom-
ena such as emotions and moods.??” Emotions form an important part of human intelligence and daily
live, be it for decision-making, social interaction, perception or learning. In other words, emotions
play a pivotal role in functions considered essential to intelligence.?2 Picard, the pioneer in the field
of AC, therefore, concludes that if computers are to be genuinely intelligent, they too should have
emotional capabilities.? In this thesis, the focus lies on affect detection from facial expressions and
speech, since they may be easily deployed compared to more invasive approaches that include meas-

urement of physiological factors such as cardiac activity (heart rate) or skin conductance (sweat).

The following sections elaborate on affect detection from facial expressions (Section 2.2.4.1), speech
(Section 2.2.4.2) and discuss multimodal approaches in which different methods of AC are combined

to detect emotions (Section 2.2.4.3).

2.2.4.1 Facial expressions

Facial expressions are probably the most natural way humans express their emotions.* According to
Darwin’s evolutionary theory of emotions, emotion expressions help in regulating the social interac-
tion and increase the likelihood of survival.zst Due to the developments in technology, it is possible
to detect facial information automatically in real-time, for example, with the use of a simple video
camera. However, automatic detection of emotions derived from facial expressions and their inter-
pretation is not simple and context-driven. 232 Physically, a facial expression is a change in the face
due to movements of several muscles demonstrating an emotional state. An emotional state is an
individual’s transient reaction to specific encounters with the environment, one that occurs and dis-
appears depending on particular conditions. For example, someone is feeling or reacting with anger

at a particular time and place.2 A facial expression is communicated by a transient flexing of facial
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futures such as mouth, eyes and eyebrows due to the contraction of the muscles that make up the
face.4 These muscle contractions are controlled by two different areas of the brain, one controlling
voluntary movements and the other involuntary reactions.2* Facial expressions can easily be used for
emotion detection because it only requires a simple video camera to register facial information auto-
matically and in real-time.2¢ Two approaches to measuring facial expressions will be discussed here:

message-based and sign-based approaches.

Based on the assumption that the face provides a direct ‘readout’ of emotion, the message-based
approach makes inferences about emotion or the affective state by assigning facial expression and
movements to ‘basic emotions’ according to Ekman.?” Facial movements and the ‘basic emotions’

hypothesised are illustrated in Figure 1.6.

Anger Disgust Happiness Sadness Surprise

Figure 1.6 Facial movements and hypothesised ‘basic’ emotion categories illustrated by Barret et al. 2% Used
with permission.

It should be noted that this approach is problematic since the meaning of an expression depends on

the context. For example, smiles accompanied by cheek raising express enjoyment, the same smile

combined with head lowering and turning to the side convey embarrassment. Additionally, facial

expressions can be posed or faked.23®

The sign-based approach measures anatomic facial signs and then uses experimental or observational
methods to discover the relation between these signs and emotion.2 In 1978, the psychologists Ek-
man and Friesen proposed a model for measuring facial muscle contractions involved in facial ex-

pression called ‘Facial Action Coding System’ (FACS).2# FACS is now a common standard used to
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Systems (Wiley-ISTE 2012) 107, 109.
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237 Jeffrey F. Cohn, Fernando De La Torre, ‘Automated Face Analysis for Affective Computing’ in Rafael Calvo et al
(eds), The Oxford Handbook of Affective Computing (OUP 2015) 132, 133.
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systematically describe and quantify visible human facial movement?#2 and describes facial activity
in terms of anatomically-based action units (AU).2#3 FACS defines 46 AUs to describe each independ-
ent movement of the face, including head and eye movements. FACS is used to verify the physiolog-
ical presence of emotion. Due to its comprehensiveness, it also allows the discovery of new patterns
related to emotional states.2# FACS-coded facial events (AUs) such as ‘Inner Brow Raiser’, ‘Chin
Raiser’, ‘Lip Corner Puller’ are classified into emotion categories by matching facial events with
emotional events coded from previous empirical studies.*s Figure 1.7 provides some examples of
AUs.

Fear 1+2+4+5+7+20+25 Eyebrows raised and pulled together, upper eyelid raised, lower eyelid tense, lips parted and stretched

Happiness 64+7+124+25+26 Duchenne display

Figure 1.7 Facial expression examples for basic emotions ‘fear’ and ‘happiness’, the corresponding FACS action units and
physical descriptions for each expression, illustrated by Keltner et al.?*¢ Used with permission.

Manual application of the FACS to videotaped behaviour is very time consuming. It takes approxi-
mately 100 hours to train a person to make judgements reliably and typically takes more than two

hours to complete a one-minute video. 247

Unsurprisingly, computer scientists started to use computer vision and graphics to automatically an-
alyse and synthesise facial expression in automated face analysis (AFA) systems. Recently developed
AFA systems claim to detect pain, frustration, emotion intensity, depression and psychological dis-
tress.2#8 For example, a study aimed to predict depression, anxiety and stress levels from videos using
the FACS approach built on ANN-based architecture.2# Automated face analysis (AFA) systems seek

to detect emotions using message-based and sign-based approaches. Such systems typically follow
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four steps: face detection, face registration, feature extraction and classification. In the first step, the
face will be recognised using approaches from object detection in computer vision. During the face
registration step, the face is rotated to an upright and frontal facing position to remove geometric
differences. In the feature extraction step, the algorithm extracts the main features of the face (e.g.
mouth, eyebrows) and analyses movement, shape and texture composition of these regions to identify
AUs. %t After feature extraction, a machine learning (ML) component has the task to learn the rela-
tionship between the feature representation and the target facial expressions. Most of the current ap-
proaches use supervised learning?2, with a tendency to also make use of deep learning and ANN
methods.253 Fully automatic FACS coding systems use state-of-the-art ML techniques that can recog-

nise any facial action.?

2.2.4.2 Speech in affective computing

Emotions of a person may be measured and quantified by observing speech signals from this person.
This is exactly what speech-based emotion recognition systems aim at. Such systems are based on
insight gained from research that investigates the mechanisms of emotional speech production.® Re-
search in emotion recognition has shown that emotions in speech are related to prosody features such
as pitch and energy.2 Prosody refers to the study of the intonational and rhythmic aspects of lan-
guage. Research has demonstrated specific associations between emotions such as fear, anger, sad-
ness, joy and measures of pitch, voice level and speech rate.2s” Pitch is a perceptual property of a
signal. The pitch of a sound is the mental sensation of fundamental frequency. In case a sound has a
higher frequency, it is generally perceived as having a higher pitch.2® The pitch of speech associated
with emotions such as anger or happiness is higher than the pitch of speech associated with emotions
such as sadness or disappointment.2 In terms of speech rate, it has been shown that if the person who
speaks is in an emotional state of anger or fear, the speech is usually faster. In case the person is bored

or sad, then the speech is typically slower. Hence, effects of emotion tend to be present in features
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such as average pitch, pitch range and pitch changes, speech rate, voice quality and articulation.2s
Approaches in affective computing extract these acoustic signal features that characterise emotional
speech. Machine learning algorithms map the automatically derived acoustic features described be-
fore to the desired emotion representations. 26 Research in the field aims to extract features from the
voice to detect depressive people®2 or candidate stress levels during human resources interviews using
ML and ANN.22 Real-world applications of AC that aim to derive emotional states from speech are
Amazon’s ‘Halo’ wearable, which analyses voice tones to detect user emotions,?* or Spotify’s pa-
tented voice assistant,25s which, based on commands or other utterances (e.g., ‘ugh’), recognises when
a user sounds sad and then offers encouragement by ‘cheering’ the user.26 Methods applied to speech

emotion recognition increasingly involve deep learning approaches.27

2.2.4.3 Multimodal approaches

Methods used in AC may be combined in multimodal approaches. For example, research in psychol-
ogy aims to develop multimodal frameworks comprising audio-video fusion (facial expressions and
emotions in speech) for the diagnosis, of depression to distinguish between people who suffer from

depression and people who do not.28

Multimodal approaches may also include the detection from physiological factors such as cardiac
activity (heart rate and heart rate variability). Research has shown that the variability of heart rate
provides a novel marker to recognise emotions in humans.?® Both heart rate and heart rate variability
have been reported as indicators of fear, panic, anger and appreciation and are therefore used for

affective computing.2* Methods in AC can be integrated in commercial applications in order to track
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and analyse customer behaviour in retail stores, so-called behaviour inference systems. Behavioural
inference systems apply deep learning (DL) and affective computing in order to monitor and analyse
the shopper’s behaviour based on extracted physiological factors (heart rate) and facial expressions.?”
An example for such a system comprises six modules: a speech recognition module, a biofeedback
model, a facial expression and emotion recognition module, a gaze detection module, an age and

gender recognition module and an identification module.?”

2.2.5 Automated reasoning (AR)

Automated reasoning (AR) aims to develop computers that can use stored information to answer
guestions and draw new conclusions.2” It may be described as the science of developing methods that
intend to replace human reasoning with procedures that perform individual reasoning automatically.z
Automated reasoning is devoted to answering questions from diverse data without human interven-
tion and includes decision-making. As a form of reasoning, decision-making focusses on an autono-
mous agent trying to perform a task for a human.2’s Reasoning problems are of practical significance,
they arise naturally in many applications that interact with the world, for example, reasoning about
knowledge in the sciences or natural language processing. Furthermore, reasoning algorithms form
the foundation for theoretical investigations into general Al (human-level Al).2’¢ Reasoning is the
process of obtaining new knowledge from a given knowledge, where certain transformation rules are
applied that depend only on knowledge and can be done exclusively in the brain without involving
senses.?’” Research in automated reasoning focusses on logical reasoning, probabilistic reasoning and
common sense reasoning.2’s Logical reasoning attempts to avoid any unjustified assumptions and
confines itself to inferences that are infallible and beyond reasonable dispute.2”® Probabilistic reason-
ing deals with uncertainty about knowledge and belief. Uncertainty may be approached by applying
tools from probability theory and statistics. Research in probabilistic reasoning focusses on the rep-
resentation of different types of uncertainty and uncertain knowledge, reasoning with these types of
knowledge, and learning them. It facilitates the development of applied systems of practical im-
portance, such as machine vision, medical diagnosis and natural language processing. Probabilistic

reasoning models are close to ML and serve as a medium between ML and AR.20
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For a very long time, scientists and philosophers have tried to understand and formalise how humans
reason and whether reasoning methods may be automatised. 28t Achieving common sense reasoning
capabilities in computational systems has been one of the goals of Al since its beginning in the
1960s.222 Common sense reasoning constitutes a central part of human behaviour and is a precondition
for human intelligence. Unsurprisingly, the creation of systems that exhibit common sense reasoning
is a central goal towards achieving general Al. History in Al has proven that it is more difficult to
develop systems with common sense reasoning capabilities compared to systems that solve explicit
reasoning problems, such as chess-playing programs or expert systems that assist in clinical diagnosis.
Part of this difficulty is due to the all-encompassing aspect of common sense reasoning: It requires
many different kinds of knowledge. Furthermore, most common sense knowledge is implicit and
therefore difficult to explain and compute, unlike expert-knowledge which is usually explicit. There-
fore, implicit common sense knowledge must be made explicit in order to develop common sense

reasoning systems.2s

Other problems that impede the development of automated common sense reasoning are the lack of
a precise meaning of ‘common sense reasoning’, how to take into account of polysemy, ambiguity
and vagueness of natural language and the difficulty in modelling the role of various forms of implicit
knowledge such as context, background knowledge and tacit knowledge.* Therefore, common sense
reasoning capabilities are still a challenge in Al applications.2s According to Oren Etzioni, who over-
sees the Allen Institute for Artificial Intelligence, Al ‘is devoid of common sense’.2 Hence, to ac-
guire common sense from massive amounts of data and implementing it in intelligent systems appears
to be the next frontier in Al.2¢” The lack of progress in providing general automated common sense
reasoning capabilities underscores that this is a very difficult problem in the field of Al.288 Common
sense reasoning is not just the hardest problem for Al, it is also considered to be the most important

problem.2s°
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2.3 Conclusions

This chapter answered Subquestion 1, namely, what Al is and what disciplines exist therein. Al is an
exciting, challenging and complex technology which accelerates at a tremendous pace. Al covers a
broad range of approaches and techniques and at least five disciplines. These five disciplines are
machine learning, natural language processing, computer vision, affective computing and automated

reasoning.

As a major discipline of Al, machine learning (ML) is focussed on computers that program them-
selves based on experience. ML can be applied by means of several methods, ranging from supervised
to unsupervised to reinforcement learning. Deep learning (DL) is a very powerful kind of machine
learning considering that the achievements in the field have been reached with artificial neural net-
works (ANNSs) comprising an astonishingly small number of neurons when compared with neural
networks of the human brain. By means of natural language processing (NLP), machines can process
human language. It includes both the generation and understanding of natural language. NLP signif-
icantly contributes to improved interactions between machines and humans. Computer vision (CV)
facilitates the automated processing of visual images and thus enables machines to see. Face recog-
nition, which is one of the applications of computer vision, empowers machines to identify or verify
the identity of humans in images or videos based on biometric data. Because emotions form an im-
portant factor of human intelligence and daily life, affective computing (AC) aims to equip machines
with emotional capabilities. Approaches in AC which derive emotions from facial expressions and
speech may be easily deployed and widely used. Efforts in the discipline of automated reasoning

(AR) seek to perform individual reasoning automatically.
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3 The current legal framework

This chapter aims to answer the second research question, namely, what the current EU legal frame-
work is. First, Section 3.1 of this chapter describes the current legal framework regarding the funda-
mental right to privacy followed by Section 3.2 which introduces the fundamental right to data pro-
tection. Next, Section 3.3 discusses the most relevant piece of EU secondary law in data protection,
namely, the GDPR. Finally, the ePrivacy Directive will be introduced (Section 3.4). Section 3.5 an-

swers Subquestion 2.

As indicated in Sections 1.1 and 1.4, and as apparent from Chapters 4 and 5, | focus on horizontal
relationships and EU secondary law. This focus is also visible from the corresponding sub-sections
of this chapter. The introduction of the fundamental right to data protection according to Article 8
EUCEFR is brief. Nonetheless, Article 8 EUCFR is relevant because the GDPR aims to ensure a high
level of protection ‘of the rights guaranteed in Article 16 TFEU and Article 8 of the Charter’.2° The
GDPR ‘implements’?! this fundamental right and covers horizontal relationships. The principle of
proportionality discussed in Section 3.2.2 is a general principle of EU law. It is relevant not only in
the context of Article 8 of EUCFR but also when interpreting the GDPR.

The distinction between the fundamental right to privacy (Article 7 EUCFR) and data protection (Ar-
ticle 8 EUCFR) is not purely symbolic. Case law of the European Court of Justice (CJEU) shows that
despite substantial overlaps, there are differences with the scope of both rights and their limitation.?
Imagine, for example, a smart advertisement board in a supermarket powered by software that deploys
computer vision and affective computing approaches to analyse the faces of customers that look at
the ad board to determine their emotional states, age and sex without the possibility to identify them.
Such a scenario would trigger the scope of application of the fundamental right to privacy,2® but
arguably not the right to data protection because individuals cannot be identified.?* Nevertheless,
privacy law is often used as a synonym for data protection law. Admittedly, the distinction is very

semantic, similar to a debate on whether a hot dog can also be considered a sandwich.
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41

3.1 The fundamental right to privacy

The human right to respect for private and family life as enshrined in Article 8 of the Council of
Europe’s European Convention for Human Rights (ECHR) and the corresponding fundamental right
according to Article 7 of the EU Charter of Fundamental Rights (EUCFR) protect everyone’s ‘right
to respect for his private and family life, his home and correspondence’.2> Because the European
Court of Justice (CJEU) held that Article 8 ECHR and Article 7 EUCFR must be interpreted identi-
cally,2s | refrain from assessing the scope and meaning of these rights separately. Therefore, the fol-
lowing analysis applies to both rights equally. | deliberately focus on the case law of the European
Court of Human Rights (ECtHR) because it is more developed than CJEU case law.2” Within this
thesis, | use the term “private and family life’ and ‘privacy’ interchangeably. As the attentive reader
already noted, the EUCFR considers privacy to be a ‘fundamental right” and the ECHR to be a ‘human
right’. The former is commonly used to allude to rights that are granted a special status by a certain
legal order, and the latter to rights recognised in international law.2® Because this thesis focusses on

EU law, I use the term ‘fundamental right’.

3.1.1 Scope

The essential object of Article 8 ECHR s to protect an individual against ‘arbitrary interference by
the public authorities’ with its private and family life, home and correspondence.2® This obligation is
of the classic negative kind, but the ECtHR emphasised3® that Article 8 ECHR also entails a positive
obligation which requires the state to take steps to provide particular rights or to protect people against
the activities of other private individuals.® In a Resolution, the Council of Europe stated that the right
to privacy granted under Article 8 ECHR ‘consists essentially in the right to live one’s own life with
a minimum of interference’.®2 The ECtHR cited this Resolution in its jurisprudence, including cases
where non-state actors infringed the right to privacy.3* The text in Article 8 (1) ECHR demands for
respect of private and family life, home and correspondence. What the term ‘respect’ means is, even
in the view of the ECtHR, not “clear-cut’, in particular ‘where the positive obligations implicit in that

concept are concerned’.® What seems relevant here is one of the fundamental principles in a
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ECHR. However, the two terms essentially mean the same.
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accessed 8 February 2024.
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2014) 164, 166.

299 Niemietz v Germany App no 13710/88 (ECtHR, 16 December 1992) para 31.
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democratic society, namely, the rule of law, which dictates the existence of measures of legal protec-

tion against arbitrary interference by public authorities with the rights protected by the ECHR.3%

The following sections elaborate on the protected elements of the fundamental right to privacy that
are specifically relevant in the context of this research. These two elements are private life (Section
3.1.1.1) and communication (Section 3.1.1.2).3% Subsequently, the living instrument doctrine (Section
3.1.2) applied by the ECtHR will be introduced.

3.1.1.1 Private life

The notion of private life is considered to be a broad concept that includes the ability to live one’s
own life without arbitrary disruption or interference.®” Thus, the most traditional aspect of the right
to private life is the individual’s interest in not being exposed to unwanted attention from the state or
third parties.® In its case law, the ECtHR consistently emphasised that the concept of private life is
incapable of an exhaustive definition.2® However, the case law provides insight into the rather wide
range of rights and interests covered under the notion of private life.31° The interpretation of the term
‘private life’ in Article 8 is ‘underpinned by the notions of personal autonomy and quality of life’ .31
Therefore, the term ‘private life’ is not limited to an ‘inner circle’ but encompasses the sphere of
personal autonomy within which everyone can freely pursue the development and fulfilment of their
personality and establish and develop relationships with other people and the outside world.32 The
right to respect for private life entitles the individual concerned to control the use of its image, includ-
ing the right to object to the publication of a photograph and to the recording, conservation and re-
production of the image by another person.2® An individual’s image constitutes an essential attribute
of personality because ‘it reveals the person’s unique characteristics and distinguishes the person from
his or her peers.”3 Also, secret surveillance invades an individual’s private space3 and thus inter-
feres with the right to respect private life and correspondence.3:¢ A violation of the right to respect for

private life may even occur when the information obtained by means of secret surveillance measures

305 Sgdermann v Sweden App no 5786/08 (ECtHR 12 November 2013) para 75; Tavi v Turkey App no 11449/02 (ECtHR
9 November 2006) para 28; Ciubotaru v Moldova App no 27138/04 (ECtHR 27 April 2010) para 50; David Harris et al,
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306 |In Sections 5.2-5.5, four specific dimensions covered by these two main elements will be discussed in more detail.

307 David Harris et al, Law of the European Convention on Human Rights (4th edn OUP 2018) 503, 504.
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2346/02 (ECtHR 29 April 2002) para 61; Peck v United Kingdom App no 44647/98 (ECtHR 28 January 2003) para 57.
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European Convention on Human Rights (Intersentia 2018) 670.

311 Pretty v United Kingdom App no 2346/02 (ECtHR 29 April 2002) paras 61and 62: Christine Goodwin v United King-
dom App no 28957/95 (ECtHR 11 July 2002) para 90.

312 william Schabas, The European Convention on Human Rights: A Commentary (OUP 2015) 369.

313 William Schabas, The European Convention on Human Rights: A Commentary (OUP 2015) 377.

314 Reklos and Davourlis v Greece App no 1234/05 (ECtHR 15 January 2009) para 40.
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is not used subsequently.3” Thus, it is the surveillance itself that counts as an interference with an

individual’s privacy.3:8

Three particular dimensions of privacy derived from the element ‘private life’ will be further dis-
cussed in Chapter 5, namely, when they are applied to Al. These are informational privacy (Section

5.2), bodily privacy (Section 5.3) and mental privacy (Section 5.4).

3.1.1.2 Communications

Compared to Article 8 ECHR, the wording of Article 7 EUCFR includes ‘communications’ instead
of ‘correspondence’. In essence, the two terms mean the same thing. Both mail and electronic mes-
sages fall within the scope of ‘correspondence’ and under ‘communication’. The same applies to
telephone calls and similar forms of communication3® relying on the Internet, such as messenger
apps. In other words, the right to respect correspondence protects private communications regardless
of their form or content. The term ‘correspondence’ has been interpreted by the ECtHR in a manner
that allows one to keep up with technological developments. It covers telephone, facsimile, email,
Internet usage, letters and, most importantly, also other methods of communication in the future.3?
Furthermore, Article 8 of the ECHR protects both private and business-related correspondence, re-

gardless of whether it is carried out from an office or from a private home.32

3.1.2 Living instrument doctrine

Article 8 requires the ECtHR to determine issues at the forefront of technology or issues that concern
sensitive societal views and values. In this regard, the broad principles of Article 8 have allowed the
ECtHR to continuously respond to modern legal dilemmas and human rights challenges.*?? The EC-
tHR has refused to define the ambit of Article 8 ECHR3% and ‘does not consider it possible or neces-
sary to attempt an exhaustive definition of the notion of private life’,?# which allows the ECtHR to

adapt the protection granted under Article 8 ECHR to new circumstances and technological and
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societal developments.3% This dynamic approach to interpretation has been coined the ‘living instru-
ment doctrine’.3% According to the ECtHR, it is crucial that the ECHR is interpreted and applied in a
manner which renders its rights practical and effective, not theoretical and illusory.?” Despite the fact
that the living instrument doctrine is obvious in case law,?2 in a dispute concerning covert video
surveillance of an employee being suspected of theft, the ECtHR included a sort of caveat with regard
to technological developments. In this case, the ECtHR declared that there was a fair balance struck
between the right to respect her private life under Article 8 and the employer’s interest in the protec-
tion of its property rights and the public interest in proper administration of justice.®?® However, the
ECtHR stated that ‘The competing interests concerned might well be given a different weight in the
future, having regard to the extent to which intrusions into private life are made possible by new,
more and more sophisticated technologies’.®® This clearly indicates that, depending on the intrusive-
ness of future technology, the balancing test could have a different outcome in the future. The living
instrument doctrine also affects case law adopted by the CJEU. According to the CJEU, Article 8
ECHR and Article 7 EUCFR must be interpreted identically.33* Furthermore, the EUCFR preamble
reaffirms the rights as a result, inter alia, from the ECHR and the case law of the ECtHR and the
CJEU.32 Moreover, according to Article 52 (3) EUCFR, the ‘meaning and scope’ of the rights con-
tained in the EUCFR and ECHR shall be the same, provided that these rights ‘correspond’. This holds
true for Article 8 of the ECHR and Article 7 of the EUCFR.

3.2 The fundamental right to data protection

Avrticle 8 EUCFR grants everyone ‘the right to the protection of personal data concerning him or her’.
For the sake of brevity, | term this the fundamental right to data protection. There is no corresponding
provision on data protection in the ECHR. However, ECtHR case law under the fundamental right to
privacy gave rise to a right of data protection as well. Thus, the fundamental rights to privacy and

protection of personal data are closely linked but not identical.3* The Data Protection Directive3* has
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inspired Article 8 EUCFR; therefore, case law stemming from secondary EU law plays a role when
interpreting Article 8 EUCFR.33%

The following two sub-sections briefly discuss the differences between the fundamental right to pri-
vacy and data protection regarding the object and scope (Section 3.2.1) and introduce the principle of

proportionality (Section 3.2.2) which plays an important role in EU data protection law.

3.2.1 Scope

The material scope of Article 8 EUCFR covers personal data, which entails all information on iden-
tified or identifiable natural persons.3® Thus, the information protected by Article 8 EUCFR seems to
be more extensive than the information covered by the right to privacy under Article 8 ECHR.3¥
Additionally, the personal scope differs. The CJEU has excluded legal persons from the fundamental
right to data protection, whereas legal persons can rely on the fundamental right to privacy.3* Unlike
most of the other rights of the EUCFR, Article 8 contains several specifications that reflect key ele-
ments of the system of checks and balances.3* Furthermore, Article 8 (2) EUCFR explicitly grants
everyone ‘right of access to data which has been collected concerning him or her, and the right to

have it rectified.’3* These rights will be discussed in Section 3.3.4 below.

To what extent Article 8 EUCFR has a horizontal effect is unclear. It is argued that the provisions
contained in the EUCFR do not directly create obligations for private parties because the provisions
of the EUCFR are addressed solely to the institutions, bodies, offices, and agencies of the Union and
to the Member States when implementing EU law.3*2As opposed to the fundamental right to privacy,
there is extensive secondary EU law that regulates data protection. Secondary EU law will be dis-

cussed in Sections 3.3 and 3.4.

3.2.2  Principle of proportionality

As one of the general principles of EU law, the principle of proportionality3# plays an important role

in EU data protection law and has a decisive influence on the evaluation of whether a violation of the
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right to data protection is justified.3* The principle of proportionality is important not only in the
context of Article 8 EUCFR, but also when interpreting EU secondary law as described in Sections
3.3 and 3.4. According to case law, the principle of proportionality ‘requires that measures imple-
mented by acts of the European Union are appropriate for attaining the objective pursued and do not
go beyond what is necessary to achieve it.’*® Derogations and limitations in relation to the protection

of personal data shall only apply in so far as is strictly necessary.34

According to EU law, the principle of proportionality has generally three components that involve
the assessment of a measure’s (i) suitability, (ii) necessity and (iii) proportionality stricto sensu.3¥
Suitability assesses whether the measure concerned is suitable or relevant to the realisation of the
goals it is aimed at meeting. Necessity raises the question whether the measure concerned is required
to realise the goals it is aimed at. Proportionality stricto sensu examines non-excessiveness by deter-
mining whether the measure goes further than necessary to realise the goals it is aimed at meeting.34
Necessity comprehends the so-called need-to-know principle and according to the CJEU, access to
personal data must only be granted to authorities that have power in the specific field and not to other
authorities.®® Proportionality stricto sensu (iii) requires choosing the least onerous measure and the
disadvantages caused by this measure must not be disproportionate to the aims pursued.3s® The CJEU
has ruled that the Council and Commission did not comply with the principle of proportionality when
requiring the publication of the names of all natural persons who were beneficiaries of agricultural
funds and of the exact amounts received by those persons. It reached this conclusion because
measures that would affect the fundamental right to data protection less adversely, but still would

contribute to the aim pursued, had not been considered.3s!

3.3  General data protection regulation

Arguably, the most relevant and influential EU secondary data protection law is the General Data
Protection Regulation (GDPR).352 Regulations are binding legislative acts and must be applied in its

entirety across the EU. With its 99 articles and 173 recitals, the GDPR must be regarded as a
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comprehensive piece of legislation. It sets out rules relating to the protection of natural persons re-
garding the processing of their personal data and rules relating to the free movement of personal data.
Avrticle 1 (2) GDPR specifically refers to the objective of the GDPR to protect fundamental rights and
freedoms of natural persons and, in particular, the right to the protection of personal data according
to Article 8 EUCFR. The following Sections 3.3.1-3.3.4 will shortly elaborate on the most important
concepts and provisions of the GDPR in light of the context of this thesis.®®® These sections cover
material and personal scope (Section 3.3.1 and 3.3.2) as the well as data protection principles (Section
3.3.3) and the rights of the data subject (Section 3.3.4).

As explained in Section 2.1, Al refers to adaptive machines that can autonomously execute activities
and tasks that require capabilities usually associated with humans. Although Al has the ability to
make its own decisions and perform tasks on the designer’s behalf,*** the GDPR does not apply to Al
as such because Al does not have a legal personality. Instead, the GDPR applies to controllers and
processors deploying Al systems that process personal data. Therefore, not Al itself but its deploy-
ment by companies may cause legal problems. The use of an Al system falls under the scope of the

GDPR only if both the material and personal scope are triggered.

3.3.1 Material scope

In essence, the GDPR applies to the processing of personal data wholly or partly by automated means
and other than by automated means when the personal data form part of a filing system or are intended
to form part of such a system.3** Thus, whether the material scope of the GDPR is triggered depends
on the following key terms: personal data (Section 3.3.1.1), special categories of personal data (Sec-
tion 3.3.1.2) and processing (Section 3.3.1.3).

3.3.1.1 Personal data

Personal data are defined in Article 4 (1) GDPR as a concept with four elements: i) any information
ii) relating to iii) an identified or identifiable iv) natural person. The first element reflects the aim of
assigning a wide scope to the concept of personal data and potentially encompasses all kinds of in-
formation.?® The form of the information appears to be irrelevant, as the information may be available
‘in written form or be contained in, for example, a sound or image’.%” The second element ‘relating

to’ is also broadly interpreted by the CJEU and is satisfied ‘where the information, by reason of its
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and possible fines.
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content, purpose or effect, is linked to a particular person’.3®® What is decisive in whether information
constitutes personal data depends on the third element, namely, whether the person concerned in fact
is identified or identifiable. With respect to this element, a flexible approach is taken.?®® This is em-
phasised by the wording of Article 4 (1) and Recital 26 GDPR, in particular the references to ‘singling
out’, ‘directly or indirectly’ and ‘either by the controller or by another person’.3® Regarding identifi-
cation, Recital 26 states that account should be taken of “all the means reasonably likely to be used’.
According to the CJEU, this criterion would not be met if identification is prohibited by law ‘or prac-
tically impossible on account of the fact that it requires a disproportionate effort in terms of time,
cost, and man-power, so that the risk of identification appears in reality to be insignificant’.3%* The
last element of the concept of personal data makes clear that data on corporations or other legal/juristic
persons3%2 as well as artificial creatures (e.g. robots) are not protected by the GDPR. Overall, personal

data seems to be a broad concept.3®

3.3.1.2 Special categories of personal data

Avrticle 9 (1) GDPR contains an exhaustive list of special categories of personal data, namely, personal
data ‘revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade
union membership, and the processing of genetic data, biometric data for the purpose of uniquely
identifying a natural person, data concerning health or data concerning a natural person’s sex life or
sexual orientation.” Whereas Article 9 GDPR solely refers to the term ‘special categories of personal
data’ (special data), Recitals 10, 51 and 53-54 also mention the term ‘sensitive data’. According to
the CJEU, the rationale to ensure enhanced protection for special data is based on their particular
sensitivity. Processing of special data is liable to constitute a particularly serious risk of interference
with fundamental rights to privacy and data protection.** According to the CJEU, the rationale is to
prevent significant risks to data subjects arising from the processing of special data, regardless of any
subjective element such as the controller’s intention.3 Thus, there is a higher standard of protection

for special data because processing of them poses a greater risk to the fundamental rights of the data
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subject.?® According to Recital 51 GDPR, this is due to the particularly sensitive nature of special
data. Three of the categories of sensitive data listed in Article 9 (1) are further defined in the GDPR,3¢

namely genetic data,3® biometric data2® and data concerning health.37

The definition of special categories of personal data must be interpreted broadly. The CJEU ruled that
personal data which are liable to indirectly reveal special categories of personal data defined in Article
9 (1) GDPR are covered by the latter provision.3™* In this ruling, the CJEU followed the AG’s opinion
by stating that ‘the verb “reveal” is consistent with the taking into account of processing not only of
inherently sensitive data, but also of data revealing information of that nature indirectly, following an
intellectual operation involving deduction or cross-referencing’.®’2 Another case addresses the pro-
cessing of special data in the context of websites and applications relating to Facebook users. Whether
Article 9 (1) GDPR is applicable in this context depends, according to the CJEU, on the question
‘whether the data collected, alone or by virtue of their association with the Facebook accounts of the
users concerned, actually enable’ to reveal one or more of the categories mentioned in Article 9 (1)
GDPR. In certain cases, as pointed out by the CJEU, the mere act of visiting webites or the use of
apps may already reveal information as referred to in Article 9 (1) GDPR.3? Also, it is irrelevant
whether a categorisation under Article 9 (1) GDPR is correct or not to fall under the scope of this
provision.? Processing of special data is prohibited unless one of the exceptions listed in Article 9
(2) GDPR applies. These exceptions are exhaustive and must be interpreted restrictively.?”s In addition
to one of the exceptions, processing of special data must always be supported by a legal basis3® and
comply with other provisions®” of the GDPR.3® As will be shown in Section 4.8, Article 9 GDPR is
particularly relevant for the processing of arguably new types of sensitive personal data facilitated by

Al (e.g., emotion data).
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Docksey (eds), The EU General Data Protection Regulation: A Commentary (OUP 2020) 374, 376.
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3.3.1.3 Processing

In Article 4 (2), the GDPR defines processing broadly by stating that processing refers to ‘any oper-
ation or set of operations which is performed on personal data or on sets of personal data, whether or
not by automated means, such as collection, recording, organisation, structuring, storage, adaptation
or alteration, retrieval, consultation, use, disclosure by transmission, dissemination or otherwise mak-
ing available, alignment or combination, restriction, erasure or destruction’. In short, the definition of
processing essentially covers any data processing operation and the use of the wording ‘such as’ in-
dicates that the list entailed in the definition is not exhaustive. Processing might be further distin-
guished into automated and manual processing. The former refers to processing done by means of
computing devices, and the latter to processing operations executed by humans without the use of
computing devices.?” It should be noted that manual processing falls only within the material scope
of the GDPR if the personal data undergoing processing ‘form part of a filing system or are intended

to form part of a filing system?’.38

Avrticle 4 (6) GDPR defines a filing system as ‘any structured set of personal data which is accessible
according to specific criteria, whether centralised, decentralised or dispersed on a functional or geo-
graphical basis’. Due to this broad definition, any sets of data grouped together in accordance with
specific criteria making such data searchable and accessible without great difficulty are likely to be
covered by the definition.®! According to the CJEU, the requirement that data must be ‘structured
according to specific criteria’ simply demands that personal data can be easily retrieved. In the words
of the CJEU, personal data do not need to be ‘contained in data sheets or specific lists in another

search method, in order to establish the existence of a filing system’.3%

3.3.2 Personal scope

The GDPR distinguishes between the different actors involved in data processing. These actors are
the norm addressees of the GDPR, in essence, the entities that must comply with the GDPR, namely,
‘controllers’ and ‘processors’, and the individuals that are protected by the GDPR, the ‘data subjects’.
The latter are not defined in the GDPR, but Recital 14 indicates that the protection afforded by the
GDPR applies to natural persons, whatever their nationality or place of residence, in relation to the
processing of their personal data. The definitions for the two actors having to comply with the GDPR,

namely, controllers and processors, are introduced in Sections 3.3.2.1 and 3.3.2.2 respectively.

379 Lee A. Bygrave, Luca Tosoni, Commentary of Article 4 (2) in Christopher Kuner, Lee A. Bygrave, Christopher
Docksey (eds), The EU General Data Protection Regulation: A Commentary (OUP 2020) 119,120.

380 Article 2 (1) GDPR.

381 |_uca Tosoni, Commentary of Article 4 (6) in Christopher Kuner, Lee A. Bygrave, Christopher Docksey (eds), The EU
General Data Protection Regulation: A Commentary (OUP 2020) 143.

382 Case C-25/17, Jehova todistajat [2018] ECR 1-551 para 57-58.



51

3.3.2.1 Controller

Avrticle 4 (7) GDPR defines controller as ‘the natural or legal person, public authority, agency or other
body which, alone or jointly with others, determines the purposes and means of the processing of
personal data’.3 It should be noted that the legal structure of the controller is irrelevant for being
considered responsible for the legal obligations under the GDPR.3* The concept of controller aims to
primarily place responsibility for protecting personal data on the entity that actually exercises control
over processing of personal data.3 Regulatory guidance indicates that the concept of controller is
functional and ‘intended to allocate responsibilities where the factual influence is, and thus based on
a factual rather than a formal analysis’.3% The decisive factor for controllership is the determination
of purposes and means of processing personal data. The former relates to the reason and objective of
the processing (why), and the latter is to be construed broadly as how processing is exercised, encom-
passing both technical and organisational elements. The criterion ‘determine’ can broadly be de-
scribed as the ability to exercise influence.®” As the definition in Article 4 (7) GDPR indicates, con-
trollership may be shared. Where ‘several operators determine jointly the purposes and means of the
processing of personal data, they participate in that processing as [joint] controllers’.3 Whereas a
wide range of joint controllership arrangements are possible, it is often difficult in practice to delineate
between joint controllers, separate controllers and other actors such as processors, especially in com-
plex data processing that involve multiple parties.s Joint controllership does not presuppose that both

controllers involved have access to the processed data.3®

3.3.2.2 Processor

In addition to controllers, the GDPR imposes data protection obligations on processors defined as
‘natural or legal person, public authority, agency or other body which processes personal data on
behalf of the controller’.®! As indicated in the definition, the role of the processor is inextricably
linked to that of the controller. However, the processor is an entity that is legally separate from the
controller and the relationship between these two actors is one of subservience: the processor must

adhere to the instructions of the controller regarding the purposes and means of the processing.3®2 Any

383 Emphasis added.

384 paul Voigt, Axel von dem Bussche, The EU General Data Protection Regulation (GDPR): A Practical Guide
(Springer 2017) 18.

385 [_uca Tosoni, Commentary of Article 4 (6) in Christopher Kuner, Lee A. Bygrave, Christopher Docksey (eds), The EU
General Data Protection Regulation: A Commentary (OUP 2020) 148.

386 Art 29 Working Party, 'Opinion 1/2010 on the concepts of ‘controller’ and ‘processor’ (WP 169, 16 February 2010) at
9.

387 Lee A. Bygrave, Luca Tosoni, Commentary of Article 4 (7) in Christopher Kuner, Lee A. Bygrave, Christopher
Docksey (eds), The EU General Data Protection Regulation: A Commentary (OUP 2020) 150.

388 Case C-40/17, Fashion ID [2019] ECR 1-629 para 73.

389 |_ee A. Bygrave, Luca Tosoni, Commentary of Article 4 (7) in Christopher Kuner, Lee A. Bygrave, Christopher
Docksey (eds), The EU General Data Protection Regulation: A Commentary (OUP 2020) 152.

3% Case C-210/16, Wirtschaftsakademie [2018] ECR 1-388 para 38.

391 Article 4 (8) GDPR emphasis added.

392 |_ee A. Bygrave, Luca Tosoni, Commentary of Article 4 (7) in Christopher Kuner, Lee A. Bygrave, Christopher
Docksey (eds), The EU General Data Protection Regulation: A Commentary (OUP 2020) 160.
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processor that goes beyond the mandate and instructions of the controller and takes part in determin-
ing the purposes and essential means of the processing will itself become a controller.3% A variety of
actors may be deemed processors,** including cloud service providers® and other external IT service

providers or payroll service providers.3

3.3.3 Principles

Article 5 GDPR stipulates the principles that govern any processing of personal data. These principles
provide the basis for the protection of personal data and some of them are further substantiated in
other provisions of the GDPR.37 The list of principles contained in Article 5 GDPR is exhaustive. In
what follows, the principles lawfulness (Section 3.3.3.1), fairness (Section 3.3.3.2), transparency
(Section 3.3.3.3), purpose limitation (Section 3.3.3.4), data minimisation (Section 3.3.3.5), accuracy
(Secti