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Ab	 Antibody

ABP 	 Activity-Based Probe

ABPP	 Activity-Based Protein Profiling

Ac-	 Acetyl

ADME 	 Absorption, Distribution, Metabolism, and 
Excretion

AMC 	 7-amino-4-methylcoumarin

APT	 Attached Proton Test (NMR)

aq	 Aqueous

ATP	 Adenosine Triphosphate

AU/A.U.	 Arbitrary Units

BME	 β-mercaptoethanol

Boc-	 tert-butyloxycarbonyl

BODIPY	 Fluorinated Boron-Dipyrromethene

BSA	 Bovine Serum Albumin

calc.	 Calculated

CatK	 Cathepsin K

CD	 Catalytic Domain

ChEF	 Chelation-Enhanced Fluorescence

conc.	 Concentration

cryo-EM	 Cryogenic Electron Microscopy

CSox	 Cysteine Modified with a Sox fluorophore

CuAAC	 Copper-Catalyzed Alkyne–Azide Cycloaddition

Cy5	 Cyanine-5 (fluorophore)

CYP	 Cytochrome P450

CysDUB	 Cysteine Deubiquitinating Enzyme

Da	 Dalton (mass unit)

DCE	 1,2-dichloroethane (solvent)

DCM	 Dichloromethane (solvent)

DIAD	 Diisopropyl azodicarboxylate

DIC	 N,N’-diisopropylcarbodiimide

DIPEA	 N,N-diisopropylethylamine

diUb	 Diubiquitin

DMAc	 N,N-dimethylacetamide (solvent)

DME	 1,2-dimethoxyethane (solvent)

DMF	 Dimethylformamide (solvent)

DMSO	 Dimethyl sulfoxide (solvent)

DODt 	 3,6-dioxa-1,8-octanedithiol

DRC	 Dose-Response Curve

DTT	 1,4-dithiothreitol

DUB	 Deubiquitinating Enzyme

E1	 Ubiquitin Activating Enzyme

E2	 Ubiquitin Conjugating Enzyme

E3	 Ubiquitin Ligase

ECD	 Extracellular Domain

EDC	 N-ethyl-N′-(3-dimethylamino-propyl)
carbodiimide

EDG	 Electron-Donating Group

EDTA	 Ethylenediaminetetraacetic acid

EGF	 Epidermal Growth Factor

EGFR	 Epidermal Growth Factor Receptor

eq	 Equivalents

ESI	 Electrospray Ionization

Et-	 Ethyl

EWG	 Electron-Withdrawing Group

FA	 Formic acid

FCC	 Flash Column Chromatography

FCS	 Fetal Calf Serum

FDA	 Food and Drug Administration USA

FI	 Fluorescence Intensity

FL	 Full-Length

Fmoc- 	 9-fluorenylmethyloxycarbonyl

FP	 Fluorescence Polarization

FRET	 Fluorescence Resonance Energy Transfer

GSH	 Glutathione

GST-	 Glutathione S-Transferase (protein tag)

HA-	 Human Influenza Hemagglutinin (protein tag)

HATU	 Hexafluorophosphate azabenzotriazole 
tetramethyl uronium

HCV	 Hepatitis C Virus

HEPES	 4-(2-hydroxyethyl)-1-
piperazineethanesulfonic acid (buffer)

HFIP	 1,1,1,3,3,3-hexafluoroisopropylalcohol

His-	 Polyhistidine (protein tag)

HRP	 Horseradish Peroxidase

HRMS	 High-Resolution Mass Spectrometry 

HTS	 High-Throughput Screening

IAc	 Iodoacetamide

IEDDA 	 Inverse Electron-Demand Diels-Alder 
Reaction

iPr-	 iso-propyl

IRREV	 Irreversible

kPCA	 Kinetic Probe Competition Assay

LC	 Liquid Chromatography

M	 mol/L (concentration unit)

M-CSF 	 Macrophage Colony Stimulating Factor

Me-	 Methyl

MES	 2-(N-morpholino)ethanesulfonic acid (buffer)

MMTS	 S-methyl methanethiosulfonate

MOPS	 3-(N-morpholino)propanesulfonic acid 
(buffer)

Mpro	 Viral Main Protease

MS	 Mass Spectrometry

Ms-	 Mesyl/methanesulfonyl

NBS	 Non-Binding Surface

NBS	 N-bromosuccinimide

NEM	 N-ethylmaleimide

Prologue
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Abbreviations, Acronyms, and Symbols

NMM	 N-methylmorpholine

NMP	 N-methyl-2-pyrrolidone (solvent)

NMR	 Nuclear Magnetic Resonance

NSCLC	 Non-Small Cell Lung Carcinoma

OC	 Osteoclast

ODN	 Odanacatib

PBMC	 Peripheral Blood Mononuclear Cell

PBS	 Phosphate-Buffered Saline (buffer)

PD	 Pharmacodynamics

PDB	 Protein Data Bank

pEGFR	 Phosphorylated EGFR

Phth-	 Phthalimide

PK	 Pharmacokinetics

ppm	 Parts Per Million (NMR unit)

prepHPLC	 Preparative HPLC

Prg	 Propargyl (warhead)

PROTAC	 Proteolysis-Targeting Chimera

Prp	 Propyl (warhead)

PTM	 Post-Translational Modification

pY	 Phosphorylated Tyrosine

PyBOP	 Benzotriazol-1-yloxytripyrrolidino-
phosphonium hexafluorophosphate

qABP	 Quenched Fluorescent ABP

quant	 Quantitative yield

RANKL	 Receptor Activator of Nuclear Factor κB 
Ligand

REV	 Reversible

Rf	 Retention Factor (TLC)

RFU	 Relative Fluorescence Unit

Rho-	 5-carboxy-Rhodamine110 (fluorophore)

RP-HPLC	 Reversed-Phase High-Performance Liquid 
Chromatography

Rt	 Retention Time (HPLC, LC-MS)

rt	 Room Temperature

RTK	 Receptor Tyrosine Kinase

SAR 	 Structure-Activity Relationship

SARS-CoV-2	 Severe Acute Respiratory Syndrome 
Coronavirus 2

SD	 Standard Deviation

SDS-PAGE	 Sodium Dodecyl Sulfate Poly-Acrylamide Gel 
Electrophoresis

SILAC	 Stable-Isotope Labeling by Amino Acids in Cell 
Culture

Sox	 Sulfonamido-oxine (fluorophore)

SUMO	 Small Ubiquitin-like Modifier

tBu-	 tert-butyl

TCEP	 Tris(2-carboxyethyl)phosphine

TCI	 Targeted Covalent Inhibitor

TFA	 Trifluoroacetic acid 

THF	 Tetrahydrofuran (solvent)

TIC	 Total Ion Count

TKD	 Tyrosine Kinase Domain

TKI	 Targeted Kinase Inhibitor

TLC	 Thin Layer Chromatography

TMEDA	 Tetramethylethylenediamine

TAMRA/TMR	 Tetramethylrhodamine

TMS-	 Trimethylsilyl

TRAcP 	 Tartrate-Resistant Acid Phosphatase

TR-FRET	 Time-Resolved Fluorescence Resonance 
Energy Transfer

Tris	 Tris(hydroxymethyl)-aminomethane (buffer)

Tween20	 Polyoxyethylene (20) Sorbitan Monolaurate

Ub	 Ubiquitin

Ubl	 Ubiquitin-Like Modifier

UPLC	 Ultra Performance Liquid Chromatography

UV	 Ultraviolet

VME	 Vinyl Methyl Ester (warhead)

VS	 Vinyl Sulfone (warhead)

WB	 Western Blotting

WHO	 World Health Organization

WT/ WT	 Wild-Type

Amino Acids

Ala	 A	 Alanine

Arg	 R	 Arginine

Cys	 C	 Cysteine

Gly	 G	 Glycine

Lys	 K	 Lysine

Met	 M	 Methionine

Nle	 –	 Norleucine

Phe	 F	 Phenylalanine

Ser	 S	 Serine

Tyr	 Y	 Tyrosine

one- and three-letter abbreviations of amino  
acids according to IUPAC recommendations.

Symbols

IC50	 [Inhibitor] resulting in 50% inhibition

KD	 Equilibrium Dissociation Constant 

Ki	 Noncovalent Inhibition Constant

KI	 Covalent Inactivation Constant (2-step IRREV)

Ki
*	 Steady-State Inhibition Constant

KM	 Michaelis Constant (enzyme)

kcat	 Substrate Turnover Number (enzyme)

kinact	 Maximum Rate of Inactivation (2-step IRREV)

kobs	 Observed Reaction Rate

λex/λem	 Emission/Excitation wavelength

t½	 Half-life

Full list of symbols can be found in Chapter 3
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1.	 Resurgence of Covalent Drugs

Enzymes are involved in all biochemical processes, ranging from (proteolytic) degradation of 
macromolecules to the installation and removal of post-translational modifications (PTMs). 
PTMs can affect protein affinity and/or function, but can also function as ‘messenger tags’ 
that facilitate communication among cellular components. Receptor kinases phosphorylate 
downstream effector proteins to relay extracellular growth signals, initiating a signaling cascade 
that affects gene expression by relocation of transcription factors to the nucleus, effectively 
enabling the cell to respond to changes in the extracellular environment.1 This process is tightly 
regulated by phosphatases that reverse phosphorylation.2 Histone methyltransferases (HMTs) 
and histone acetyltransferases (HATs) respectively methylate or acetylate histones thus affecting 
gene transcription. These epigenic alterations are reversed by histone demethylases (HDMs) 
and histone deacetylases (HDACs).3-4 Ligases install ubiquitin (Ub) chains onto (misfolded) 
proteins to mark them for proteasomal degradation, which is counteracted by proteases that 
cleave Ub from the protein.5 Interference with enzymatic activity has proven to be a viable 
drug development strategy as the pathophysiology of many diseases is associated with enzyme 
deficiency or overexpression, aberrant activity, and/or incorrect enzyme function.6-7 Enzyme 
inhibitors have been approved for treatment of various pathological conditions including 
metabolic and degenerative diseases, viral/bacterial infections, cancer, and inflammation. 
Small molecules that interfere with enzyme activity have always been popular, but the past 
decade marked the rise of highly effective targeted covalent inhibitors (TCIs) – designed to 
interact with their target through the formation of a covalent adduct.8

Conventional small molecule inhibitors (<500 Da) interfere with protein function as long as 
they are bound to their protein target.6, 9-10 The noncovalent interactions with the protein target 
are reversible, and protein function will be regained when unbound protein is released upon 
inhibitor dissociation. The drug target engagement can be prolonged by covalent modifiers that 
harbor a – strategically placed – electrophilic moiety (commonly referred to as the ‘warhead’) 
to form a covalent bond with a nucleophilic amino acid residue in the protein (e.g. cysteine, 
serine, threonine).8, 11-12 The resulting protein–drug adduct is linked through a(n) (ir)reversible 
covalent bond that is much stronger than typical noncovalent interactions. Irreversible 
inhibition – typically defined as a drug residence time exceeding the normal lifespan of the 
target protein 7, 13 – has clear therapeutic advantages: systemic drug exposure is minimized as 
protein function can only be restored by de novo protein synthesis. Consequently, therapeutic 
effect is maintained long after the compound has been cleared from circulation (PK-PD 
decoupling).10-11, 14-15

Irreversible covalent modifiers were actively avoided in pharmaceutical drug development 
programs: the ability to covalently modify the target protein raised concerns about promiscuous 
reactivity with off-target proteins.8, 16-19 Reactive electrophilic moieties have been implied as a 
risk factor for idiosyncratic adverse drug reactions (IADRs) and hepatotoxicity, 20-25 though it 
must be mentioned that the majority of this research was based on the unintentional formation 
of highly reactive, highly electrophilic metabolites.26 The complex underlying mechanism of 
IADRs – the possibly life-threatening toxicity affecting a small subset of susceptible patients 
– is largely unclear but may be immune-mediated, making them difficult to predict.23, 27-29 
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Furthermore, even if the covalent inhibitor is perfectly target-selective, covalent modification 
may lead to hapten formation – immune activation by a covalently modified protein (fragment) 
that, in case of an irreversible binding mode, persists after protein degradation.29-30 Reversible 
covalent drugs were perceived as a safer alternative,31-33 as they will eventually dissociate from 
their protein target and have a lower propensity to form a proteolysis-stable hapten.

From avoided liabilities and accidental discoveries...

Approved drugs that act through irreversible covalent modification of their (protein) target 
are more prevalent than would be expected based on the efforts of pharmaceutical companies 
to eliminate compounds with potentially reactive functionalities.8, 12 Ironically, there are many 
examples of effective covalent drugs with satisfying toxicity profiles among the most-prescribed 
drugs worldwide,11 and many can be found on the WHO (World Health Organization) Essential 
Medicines Lists.34 Their covalent mechanism of action was often discovered after their clinical 
utility had been well established, typically years after their first synthesis and sometimes long 
after they hit the market (Figure 1).35 The most well-known unintended covalent inhibitor is 
acetylsalicylic acid (aspirin), the pharmaceutically active component in ancient medicinal 
consumption of willow bark.36 Marketed in 1899 as a pain reliever and anti-inflammatory 
agent, aspirin is without doubt the most used drug worldwide: approximately 40,000 tons are 
produced annually – good for >111 billion tablets of 325 mg. Its mechanism of action remained 
elusive until the 1970s,37-38 when aspirin and other non-steroidal anti-inflammatory drugs 
(NSAIDs) were found to block biosynthetic production of prostaglandins causing inflammation, 
a discovery awarded with the 1982 Nobel Prize in Physiology or Medicine. The exact molecular 
mechanism was elucidated decades after its first clinical use: aspirin acetylates Ser530 of the 
cyclooxygenase (COX) enzymes (isoforms COX-1 and COX-2), thereby irreversibly inhibiting 
the biosynthetic transformation of arachidonic acid to prostaglandins.36, 39-41

Pharmaceutical companies remained reluctant to include irreversible covalent modifiers in 
their drug development efforts, despite numerous examples of efficient and safe breakthrough 
therapies that were later found to have a covalent mode of action such as β-lactam penicillin 
antibiotics,42 proton pump inhibitor (es)omeprazole (Prilosec, Nexium) for treatment of 
esophageal reflux and heartburn,43-44 and antiplatelet agent clopidogrel (Plavix) to prevent 
thrombosis events.45-46 These covalent (pro)drugs are successfully used as long-term therapies 
and have shown to be safe in millions of patients.11 Their bad reputation is not helped by 
the irreversible covalent binding mode of chemical warfare agents such as nerve gas sarin (a 
fluorophosphonate that phosphonylates the catalytic Ser203 of acetylcholinesterase AChE) 47 
and blister agent mustard gas (a class of sulfur mustards – bearing a 2-chloroethyl sulfide 
warhead – that alkylate the N7 guanidine in DNA).48 Controversially, mustard gas sparked the 
development of cancer chemotherapy: victim autopsy revealed leucopenia and affected bone 
marrow function,49 which resulted in the development of the less volatile nitrogen mustard 
DNA alkylating agents (e.g. mechlorethamine (Mustargen), chlorambucil (Leukeran)) 
that became the first cytotoxic chemotherapeutics for treatment of lymphoma.50-53 This is 
not the only class of covalent chemotherapy drugs developed in the previous century: DNA 
cross-linking agent cisplatin (Platinol, cis-diamminedichloroplatinum(II)), proteasome 
inhibitor carfilzomib (Kyprolis, PX-171-007), antimetabolites fluorouracil (Adrucil, 5-FU) 
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and floxuridine (Fudr),54-55 and many more chemotherapeutic agents have an (unintentional) 
irreversible covalent binding mode.12

... To desired modalities

A shift in paradigm was initiated in the 1990s, when the pharmaceutical industry was presented 
with pharmacological kinase targets that required complete and sustained inhibition.10, 56‑58 
Noncovalent screening hits could only suppress EGFR signaling of the acquired EGFRT790M 
mutant for a short period, and prolonged inhibition was required to improve in vivo antitumor 
activity. Computational analysis revealed a nonconserved cysteine residue near the inhibitor 
binding site,59 which could be covalently targeted by incorporation of a strategically placed 
electrophilic acrylamide warhead. This led to the development of multiple irreversible covalent 
clinical drug candidates 60‑61 that showed no remarkable toxicity and were able to overcome 
(acquired) T790M-mediated resistance to noncovalent EGFR inhibitors gefitinib (Iressa, 
ZD1839) and erlotinib (Tarceva, CP-358774) with ‘pretty spectacular’ antitumor activity 
in patients suffering from non-small cell lung carcinoma (NSCLC).56-57 In 2013, the first two 
irreversible targeted covalent inhibitors (TCIs) – inhibitors designed to have a covalent binding 
mode – were approved for clinical use: 8, 35 afatinib (Gilotrif, BIBW 2992) for treatment of 
gefitinib-resistant NSCLC and ibrutinib (Imbruvica, PCI-32765) for treatment of B-cell 
malignancies. Coincidentally, both teams chose to incorporate an acrylamide warhead – a  
cysteine-reactive Michael acceptor that covalently modifies the target protein and shows 

Figure 1  |  Development timeline of (ir)reversible covalent drugs. Shown are the chemical structure, name of the 
active ingredient, the year of first clinical approval, and the year that the irreversible covalent binding mechanism 
was reported. The covalent warhead is shown in bold. Asterix marks targeted covalent inhibitors (TCIs) that were 
designed to have a covalent binding mode.
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moderate intrinsic reactivity with nontargeted thiols.62 Lack of promiscuous reactivity with 
nontargeted thiols is a desirable feature: cross-reactivity with nontargeted nucleophiles not 
only increases the risk of aforementioned idiosyncratic adverse effects, but adduct formation 
with biologically relevant thiols – such as glutathione (GSH) present in serum and cytochrome 
P450 (CYP) enzymes in human liver microsomes (HLM) – also renders the inhibitor susceptible 
to rapid depletion and (extrahepatic) metabolic inactivation.21, 63-65 Nowadays, pharmaceutical 
drug discovery programs still favor the acrylamide warhead because it balances on-target 
reactivity with acceptable selectivity: in 2022, nine out of ten clinically approved TCIs feature 
an acrylamide warhead.12, 66-67 There is a clear need for novel cysteine-targeting electrophiles 
extending beyond these Michael acceptors to further improve the reactivity and safety profiles 
of irreversible TCIs.8, 62, 68

2.	 Acetylenes in Drug Development and Chemical Tools

The acetylene group is a privileged structural element that has been featured in clinical 
compounds targeting various therapeutic areas.69 In these noncovalent drugs, the alkyne is used 
as an isostere for many functional groups to improve potency or modulate the drug metabolism 
pharmacokinetic (DMPK) profile. Covalent reactions of nonactivated alkynes with cellular 
nucleophiles are either metal-catalyzed or radical-mediated (e.g. thiol–yne coupling (TYC)70‑73), 
or are enabled by (metabolic) conversion to form a reactive intermediate. Inactivation of 
enzymes in the CYP family has been reported for nonactivated acetylenes: metabolic oxidation 
of alkynes generates ketene or alkynone intermediates, and these electrophilic intermediates 
can form a covalent adduct with nucleophilic residues in CYP enzymes (Figure 2A).74-76 An 
exception are clinically approved Parkinson inhibitors selegiline (Eldepryl, E-250) and 
rasagiline (Azilect, VP-1012) that form a covalent adduct with monoamine oxidase B (MAO-B) 
through a nonactivated propargylamine moiety (Figure 2B).77 However, a more electrophilic 
ynimine/allenamine intermediate is likely responsible for the observed covalent adduct with 
the flavin adenine dinucleotide (FAD) co-factor N5 nitrogen.

The most prominent application of terminal alkynes is in chemical biology, where they are 
frequently used as bioorthogonal Click handles.69 These reagents are unreactive toward 
biological functionalities (bioorthogonal) while participating in simple and high yielding 
reactions that are compatible with mild (aqueous) conditions and – aside from the desired 
product – only generate unoffensive byproducts (Click reaction).78-79 Terminal alkynes have 
a low propensity of spontaneous engagement in covalent adducts with cellular components 
but can selectively form a triazole adduct in the Copper-catalyzed azide–alkyne cycloaddition 
(CuAAC) (Figure 2C).80-81 The CuAAC is extensively used in various protein labeling strategies 
such as the popular activity-based protein profiling (ABPP): 67, 82 proteome incubation with 
a residue-selective reagent bearing an alkyne handle is followed by treatment with a tagged 
azide and a Cu(I) catalyst, after which the labeled proteins can be enriched and/or visualized, 
depending on the detection tag on the azide reagent (Figure 2C). The toxic copper catalyst 
in the CuAAC is not compatible with living cells and organisms, which was overcome by 
the development of a strain-promoted azide–alkyne cycloaddition (SPAAC) that employs 
a cyclooctyne derivatives of the alkynyl motif (Figure 2D).81 The drawback of the SPAAC is 
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Figure 2  |  The acetylene group in covalent drug development and chemical biology tools. Electrophilic warheads 
are shown in blue, with the reactive carbon marked with a blue circle. (A) Metabolic activation of acetylenes to 
form reactive ketene or alkynone intermediates can result in undesired inactivation of cytochrome P450 (CYP) 
isoforms. (B) Covalent MAO-B inhibitors selegiline (Eldepryl, E-250) and rasagiline (Azilect, VP-1012) form a 
covalent adduct with the FAD (flavin adenine dinucleotide) co-factor through a propargylamine group. An allenic 
intermediate is responsible for the observed reactivity. (C) Terminal nonactivated alkynes as bioorthogonal Click 
handles in chemical biology reagents. The proteome is incubated with alkyne-tagged protein-reactive reagent 
followed by Cu(I)-catalyzed coupling of the azide-labeled reporter tag in a copper-catalyzed azide–alkyne 
cycloaddition (CuAAC) to visualize protein labeling. (D) Cyclooctynes as bioorthogonal Click handles. The strain-
promoted azide–alkyne cycloaddition (SPAAC) does not require toxic Cu(I)-catalyst. (E) Activated alkynes form 
adducts with (biological) thiols such as glutathione (GSH). Introduction of an electron-withdrawing group on the 
C1 carbon generates a thiol-reactive electron-deficient alkyne warhead. (F) Electron-deficient ynamide warheads 
used in chemical tools and TCIs have a higher (indiscriminate) thiol reactivity with GSH than nonactivated alkynes.
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azide-independent labeling of biological functionalities, as the ring-strain and/or increased 
hydrophobicity of a strained alkyne also enhances undesired reactivity with cysteine thiols.83 
The importance of bioorthogonal and Click chemistry was recognized by the 2022 Nobel Prize 
in Chemistry.84

An electron-rich acetylene motif is unlikely to spontaneously engage in covalent adduct 
formation with biological thiols, but so-called electron-deficient alkynes are an upcoming 
class of cysteine-targeting warheads. Electron-deficient alkynes are generated by introduction 
of an electron-withdrawing group (EWG) onto the alkyne C1 or C3 carbon that increases the 
electrophilicity, while introduction of an electron-donating group (EDG) has the opposite 
effect (Figure 2E).85 The intrinsic thiol reactivity of activated (electron-deficient) alkynes 
has been employed in chemical tools for chemoselective cysteine modification – specifically 
alkynoic amides/esters and alkynones,86 ethynyl-triazolyl-phosphinates (ETPs),87 and 
arylpropiolonitriles (APNs).68, 88 Moreover, electron-deficient ynamide warheads have been 
prominently featured in various drug candidates, including clinical covalent BTK inhibitors 
acalabrutinib (Calquence, ACP-196) 89 and tirabrutinib (Velexbru, ONO/GS-4059).90 The 
increased electrophilicity of the 2-butyanamide and propynamide/propiolamide warheads 
compared to nonactivated alkynes comes at the cost of promiscuous adduct formation with 
nontargeted cellular thiols (Figure 2F),85, 91 though the 2-butyanamide in acalabrutinib was 
still less reactive towards GSH than the corresponding acrylamide.89 Increased promiscuous 
thiol reactivity is also observed for the class of alkynyl-substituted heteroarenes 68 – 
(electron-deficient) heteroaryl moieties modified with an alkynyl group – including but 
not limited to the 2-alkynylthiazoles,92 alkynyl benzoxazines,93 alkynylpyrimidines,94  
ethynylthienopyrimidines,95 and ethynylpurines.96 

Nonactivated acetylenes were considered ‘inert’ towards proteins under physiological conditions 
until 2013, when two research groups – both active in the field of chemical biology to study the 
ubiquitin-proteasome system – independently discovered that nonactivated terminal alkynes 
can covalently modify catalytic cysteines.97-98

3.	 On Terminal Alkynes that React with Catalytic Cysteines

Ubiquitination is a post-translational modification (PTM) that involves installation of ubiquitin 
(Ub) – a 76-amino acid protein – onto a lysine residue of the target protein by the E1-E2-E3 
ligase cascade enzymes.99-100 The target protein can be monoubiquitinated on multiple residues 
but commonly Ub chains are formed by conjugating one of the ubiquitin lysine amines or the 
N-terminal amine to the C-terminus of another Ub (Figure 3). Which linkage is formed is driven 
by the E2-E3 ligase combination, and chain topology impacts the destiny of the ubiquitinated 
protein: K48 chains enhance proteasomal degradation of the ubiquitinated protein, while K63 
chains have a role in inflammatory signaling.100-102 The process of ubiquitination is reversed by 
deubiquitinating enzymes (DUBs) – proteases that cleave the native isopeptide bond between 
the C-terminus of the distal Ub and the Lys residue in the target protein or a Lys residue or 
the N-terminus of M1 in the proximal Ub (Figure 3A).103-104 Human DUBs are divided into 
classes: there is one class of zinc-dependent metalloDUBs (JAMM) and six known classes 
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of human cysteine DUBs (CysDUBs) based on the catalytic domain (USP, OTU, UCH, MJD, 
MINDY, and ZUFSP).99 Some DUBs indiscriminately cleave all linkage types (e.g. USP21) 103 
while others exhibit a specificity or preference for proteolytic cleavage of a certain diUb linkage 
(e.g., OTULIN for M1, OTUB1 for K48).104 The full ‘ubiquitin code’ is much more complex, 
with mixed linkages, branched chains, phosphorylated or acetylated Ub, and incorporation of 
ubiquitin-like (Ubl) modifiers SUMO, Nedd8, ISG15, or UFM.100-101

Chemical tools to study in vitro DUB and Ubl protease activity have a key role in our current 
understanding of the Ub(l) system.104-106 Proteolytic DUB activity can be evaluated using a 
ubiquitinated model substrate (e.g. diUb), with resolution of the substrate (diUb) and the 

Figure 3  |  Chemical tools to study deubiquitinase (DUB) activity. (A) DUB-mediated proteolysis of native diUb 
chains. (B) General design of CysDUB activity-based probes (ABPs). The reactive carbon in the electrophilic 
warhead is aligned with the carbonyl in native ubiquitinated substrates. Covalent adduct is typically visualized 
by an increase in deconvoluted mass (intact protein MS) or a band shift after gel electrophoresis with 
detection by protein staining, in-gel fluorescence, or immunoblotting. (C) Chemical synthesis of triazole-linked 
non‑hydrolyzable diUb substrates. 
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smaller product (monoUb) by gel electrophoresis, but this is restricted to recombinant purified 
proteases. Early on, activity-based probes (ABPs) with a monoUb recognition element enabled 
identification of novel CysDUBs and concurrent assessment of DUB activity profiles in cell 
lysates (Figure 3B).5, 105 On the C-terminus of the recognition element (Ub1–75 or UbΔG), an 
electrophilic warhead (e.g. VME, VS, Br2) is installed with careful positioning of the reactive 
center in alignment with a native isopeptide bond, and a detection element (e.g. a fluorophore 
such as Rho, TMR, or Cy5, or an epitope/reporter tag such as biotin or HA) is usually placed at 
the N-terminus.105-106 Nucleophilic attack of the catalytic Cys residue (CysDUB) to the warhead 
(ABP) generates a covalent adduct that can be detected by protein resolution using SDS-PAGE 
followed by immunoblotting (reporter tag) or direct in-gel fluorescence scanning (fluorophore). 

Nowadays, the molecular toolbox to monitor proteolytic activity of DUBs and Ubl proteases 
contains a variety of assay reagents based on (chemically) modified Ub(l).5, 106-107 Advances in 
the chemical Ub(l) synthesis have been instrumental in the efficient synthesis of Ub(l)‑based 
assay reagents.108-110 Linear chemical synthesis of Ub(l) by solid phase peptide synthesis 
(SPPS)111 conveniently enables introduction of (fluorescent) detection tags,104, 112 synthesis 
of Ub(l) variants,113-115 and selective modification of a single amino acid residue – essential 
features in the preparation of assay tools to interrogate DUB activity/specificity towards specific 
linkage types.109 The cellular role and binding affinity of various Ub(l) chains can be studied 
with non-hydrolyzable Ub(l) conjugates 116 – synthetic conjugates linked by an enzymatically 
stable amide isostere that mimics the native isopeptide bond but is resistant to DUB cleavage 
(e.g. triazole 116-117 or oxime 118) (Figure 3C). The distal building block Ub-Prg is obtained by 
coupling propargylamine to chemically synthesized Ub1–75, thus replacing the C-terminal Gly76 
to mimic the alignment of native diUb. In the proximal building block, an azidonorleucine 
(Anl) residue replaces the lysine residue that will be ubiquitinated. Finally, the proteolytically 
stable triazole-linked diUb is obtained by Click chemistry. 

Serendipitous discovery of the in Situ thiol–alkyne addition

To study the inhibitory potency of various diUb linkages spanning the active site of UCHL3, 
Ekkebus and co-workers from the Ovaa group prepared nonhydrolyzable diUbs to prevent 
premature proteolytic degradation of the inhibitory diUb (Figure 3C).97 Surprisingly, building 
block Ub-Prg inhibited the UCHL3 proteolytic activity by itself with unprecedented potency 
(IC50 < 40 pM) (Figure 4A). Intact protein analysis of recombinant purified UCHL3 incubated 
with Ub-Prg revealed an increased deconvoluted mass, corresponding to covalent addition 
of a single Ub-Prg (Figure 4B). SDS-PAGE analysis indicated quantitative formation of a 
stable covalent adduct within one minute, which was resistant to reducing agents (BME, 
DTT) and denaturing conditions (heating to 94 °C) (Figure 4C). Preincubation of UCHL3 
with thiol alkylating agents (NEM, IAc) abolished adduct formation, indicative of cysteine 
modification. Adduct formation in MelJuSo cells expressing wild-type or catalytic CS mutant 
CysDUBs upon incubation with TMR-Ub-Prg – a Ub-Prg analogue modified with the 
fluorophore 5-carboxytetramethylrhodamine (TMR) on the N-terminus – was in line with 
specific modification of the catalytic cysteine residue. Covalent adduct with (TMR-)Ub-Prg 
was detected for members of all four CysDUB families known at that time (UCH, USP, OTU, 
and MJD), including notoriously unreactive members of the OTU DUB family that could not be 
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probed with other Ub-ABPs. This reactivity was combined with an excellent target selectivity: 
Ub-Prg adduct was not observed with the nontargeted cysteines in cysteine proteases of other 
classes (e.g. SENP6, UBE1) nor with cysteine-rich BSA.

The covalent UCHL3–Ub-Prg adduct was stable to mild acid but was labile to strong acid, as 
is to be expected for a thiovinyl linker. However, preincubation of UCHL3 with NONOates 
(producing the water-soluble radical scavenger NO) or galvinoxyl free radical did not impair 
adduct formation (Figure 4C), contradicting a radical-mediated thiol–yne mechanism. 
Finally, the crystal structure of Ub-Prg bound to the vOTU (viral ovarian tumor DUB) of 
CCHFV (Crimean Congo hemorrhagic fever virus) unambiguously revealed a covalent adduct 

Figure 4  |  Serendipitous discovery of terminal alkynes that react with cysteine deubiquitinases (CysDUBs) by 
Ekkebus et al.97 (A) Building block Ub-Prg (synthetic Ub1–75 or UbΔG modified with a propargyl warhead on the 
C-terminus) inhibits proteolytic UCHL3 activity through covalent modification of the catalytic cysteine residue. 
The reactive carbon is aligned with the carbonyl in native ubiquitinated substrates. (B) Intact protein MS of 
covalent UCHL3–Ub-Prg adduct reveals an increase in deconvoluted mass corresponding with addition of a 
single Ub‑Prg. (C) SDS-PAGE gel analysis of recombinant UCHL3 incubated with Ub-Prg under different reaction 
conditions. Visualization by Coomassie protein staining. (D) Protein crystallography of Ub-Prg bound to CCHFV 
(Crimean Congo Hemorrhagic Fever Virus) OTU domain reveals a covalent Markovnikov-type thiovinyl adduct 
(PDB: 3ZNH). (E) Covalent adduct formation of propargylamide analogues with recombinant UCHL3, as detected 
by SDS-PAGE analysis. Alignment with site of cysteine attack in native substrate (see Figure 3A) is marked with 
blue. 
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with a Markovnikov-type vinyl thioether between the catalytic cysteine thiol and the internal 
alkyne carbon (Figure 4D). UCHL3–ABP adduct formation with Ub(ΔG)-Prg analogues 
provided insight on the structural limitations of the terminal alkyne warhead (Figure 4E). 
Terminal methylation of the alkyne disrupted adduct formation with Ub(ΔG)-2, suggesting the 
terminal CH proton has an important role. The backbone amide was found to be unimportant 
as covalent adduct was still observed with but-3-ynyl analogue Ub(ΔG)-9 as well as with 
Ub(ΔG)‑Prg isostere Ub(ΔGG)-Hex. Geminal dimethylation of the internal carbon impaired 
adduct formation with Ub(ΔG)-5, so it was not possible to exclude formation of an allenic 
intermediate at the enzyme active site.

Another serendipitous discovery of covalent adduct formation with Ub(l)-Prg

Around the same time, Sommer and co-workers 98 independently discovered that SUMO2-Prg 
can form a covalent adduct with SENP1, a human SUMO-specific cysteine protease (Figure 5A). 
In agreement with the findings of Ekkebus et al.,97 SDS-PAGE analysis revealed an mass increase 
corresponding with a covalent SENP1–SUMO2-Prg adduct that was stable to denaturing and 
reducing conditions, and its formation was unaffected by strict exclusion of light, presence of 
radical scavenger sodium ascorbate or mildly acidic conditions.98 Mutagenesis studies of key 
catalytic residues provided valuable insight into the reaction mechanism (Figure 5B). SENP1 
has a catalytic triad that consists of Cys603, His533 and Asp550, in which Cys603 acts as the 
nucleophile after His533 deprotonates the thiol to form the active thiolate (Figure 5C).119 The 

Figure 5  |  Serendipitous discovery of covalent adduct formation of SUMO2-Prg with SENP1 by Sommer et al.98 
Structural SUMO2 representation based on noncovalent SENP1–SUMO2 complex (PDB: 2CKH). (A) Formation of 
a covalent SENP1–SUMO2-Prg adduct. (B) Mutagenesis studies with (mutant) recombinant SENP1. Proteolytic 
activity against a SUMOylated model substrate and covalent adduct formation with SUMO2-Prg were detected 
by gel analysis. (C) Simplified reaction mechanism for SENP1-mediated proteolysis of SUMOylated protein 
substrates, adapted from the general mechanism for CysDUBs.120 The stepwise reaction involves stabilization of 
the anionic tetrahedral intermediate in the oxyanion hole, via stabilizing interactions with the Gln597 residue.
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SENP1C603S and SENP1H533A mutants were proteolytically inactive and were no longer able to 
process the SUMOylated model protein (Figure 5B). Covalent adduct with ABPs SUMO2-Prg 
and SUMO2-VS was not observed for the C603S mutant but the H533A mutation did not 
affect adduct formation with either ABP, indicating the thiol–alkyne reaction may not require 
formation of an active thiolate. SENP1-catalyzed proteolysis of native SUMOylated substrates 
involves stabilization of an anionic tetrahedral intermediate in the oxyanion hole, through 
interaction with the polar Gln597 residue (Figure 5C).119 Based on the maintained covalent 
adduct formation with the SENP1Q597A mutant, the authors proposed an in  situ proximity-
driven reaction mechanism that does not involve stabilization in the oxyanion hole, though the 
role of stabilizing interactions with backbone amides cannot be excluded.

Mechanism of covalent thiol–alkyne addition

The serendipitous discoveries that Ub(l)-alkyne ABPs can form a Markovnikov-type thiovinyl 
adduct with the catalytic cysteine thiol of cysteine proteases prompted investigations into 
the reaction mechanism of this novel and unexpected reaction (Scheme 1). The proposed 
mechanisms can be divided into four general classes: radical-mediated addition to the 
alkyne (Scheme 1A), nucleophilic concerted thiolate addition to the alkyne (Scheme 1B), 
nucleophilic/radical addition to a more reactive allenic intermediate (Scheme 1C), and 
nucleophilic stepwise thiolate addition to the alkyne (Scheme 1D).

One of the best-known thiol–alkyne reactions forming a thiovinyl product is the radical-
mediated thiol–yne coupling (TYC) (mechanism A1 in Scheme 1A).121 Here, the sulfonyl radical 
attacks at the terminal C1 carbon forming an anti-Markovnikov-type thiovinyl product.122 
This mechanism was quickly excluded after the crystal structure of the vOTU–Ub-Prg adduct 
revealed a Markovnikov-type vinyl thioether adduct (Figure 4D). Ekkebus and co-workers 97 
comment that existence of an alkyne radical in solution seems unlikely in presence of radical 
scavengers, but they argue that the potential existence of radical species at the enzyme active 
site cannot be eliminated. They proposed another radical-mediated mechanism that does 
generate the correct Markovnikov-type adduct (mechanism A2 in Scheme 1A) but this thiyl 
radical addition to the more substituted C2 carbon contradicts the established reactivity in 
radical alkyne reactions: acetylenes undergo radical addition on the least substituted carbon – 
the terminal C1 carbon of propargylamine.123 

Ekkebus 97 and Sommer 98 both proposed a concerted proximity-driven in situ thiol(ate)–alkyne 
addition mechanism (mechanism B in Scheme 1B). Here, the Markovnikov-type thiovinyl 
adduct is formed via direct nucleophilic attack of the catalytic cysteine thiol(ate) to the 
quaternary C2 carbon of the alkyne, with concurrent protonation of the terminal C1 carbon. 

An alternative explanation to the observed thiol–alkyne addition provided in the work of 
Ekkebus et al. 97 is that the unreactive alkyne is in equilibrium with a more reactive allenic 
intermediate at the enzyme active site (Scheme 1C).124 Ynamine and ynamide groups are 
known to undergo base-mediated isomerization to form the more electrophilic allenamines/
allenamides 125-126 that exhibit reactivity towards cysteine residues.127 Moreover, allenamides 
are bioisosteres of the popular acrylamide warhead.68, 128 It is unlikely that the thiol–alkyne 
addition proceeds via base-mediated formation of an allenic Ub-Prg intermediate in solution, 
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prior to enzyme binding, since covalent adduct proceeded to form in acidic buffers (Figure 4C). 
However, formation of an allenic intermediate at the enzyme active site cannot be ruled out 
based on the current data. Nucleophilic attack of a thiolate to the internal C2 carbon of the 
allenimide warhead generates a Markovnikov-type thiovinyl product (mechanism C1 in 
Scheme 1C).127 Alternatively, radical intermediates are known to be involved in thiol addition 
of cysteine proteases to allenyl esters/amides (mechanism C2 in Scheme 1C).129 Thiyl radical 
addition to terminal allenes is possible at the terminal C1 and the quaternary C2 carbon and, 
contrary to radical attack on propargylamine (Scheme 1A), is expected to form the observed 
Markovnikov-type thiovinyl product.123, 130 

Finally, an alternative nucleophilic mechanism is suggested by Arkona and Rademann.131 They 
propose an enzyme-templated stepwise reaction, with stabilization of a secondary carbanion 
intermediate in the protease oxyanion hole (mechanism D in Scheme 1D). This stepwise 
mechanism resembles the mechanism of cysteine/serine protease-mediated proteolysis of 
native amide bonds (Figure 5C): proteolysis involves stabilization of an anionic intermediate in 
the oxyanion hole, via interactions with polar residues such as glutamine.120, 132 Covalent adduct 
formation of SUMO2-Prg with the SENP1Q597A mutant does not support this mechanism 
(Figure 5B), though the role of stabilizing interactions with backbone amides cannot be 
excluded.

4.	 Scope of this Dissertation

In this dissertation, the scope and versatility of the thiol–alkyne addition to covalently modify 
targeted cysteine residues with nonactivated alkynes is further evaluated. The nonactivated 
terminal alkynes have the potential to be the perfect electrophile for irreversible covalent drug 
development: alkynes exhibit an unprecedented target reactivity with excellent thiol selectivity, 
thereby outperforming cysteine-reactive electrophilic moieties currently used in targeted 
covalent inhibitors (TCIs).

An essential step in covalent drug development is experimental detection of the covalent 
adduct to validate the covalent binding mode. In the first part of this thesis, we elaborate on 
the theoretical framework for evaluation of (ir)reversible covalent inhibitors. The wide array of 
technologies that have been employed in (recent) drug discovery are reviewed in Chapter 2. 
These technologies strictly discriminate between a noncovalent protein–drug complexes and 
protein and drug engaged in a covalent protein–drug adduct. Next, as a covalent binding mode 
affects the relevant kinetic parameters to assess the structure-activity relationship (SAR) of an 
inhibitor, the theoretical background on kinetic evaluation of (ir)reversible covalent inhibitors 
is provided in Chapter 3. Here we illustrate how reaction conditions affect the read-out and 
what assumptions are embedded in the algebraic equations to fit kinetic data. The theory is 
accompanied by kinetic simulations, step-wise protocols for experimental enzymatic activity 
assays and subsequent data analysis tailored to various covalent binding modes. 

In the second part, the potential of the nonactivated alkyne as latent electrophile in small 
molecule covalent inhibitors is explored. Ekkebus 97 and Sommer 98 both used relatively large 
recognition elements (>8 kDa). Preliminary evaluations with small molecule CatS/Casp1 
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inhibitors (<1.8 kDa) – replacing the aldehyde warhead with an alkyne – were unsuccessful. 
In Chapter  4, we first evaluate whether replacing an isoelectric nitrile warhead with an 
alkyne is a successful approach, as this is more likely to correctly place the internal alkyne 

Scheme 1  |  Proposed reaction mechanisms for Markovnikov-type thiovinyl adduct formation between 
a catalytic cysteine thiol(ate) and an Ub(l)-Prg ABP. (A) Direct addition of thiyl radical to the terminal alkyne. 
(B) Proximity‑driven in  situ thiol–alkyne addition with concerted nucleophilic attack and protonation. 
(C) Tautomerization of the terminal alkyne moiety to a thiol-reactive allenic intermediate at the enzyme active 
site prior to nucleophilic (top) or radical (bottom) addition. (D) Stepwise enzyme-templated thiol(ate)–alkyne 
addition via stabilization of a secondary carbanion intermediate in the enzyme oxyanion hole.
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carbon in juxtaposition to the catalytic cysteine residue. As a proof-of-principle, we designed 
several alkyne derivatives of odanacatib (ODN), a reversible covalent inhibitor of cysteine 
protease cathepsin K (CatK) with a nitrile warhead. Potency, reversibility and covalent adduct 
formation of the alkyne analogues are evaluated on recombinant CatK as well as cultures of 
human osteoclast cells. Finally, protein crystallography is employed to validate formation of a 
Markovnikov-type covalent thiovinyl linker. In Chapter 5, the scope is extended to noncatalytic 
cysteines – less nucleophilic (nonconserved) cysteine residues that are targeted by covalent 
kinase inhibitors. Aside from compatibility with kinases – the most popular protein class for 
irreversible drug development – adduct formation with a noncatalytic cysteine residue could 
also provide mechanistic insight as kinases do not have an oxyanion hole to stabilize anionic 
intermediates (Scheme 1D). The irreversible covalent acrylamide warhead in dual EGFR/
HER2 inhibitor neratinib is replaced by an alkyne warhead, and preliminary results on covalent 
adduct formation with the tyrosine kinase domain of EGFR are reported. 

The third part focuses on the versatility and mechanism of the in situ thiol–alkyne reaction. 
In Chapter 6, the impact of substituents on the alkyne warhead is explored. Covalent adduct 
formation with a panel of ubiquitin-based ABPs bearing substituents on the internal and terminal 
position of the propargylamide warhead is evaluated in cellular lysates and on recombinant 
DUBs. Moreover, MS evaluation of a covalent adduct with a deuterated propargylamide 
analogue provides evidence on the existence of an allenic intermediate (Scheme 1C). 

Finally, the most important findings are summarized in Chapter 7. The potential impact of the 
in situ thiol–alkyne reaction is placed in the context of covalent drug discovery and an outlook 
will be provided on the future prospects of this work.
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Abstract. In the past two decades, drug candidates with a covalent binding mode have gained 
interest of medicinal chemists, as several covalent anticancer drugs have successfully reached 
the clinic. As a covalent binding mode changes the relevant parameters to rank inhibitor 
potency and investigate structure-activity relationship (SAR), it is important to gather 
experimental evidence on the existence of a covalent protein–drug adduct. Here, we review 
established methods and technologies for direct detection of a covalent protein–drug adduct, 
illustrated with examples from (recent) drug development endeavors. These technologies 
include subjecting covalent drug candidates to mass spectrometric (MS) analysis, protein 
crystallography, or monitoring intrinsic spectroscopic properties of the ligand upon covalent 
adduct formation. Alternatively, chemical modification of the covalent ligand is required to 
detect covalent adducts by NMR analysis or activity-based protein profiling (ABPP). Some 
techniques are more informative than others and can also elucidate the modified amino acid 
residue or bond lay-out. Here, we will discuss the compatibility of these techniques with 
reversible covalent binding modes, and possibilities to evaluate reversibility or obtain kinetic 
parameters. Finally, we expand upon current challenges and future applications. Overall, these 
analytical techniques present an integral part of covalent drug development in this exciting 
new era of drug discovery.
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1.	 Introduction

Among the most prescribed drugs in the US are successful drugs that were later found to have 
a covalent binding mode (Figure 1A),1-2 including established pain killer/anti-inflammatory 
agent aspirin,3 β-lactam antibiotic penicillin,4 anticoagulant clopidogrel (Plavix),5 and 
proton-pump inhibitor (es)omeprazole (Nexium) for gastroesophageal reflux.6 In the past 
two decades, the paradigm shift from covalent inhibition as an avoided liability toward the 
development of targeted covalent inhibitors (TCIs) has led to the approval of various drugs with 
a covalent binding mode (Figure 1B).1, 7-8 Covalent targeting of noncatalytic cysteine residues 
at the ATP-binding site of kinases has since proven to be a successful approach to overcome 
competition by the native substrate,9-10 as illustrated by clinically approved covalent Bruton’s 
Tyrosine Kinase (BTK) inhibitors,11-13 and covalent (mutant) EGFR inhibitors.14-17 Furthermore, 
a covalent binding mode enabled inhibition of challenging targets for which noncovalent 
inhibitors could not successfully be developed, as illustrated by two recently approved first-
in-class drugs: sotorasib (AMG 510) modifies Cys12 in the oncogenic KRASG12C mutant 18 
and mobocertinib (TAK788) modifies noncatalytic Cys797 of the EGFRex20ins mutant.19 An 
extensive overview of all FDA-approved drugs (1900-2019) with a known covalent mechanism 
of action has been compiled by De Vita,20 listing their therapeutic application along with the 
electrophilic warhead. An update (2020-2022) can be found in Table S1. 

Typically, a covalent adduct is formed when an electrophilic moiety (or warhead) in the inhibitor 
is positioned in juxtaposition of a nucleophilic residue in the protein target.21-22 Commonly 
targeted amino acid residues are catalytic cysteine and serine residues as the activated 
Cys thiolate and Ser hydroxylate are more nucleophilic (low pKa) than their noncatalytic 
(protonated) counterparts (Cys: pKa = 8-9, Ser: pKa > 13).23 Popular noncatalytic nucleophilic 
residues include cysteines, lysines and (N-terminal) threonines.23-24 The selection of warhead 
depends on the identity of the amino acid residue, the nucleophilicity of the targeted amino 
acid residue, and the desired binding mode (reversible or irreversible).10, 24-25 A warhead should 
have the right balance between intrinsic chemical reactivity and selectivity, quickly forming 
a covalent adduct with the desired target but not (or much slower) with undesired cellular 
components.26-27 For cysteine-targeting inhibitors, this is typically assessed in indiscriminate 
thiol reactivity assays with biological thiols such as glutathione (GSH) 28 or cysteine.29 The 
acrylamides and related Michael acceptors – employed in several approved kinase inhibitors – 
are among the most popular warheads for irreversible covalent targeting of noncatalytic cysteine 
thiols as the balance of their intrinsic chemical reactivity and selectivity results in a favorable 
safety profile.10, 20 Available warheads, popular as well as upcoming, and their application have 
been reviewed elsewhere.23-24, 30-31 Generally, development of novel TCIs entails introduction 
of a warhead onto a potent noncovalent scaffold,1, 21, 32-34 or high-throughput screening (HTS) 
of small molecule covalent ligands 35-37 or covalent fragment libraries,31, 37-43 with structure-
based lead optimization supported by in silico approaches (e.g. covalent docking, virtual 
screening).32, 44-46 

Reversible covalent inhibition is becoming increasingly popular 47-53 as it combines the high 
affinity and long residence time of a covalent binding mode with a reduced risk of undesired 
idiosyncratic toxicity associated with the intrinsic ability to irreversibly modify off-target 
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proteins.49 This approach is especially useful for targets with a relatively short cellular half-life as 
(proteasomal/proteolytic) degradation of the protein target will induce release of the reversibly 
bound covalent inhibitor that can engage in inhibition of another target protein. Introduction 
of an electron-withdrawing cyano group on the α-position of an irreversible covalent acrylamide 
warhead generates the cyanoacrylamide warhead, which was found to convert the inhibitors 
into reversible covalent inhibitors with a tunable residence time.54-55 The cyanoacrylamide 
moiety has gained popularity,56-58 most notably illustrated by reversible covalent BTK inhibitor 
rilzabrutinib (PRN-1008) currently in phase III clinical trials (Figure 1C).49 Another recent 
example of the success of reversible covalent inhibition is nirmatrelvir (PF-07321332), the 
principle/novel component of Pfizer’s oral antiviral agent Paxlovid that received emergency use 
authorization in 2021 for treatment of mild-to-moderate coronavirus disease (COVID-19).47, 59 
Nirmatrelvir inhibits SARS-CoV-2 main protease Mpro by formation of a reversible covalent 
thioimidate bond between an electrophilic nitrile warhead and the catalytic cysteine thiolate.47

As a covalent binding mode changes the relevant parameters to rank drug potency and investigate 
structure–activity relationship (SAR),1, 60-63 it is important to gather experimental evidence 
on the existence of a covalent protein–drug adduct. Compounds sharing a warhead do not  
necessarily have the same covalent reactivity, and an electrophile is no guarantee for a covalent 
protein–drug adduct. Most claims pertaining a covalent binding mode are based on data 
obtained with the drug itself but there still are examples of clinically approved drugs for 
which the covalent binding mode is not explicitly demonstrated but assumed based on related 
compounds or covalent docking (e.g. remdesivir).64 In this work we review the available 
methods in the toolbox to validate covalent adduct formation, rather than identification of novel 
covalent ligands/inhibitors (Table 1). Please note that the term inhibitor implies that target 
binding impairs protein function or blocks a protein–protein interaction, thus not reflecting 
covalent (partial) agonists 65-67 and covalent PROTACs.68-69 We will use the more appropriate 
neutral term covalent ligand as it describes any covalent modifier without specifying how 
target engagement affects protein function/binding. We focus on technologies enabling direct 
detection of the covalent protein–ligand adduct under conditions that distinguish covalent 
adducts from noncovalent complexes (e.g. an increase in the total mass under denaturing 
conditions), while indirect covalent adduct detection protocols (e.g. competitive activity-based 
probe labeling) are occasionally mentioned to exemplify their use as orthogonal validation 
tools.

Most direct methods only discriminate between noncovalent and covalent protein modification, 
while others are more informative and provide direct evidence on which amino acid residue is 
modified. Although it is generally safe to assume that the most nucleophilic (catalytic) amino 
acid residue will be targeted for covalent modification, TCIs that were unexpectedly found to 
covalently modify allosteric (less nucleophilic) residues 70 or even a completely different amino 
acid 71 illustrate why it is importance to identify the modified amino acid residue. Importantly, 
covalent adduct formation is not completed instantly upon treating the target protein with 
an excess covalent ligand.61 Unless otherwise noted, all procedures involve incubation of 
protein target and covalent ligand for a sufficient time (ranging from minutes to hours) to allow 
covalent adduct formation prior to analysis, as it is not possible to detect a covalent adduct 
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that has not (yet) been formed. Conversion to covalent adduct does not have to be complete 
but high amounts of unbound protein can complicate detection, especially if unbound protein 
cannot easily be removed. The focus of this review is on the qualitative detection of covalent 

Figure 1  |  Drugs with a known covalent binding mode. Structure with reversible warheads in red, irreversible 
warhead in blue, and the covalently modified atom marked. Compound name, protein target and covalently 
modified amino acid, therapeutic application and year of first approval. (A) Approved covalent inhibitors that 
were later found to have a covalent binding mode. Warhead not indicated for esomeprazole: metabolic activation 
of the prodrug precedes formation of a disulfide bond with its target.6 (B) Approved targeted covalent inhibitors 
(TCIs) designed to covalently modify their protein target. (C) Covalent inhibitors with a novel protein target  
and/or warhead.
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protein–ligand adducts but some of the methods enable quantification of time-dependent 
covalent occupancy, which might be employed to calculate kinetic rate constants reflecting 
irreversible covalent inhibitor potency.1, 60-61 Details on the kinetic background of covalent 
adduct formation and potency are beyond the scope of this work,61-62 but compatibility with 
quantification of covalent occupancy will be highlighted. Moreover, special attention will be 
paid to compatibility with reversible covalent ligands and reversibility assays to assess the 
(ir)reversible ligand binding mode. Detection of reversible covalent adducts has its unique 
challenges compared to irreversible covalent adduct detection: detection (and purification) of 
the reversible covalent protein–ligand adduct is more complicated as the unbound enzyme 
and covalent adduct are at an equilibrium,54 and the covalent occupancy is thus driven by the 
concentration of (excess) inhibitor.48, 61 Furthermore, standard sample preparation conditions 
(e.g. denaturation, proteolytic digestion, dilution), designed to induce noncovalent inhibitor 
dissociation, can also induce dissociation of reversible covalent ligands.54, 72 Traditional 
reversibility assays are based on regained enzymatic activity after rapid dilution 73 or washout,34 
or on detection of released unbound inhibitor upon protein denaturation/digestion 55 or 
chasing with a competitive irreversible ABP. 74 These assays serve to evaluate the reversibility 
of the adduct formation but irreversible protein modification provides by no means direct 
evidence of covalency: a covalent drug can have a reversible binding mode, and noncovalent 
binders can be irreversible.61

In this work, we will discuss methods for direct detection of covalent protein–ligand adducts 
(an overview of the methods can be found in Table 1). In general, whether the covalent adduct 
will be detected using a certain technique depends on intrinsic properties of the protein target 
(e.g. mass, ionizability, crystalline) as well as the inhibitor/ligand (e.g. binding mode, solubility, 
fluorescence). Each method will be illustrated with examples of advantages and limitations, 
with specific attention to compatibility with reversible covalent inhibition, identification of the 
modified amino acid residue and application in (kinetic) evaluation of inhibitor binding mode 
and/or potency. We start with techniques to detect the covalent protein–drug adduct without 
chemical modification of the ligand, using the same compound stocks prepared for biochemical 
in vitro/in vivo assays. Predominantly used techniques mass spectrometry (section 2) and 
protein crystallography (section 3) will be discussed first, followed by less ubiquitous detection 
based on the changes in intrinsic spectroscopic properties of the ligand upon covalent adduct 
formation (section 4). Alternatively, 13C NMR analysis (section 5) and activity-based protein 
profiling (section 6) require chemical modification of the covalent ligand to enable detection of 
the covalent protein–drug adduct (e.g. introduction of a bioorthogonal handle, reporter tag or 
isotope labeling). Finally, we expand on current challenges and future applications (section 7).

2.	 Mass Spectrometry (MS)

Initial confirmation of a covalent binding mode is predominantly achieved through mass 
spectrometric (MS) analysis of the covalent protein–ligand adduct.36 Here, validation of the 
covalent binding mode is based on the mass increase upon modification of an unbound protein 
with a covalent ligand, compared to the mass of the unbound protein (Figure 2). MS analysis 
provides confirmation of the biophysical binding event between the protein and ligand but 



39

Technologies for Direct Detection of Covalent Protein–Drug Adducts

2

does not elucidate the bond lay-out. MS analysis is generally favored because it consumes a 
relatively low amount of material and it is compatible with most protein targets. This versatile 
technique is not only used to validate a covalent binding mode, but also in the discovery of 
new covalent ligands.41-42 Detailed guidelines for mass spectrometric characterization (and 
quantification) of covalent protein–drug (metabolite) adducts are available elsewhere.36, 75‑76 
Generally, the covalent adduct is formed by incubation of protein with excess inhibitor in an 
MS-compatible buffer, followed by a purification step such as liquid chromatography (LC) 
or gel electrophoresis.76-77 MS analysis must be performed for the covalent adduct as well as 
unbound protein, to confirm that the detected mass increase corresponds with covalent ligand 
modification. For top-down MS analysis (section 2.1), the adduct is separated from the unbound 
protein/inhibitor under denaturing conditions to ensure all noncovalent interactions are 
disrupted prior to MS analysis of the intact protein–inhibitor adduct (Figure 2A). Alternatively, 
the adduct is submitted to proteolytic digestion with bottom-up MS analysis (section 2.2) 
of the protein-derived proteolytic peptides to identify the peptide sequence modified by an 

Table 1  |  Technologies for direct detection of covalent protein–drug adducts included in this review.

a Adduct formation in complex mixtures (e.g. lysates, live cells or in vivo). b Direct detection, not including indirect 
identification through site-directed mutagenesis of the modified amino acid. c Requires enrichment for (modified) 
protein target. d Identification of the peptide containing the modified amino acid residue. e Prerequisite for 
drug ligand class: covalent adduct formation must induce a change in intrinsic spectroscopic properties (e.g. 
fluorescence, absorbance). f Typically assessed in (indirect) competition assays.
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irreversible covalent ligand (Figure 2B). Subsequent peptide ion fragmentation for MS/MS 
analysis (section 2.3) can enable identification of the modified amino acid residue (Figure 2C).

Figure 2  |  Schematic overview of MS-based methodologies for detection of covalent protein–drug adducts. 
(A) Intact protein analysis by top-down MS analysis. Samples containing unbound protein (top) or covalent 
adduct (bottom) are resolved by liquid chromatography (LC) to promote ligand dissociation in noncovalent 
complexes and remove free ligand. Intact protein and covalent adduct are subjected to MS analysis, where 
they are ionized multiple times (z ≥ 1) generating an ionization envelope originating from the various charge 
states, from which the deconvoluted total mass is calculated. The covalent protein–drug adduct has a higher 
deconvoluted mass than the unbound protein. (B) Bottom-up MS analysis. Samples containing unbound protein 
(top) or covalent adduct (bottom) are subjected to proteolytic digestion, with optional capping of free thiols 
using thiol-reactive reagent iodoacetamide (IAc) before or after digestion, followed by MS analysis. Proteolytic 
peptide ions originating from unmodified protein sequences are identical in both samples whereas different mass 
is observed for peptide ions containing the covalently modified amino acid residue. (C) Tandem MS or MS/MS.  
Following bottom-up MS analysis, proteolytic peptide ions (MS1) are exposed to fragmentation conditions 
that break the amide bonds, producing one out of two possible fragment ions for each broken peptide bond. 
The resulting fragment ions are annotated with increasing numbers from the N-terminus (b-fragment ions) or 
C-terminus (y-fragment ions). A mass difference is observed for fragment ions (MS2) containing the modified 
amino acid, thereby aiding identification of the modified amino acid residue.
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2.1.	 Top-Down MS

It should not be surprising that intact protein analysis by top-down MS is the most popular 
technique to validate covalent adduct formation with a wide variety of targets: 63 most 
(academic) drug discovery labs are equipped with an LC-MS system (Figure 2A), and sample 
preparation is relatively straightforward when the protein–ligand adduct is formed using 
recombinant purified protein. Benchmark protocols are composed by Donnelly and co-workers 
for intact protein analysis by top-down MS.77 Generally, the unbound protein and protein 
(adduct) are ionized after denaturation and removal of unbound ligand on the LC, generating 
(positively or negatively) charged ions (z > 1) detectable by MS. The total mass of the parent 
protein or adduct is calculated by deconvolution of the charge states in the ionization envelope. 
It is important to note that sample preparation is conducted under denaturing conditions that 
ensure noncovalent interactions are disrupted, but detection of noncovalently bound protein–
ligand complexes is theoretically possible with native MS, with dedicated conditions to ensure 
noncovalent interactions are maintained.78-79 The main practical limitations to intact protein 
analysis by top-down MS are the incompatibility with larger proteins (>50 kDa), proteins 
that ionize poorly, 80-81 proteins that require MS-incompatible detergents or surfactants, and 
complex (cellular) mixtures that have not been enriched for the protein target: bottom-up MS 
analysis (section 2.2) might be more suitable as ionization of peptides is often better.

Intact protein analysis by top-down MS is one of the less informative methods as it does not 
reveal the bond layout or identifies which amino acid residue is covalently modified. Mitigation 
of covalent adduct formation by site-directed mutagenesis provides (indirect) evidence on 
the modified amino acid residue, and is part of most covalent drug development workflows.63 
Intact protein analysis has recently been employed to validate covalent adduct formation with 
proteases,82-85 recombinant kinase domains,74, 86-88 and other (potential) clinical targets.89-91 
Biophysical confirmation of covalent binding is also an important step in the ongoing industrial 
efforts to develop covalent kinase inhibitors with an improved selectivity/potency profile, as 
illustrated by intact protein analysis of covalent adducts between the BTK kinase domain and 
clinical candidates evobrutinib (Merck),86 remibrutinib (Novartis),87 and tirabrutinib (Ono 
Pharmaceutical/Gilead Sciences).88

Covalent Fragment-Based Drug Development (FBDD). Intact protein analysis has a 
prominent role in target-directed covalent fragment-based ligand discovery (FBLD). MS 
analysis is utilized to identify (cysteine-reactive) covalent ligands, that serve as a starting 
point for medicinal chemistry optimization after validation of inhibitory properties associated 
with biophysical binding.36, 38-39 Kathman and co-workers developed an MS-based assay to 
screen mixtures of fragments containing a vinyl methyl ester (VME) warhead for covalent 
adduct formation with cysteine protease papain.42, 85 This assay has since successfully been 
employed to screening cysteine-reactive covalent fragment libraries with mixed electrophile 
chemotypes,41, 92 covalent ligand identification for E3 ligases,90-91 and several other recombinant 
protein targets.38, 93

Reversible binding mode. The reversible covalent adduct of odanacatib (ODN, 
MK‑0822) bound to recombinant cysteine protease CatK can be detected by top-down 
MS analysis (Figure 3A),83 provided that inhibitor concentration exceeds its steady-state 
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equilibrium constant Ki
*app to ensure sufficient covalent occupancy.61 The reversible covalent  

cTnC–levosimendan adduct was detected in endogenous thin and thick filament proteins 
extracted from porcine cardiomyofibrils.94 However, sample preparation and denaturing 
conditions can induce inhibitor dissociation, and detection of the reversible covalent  
protein–inhibitor adduct is not possible if the covalent dissociation rate is relatively fast. 
Incubation of RSK2 with cyanoacrylamide CN-NHiPr failed to produce a detectable adduct,54, 72 
but this is highly context-dependent as covalent adducts with other cyanoacrylamides have 
since successfully been detected by top-down MS.57, 74

Reversibility assays. The Rauh group developed a top-down MS-based reversibility assay,74 
illustrated for reversible covalent EGFR inhibitors bearing a cyanoacrylamide warhead 
(Figure 3B). EGFR kinase domain and reversible covalent inhibitor (CRI) are incubated to 
form the covalent EGFR–CRI adduct, followed by incubation with excess chaser COV2 – an 
irreversible covalent ligand selectively targeting the same amino acid residue (e.g. osimertinib, 
ibrutinib) – that displaces the reversible covalent inhibitor, forming a covalent EGFR–COV2 
adduct. Top-down MS analysis reveals a deconvoluted mass corresponding to the EGFR–COV2  
adduct. Displacement is indicative of a reversible binding mode, as it is not possible to 
displace an irreversibly bound covalent inhibitor. Prerequisites to this reversibility assay are the 
availability of a selective irreversible chaser targeting the same amino acid residue, that forms 
a covalent protein–chaser adduct with a mass difference to the protein–inhibitor adduct. This 
method has since been employed in the preclinical development of irreversible covalent BTK 
inhibitor tirabrutinib (ONO-4059),88, 95 which was resistant to chasing with ibrutinib. Indirect 
methods with MS detection of released free ligand upon induction of ligand dissociation (e.g. 
dilution, dialysis, washout, denaturation, competition) will not be further discussed here.54

Quantification covalent occupancy. The research groups of House (Crick–GSK Biomedical 
LinkLabs) and Rittinger (Francis Crick Institute) recently reported a quantitative covalent 
occupancy assay for kinetic analysis of irreversible ligand binding to the RBR domain of 
HOIP, an RBR E3 ubiquitin ligase for which quantitative HTS activity assays are not available 
(Figure 3C).90 Time-dependent covalent occupancy was calculated from the total ion count 
(TIC) of the deconvoluted mass of covalent HOIP–fragment adduct relative to the unbound 
HOIP. LC-MS approaches were also employed to assess the potency of covalent KRASG12C 
inhibitors.36, 96-97 Differences in ionization efficiency of the unbound protein and adduct are only 
a minor concern as the protein size is significantly larger than the covalent ligand. Alternatively, 
indirect methods based on quantification of remaining unbound inhibitor (excess protein) 96 or 
unbound protein (excess inhibitor) 89, 98 are employed to assess the biochemical rate of covalent 
target modification.

2.2.	 Bottom-Up MS

Bottom-up MS analysis (Figure 2B) is the preferred method to verify covalent adduct 
formation with large proteins (>50 kDa), proteins that are poorly ionized, and for detection of 
covalent adducts in complex mixtures (e.g. cell lysates and samples from living organisms). A 
comprehensive overview of bottom-up MS methodologies is available elsewhere.76 Generally, 
the protein–ligand adduct and the unbound protein are subjected to a thiol-alkylating reagent 
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Figure 3  |  Biophysical covalent adduct detection with intact protein analysis by top-down MS. (A) Covalent 
CatK–ODN adduct formation between recombinant purified cathepsin K (CatK) and reversible covalent CatK 
inhibitor odanacatib (ODN) is confirmed by intact protein analysis: 83 the higher deconvoluted mass for the 
adduct compared to unbound CatK is in agreement with covalent ODN binding. (B) MS-based reversibility assay 
illustrated with recombinant purified EGFRT790M/L858R mutant and reversible cyanoacrylamide-based inhibitor CRI.74 

Detection of covalent EGFR–COV2 adduct rather than reversible covalent EGFR–CRI adduct upon competition 
with irreversible covalent chaser COV2 is indicative of a reversible binding mode. (C) Quantitative biochemical 
covalent occupancy assay illustrated for incubation of recombinant purified HOIP(RBR)WT protein with excess 
covalent fragment 5.90 Adduct formation is detected by top-down MS and covalent occupancy is quantified 
from the total ion count (TIC) of covalent adduct and unbound HOIP(RBR). Biochemical rate of covalent target 
engagement kobs is calculated for each fragment concentration from the time-dependent covalent occupancy, 
which can be used to calculate the kinetic rate constant reflecting binding efficiency of an irreversible covalent 
fragment (more details in reference 60-61).
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such as iodoacetamide (IAc) to cap free cysteine thiols (and sometimes lysine amines) with 
a carbamidomethyl group (+57.021 u), followed by trypsin- or pepsin-mediated proteolytic 
digestion (other proteases are also possible).76 The proteolytic peptides are separated by LC, 
ionized and the peptide ions are detected by MS (Figure 4). Each parent peptide will be 
charged once or multiple times (z ≥ 1) to generate ionized peptides, and a database is used 
to correlate found m/z values with the predicted mass of various amino acid stretches. In the 
protein–ligand adduct, a peptide with a covalently modified amino acid residue appears along 
with a decrease or even disappearance of the (capped) unmodified peptide with the same 
sequence. Consequently, not only the covalent adduct is validated, but the peptide sequence 
containing the modified amino acid is also identified.76 Optionally, sample preparation may 
involve purification by gel electrophoresis prior to capping and proteolytic digestion, to remove 
unbound ligand and MS-incompatible buffer components (e.g. surfactants, detergents), and 
enrich the sample for the desired protein (adduct). Proteolytic digestion ensures that only stable 
covalent adducts are detected but these harsh conditions also have a drawback: incompatibility 
with sensitive/labile functional groups. LC-MS detection of unbound inhibitor after digestion-
induced inhibitor dissociation is commonly used to assess binding reversibility, 49, 55 but does 
not involve direct detection of the covalent adduct. 

Bottom-up MS analysis is compatible with complex mixtures and native systems. For example, 
covalent adduct formation of clinically approved covalent KRASG12C inhibitor sotorasib 
(AMG  510) in (in vitro or in vivo) treated tumor cells was detected (Figure 4A).18, 99 RAS 
proteins were isolated from lysates by immunocapture on anti-RAS beads, eluted proteins 
were denatured (8M urea), free thiols were alkylated with IAc, and proteins were digested with 
trypsin prior to mass spectrometric analysis. Bottom-up MS analysis has been employed to 
validate covalent adduct formation with oncogenic KRASG12C,18, 99-100 proteases,83-84 and various 
other (potential) clinical targets.70, 90

The detected mass of the modified proteolytic peptide ions can correspond to the simple 
adduct (peptide + full ligand) but can be smaller if the ligand contains bonds sensitive to 
proteolysis (e.g. amide bonds), as is frequently seen for binding of ubiquitin(-like modifiers).82 
Furthermore, covalent modification can block the proteolytic cleavage site, resulting in a 
missed cleavage and larger peptide sequences in the ligand-treated sample compared to the 
untreated (free protein) sample. This is exemplified by bottom-up MS analysis of the covalent 
adduct of SUMO-activating enzyme (SUMO E1 or SAE) with inhibitor COH000 (Figure 4B): 70 
pepsin-mediated proteolytic peptide A14–L32 was found in the untreated sample, but covalent 
modification of Cys30 in the COH000-treated sample blocked access to the pepsin cleavage site 
after Leu32, resulting in the simple COH000 adduct of peptide A14–N35 (missed cleavage). 
More importantly, bottom-up MS analysis was instrumental in the initial identification of 
the unexpected allosteric Cys30 modification: COH000 was expected to modify the catalytic 
(nucleophilic) Cys173 residue but only the unmodified A131–C185 peptide was found. The 
importance of careful interpretation of MS data is further illustrated by the work of Pettinger 
and co-workers.71 Their covalent acrylamide ligand was designed to covalently target Cys17 in 
stress‐inducible ATPase molecular chaperone heat shock 70 kDa protein 1 (HSP72) but no 
evidence of Cys17 labeling was found after proteolytic digestion and subsequent MS analysis 
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(Figure 4C). Instead, they found evidence suggesting allosteric Cys267 was modified, but 
site-directed mutagenesis revealed that this modification only contributed to a minor covalent 
adduct and is not responsible for inhibition of protein function. Finally, expanding the search to 
modification of other nucleophiles (lysine) revealed the modified L50–K71 peptide. A reliable 

Figure 4  |  Bottom-up MS analysis of covalent protein–drug adducts. (A) Detection of covalent adduct formation 
for clinically approved covalent inhibitor sotorasib (AMG 510) with KRASG12C isolated from lysates originating from 
(in vitro or in vivo) treated tumor cells.18, 99 (B) Identification of covalent adduct formation between recombinant 
SUMO E1 (SAE) and covalent inhibitor COH000 reveals unexpected modification of allosteric Cys30 rather than 
catalytic Cys173.70 Covalent modification of Cys30 interferes with pepsin-mediated digestion, generating longer 
adduct peptides than in the untreated control (missed cleavage). (C) Bottom-up MS analysis of recombinant 
HSP72 incubated with covalent acrylamide ligand 8 revealed covalent modification of Lys56 rather than catalytic 
Cys17.71 Data analysis focused on lysine modification resulted in detection of the simple adduct of L50–K71 
peptide.
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MS2 spectrum confirming Lys56 as the modified amino acid could not be obtained (details on 
MS/MS analysis in section 2.3) but the unanticipated covalent modification of Lys56 driving 
the inhibitory activity was confirmed with the HSP72K56A mutant. 

Reversible binding mode. Direct detection of the proteolytic peptide modified with a reversible 
covalent inhibitor (CRI) or ligand can be challenging because denaturation and proteolytic 
digestion are known to promote CRI dissociation,49, 54-55 and treatment with alkylating reagent 
to cap free thiols can block CRI rebinding. As such, modified peptides are more likely to be 
detected when thiol capping precedes denaturation and proteolytic digestion. It is possible to 
detect the modified tryptic peptides with bottom-up MS-based methods if the dissociation rate 
of the reversible covalent modifier is slow enough, as exemplified by detection of proteolytic 
UCHL1 peptides modified with reversible covalent cyanimide IMP-1710.84

Quantification of covalent occupancy. Covalent target engagement is often quantified 
indirectly from depletion of the unmodified proteolytic peptide in the treated sample relative 
to the untreated sample 96-97, 101 as unbiased quantification of the (modified) proteolytic peptide 
can be challenging: ionization efficiency differences can occur following modification with a 
covalent ligand. The (LC-)MS/MS methods to overcome this bias will be discussed in the next 
section.100

2.3.	 MS/MS or Tandem MS

Bottom-up MS analysis is frequently coupled to a subsequent MS analysis (tandem MS or 
MS/MS) to enable identification of the covalently modified amino acid (Figure 2C). Specific 
precursor peptides are isolated after MS1 and subjected to collision/fragmentation conditions to 
generate charged fragment ions. The amino acid sequence of the precursor ion can be deduced 
from the mass of the fragment ions in MS2. For covalent adducts, fragment ions containing the 
covalently modified amino acid residue have a higher mass than fragment ions derived from 
the unmodified peptide, thus enabling identification of the modified amino acid. Tandem MS 
procedures have frequently been used to identify the modified amino acid residue covalent 
inhibitors targeting different protein classes.18, 22, 70-71, 83-84, 90 For the unambiguous assignment 
of the modified noncatalytic cysteine in the kinase domains affected by clinical irreversible 
covalent EGFR inhibitor afatinib (BIBW 2992) (Figure 5A),14 LC-MS/MS analysis following 
pepsin-digestion proved very valuable. The modified Q791–L798 peptide ion was found in 
the MS1 spectrum, and MS2 data identified Cys797 as the modified amino acid. Moreover, 
detection of a sulfurized afatinib fragment ion resultant from fragmentation of the C–S bond 
between the thiol and the cysteine β-carbon further confirmed covalent thiol addition to 
afatinib.

Covalent modification can (negatively) affect the ionization of peptide fragments, and it is not 
uncommon to only detect unmodified fragment ions (Figure 5B): 83-84, 88 LC-MS/MS analysis of 
the trypsin- and GluC-digested covalent adduct confirmed covalent binding of tirabrutinib 
(ONO-4059) 88 to the BTK Y476–R487 precursor peptide (MS1) but only unmodified fragment 
ions and fragmentation of the parent inhibitor were found in MS2. However, the unmodified 
fragment ions indicate ligand modification occurred at one of the A478–C481 residues, of 
which Cys481 is the most nucleophilic residue. Interpretation of MS/MS data is usually tailored 
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Figure 5  |  LC-MS/MS analysis of covalent protein–drug adducts. (A) Identification of the covalently targeted  
amino acid by afatinib (BIBW 2992) in purified EGFRT790M/L858R kinase domain.14 (B) Identification of covalently 
modified amino acids in recombinant BTK kinase domain by BTK inhibitor tirabrutinib (ONO-4059).85 MS2  
detection only showed unmodified fragment ions, and ligand fragmentation of unbound tirabrutinib.  
(C) Internally-controlled quantitative KRASG12C Target Engagement (G12C-TE) assay illustrated with KRASG12C 
inhibitor ARS‑1620.100 Lysates originating from clinical tumor biopsies are spiked with an internal standard: 
recombinant stable isotope-labeled KRASG12C(1-169) internal standard – consisting of a 1:1 mixture of free 
[13C,15N]-KRASG12C and covalent [13C,15N]‑KRASG12C–ARS-1620 adduct – to calculate the in vivo covalent target 
occupancy from the relative abundance of fragment ions corresponding to endogenous or stable isotope-labeled 
adducts as well as unbound KRASG12C.
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towards modification of a specific amino acid class or even a single specific residue, searching 
only for modification of cysteine residues and performing MS2 for peptide ions containing 
the catalytic cysteine. Although it is generally safe to assume that covalent inhibitors bearing 
a thiol-reactive electrophile will target the nucleophilic catalytic cysteine residue, covalent 
modification of less reactive cysteines 70, 91 or even unexpected amino acids has been reported 
in exceptional cases.71

Reversible binding mode. Limitations and challenges for reversible covalent ligands are 
similar to bottom-up MS analysis. Detection of the simple adduct and fragment ions containing 
the covalent ligand has been reported for reversible covalent ligands with a slow dissociation 
rate.84

Quantification of covalent occupancy. Covalent in vivo target engagement of clinically 
approved KRASG12C inhibitor sotorasib (AMG 510) has been quantified from the percentage 
of modified KRASG12C peptide normalized to the total KRASG12C peptides in tumor cells 
recovered from treated mice.18 However, caution is advised as this method does not take the 
possible effect of covalent modification onto the ionization of the fragment ions into account. 
Quantitative covalent KRASG12C Target Engagement (G12C-TE) assays are typically indirect, 
using [13C,15N]‑KRASG12C (peptide) as an internal control to determine the absolute level of 
unoccupied KRASG12C.89, 98, 101-103 Cellular/biochemical occupancy is calculated from comparison 
of unbound KRASG12C levels in the treated sample to the untreated control. However, these 
indirect methods are not compatible with clinical development of solid tumor treatment because 
pretreatment or patient-matched reference biopsies are typically not available.104 Scientists at 
Wellspring Biosciences developed a direct internally controlled quantitative MS/MS-method 
for the accurate determination of target occupancy in FFPE (formalin fixed paraffin embedded) 
samples prepared from clinical tumor biopsies without the requirement of pretreatment or 
untreated controls, illustrated for KRASG12C inhibitor ARS-1620 as a proof-of-concept study 
(Figure 5C).100 Here, tumor-derived lysates are spiked with an internal standard consisting of a 
1:1 mixture of unbound [13C,15N]-KRASG12C and covalent [13C,15N]-KRASG12C–inhibitor adduct, 
thereby enabling absolute quantification of endogenous unbound as well as modified KRASG12C 
peptide ions. The samples were then exposed to reducing conditions, with in-gel thiol capping 
with IAc and trypsin digestion of RAS proteins, before being submitted to LC-MS/MS analysis. 
Using the respective internal standard peptides, the ratio between endogenous unbound and 
ARS-1620-bound KRASG12C could be determined, allowing calculation of in vivo covalent 
occupancy. This method is generally applicable for proteins with endogenous expression levels 
well above the limit of quantification by MS, but its application will be practically limited by 
the production of recombinant stable isotope-labeled protein and the required generation of 
an isotope-labeled internal standard for each individual inhibitor.

3.	 Protein Crystallography

X-ray crystallography is a technique used to elucidate the 3D structure of crystalline compounds, 
from small molecules to (large) proteins.105 Protein crystallography is the most informative 
technique discussed in this work: providing biophysical evidence on the covalent adduct 
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along with detailed structural information on the modified amino acid residue and the bond 
layout of the protein-bound ligand. Covalent bonds between individual atoms are not directly 
observed: the distance between the individual atoms is detected, along with a continuous 
electron density, from which the likeliness that these atoms are involved in a covalent bond is 
determined, with performance of orthogonal experiments (e.g. MS, mutagenesis) to validate 
covalency (Figure 6). One of the major practical drawbacks is the consumption of large 
amounts of highly pure soluble protein, and not all soluble proteins (or protein complexes) 
form suitably, diffracting crystals (if any at all).105 In comparison: smaller protein amounts (of 
lower purity) are sufficient for less informative methods (e.g. MS). For protein crystals with 
appropriate diffraction, resolved macromolecular (ligand-bound) structures are deposited to 
the publicly accessible Protein Data Bank (PDB),106-107 enabling other researchers to access this 
wealth of structural information. High resolution structures of covalent adducts are available 
for various clinically approved TCIs including BTK inhibitors ibrutinib (PCI-32765, PDB: 
5P9J)108 and zanubrutinib (BGB-3111, PDB: 6J6M),12 EGFR inhibitor afatinib (BIBW 2992, 
PDB: 4G5J),14 and proteasome inhibitor bortezomib (PS-341, PDB: 2F16).51 The structural 
binding information can be used to gain insight on ligand binding driving target selectivity 
and/or reactivity,109-112 and can be combined with (covalent) docking studies 44, 113-115 to aid 
structure-based design of covalent ligands with improved potency and/or selectivity.22, 45, 116-119  
Structure-guided drug design approaches are employed to optimize the proximity of the 
electrophilic warhead to the nucleophilic amino acid.22 The potency of clinical candidate 
ARS-1620 (PDB: 5V9U) was improved by surface groove occupation, resulting in enhanced 
interactions with the KRASG12C protein eventually leading to the development of clinically 
approved KRASG12C inhibitor sotorasib (AMG 510, PDB: 6OIM).99

A typical workflow starts with expression and purification of recombinant protein (domain), 
treatment with ligand, and screening hundreds of crystallization conditions to produce 
sufficiently large, singular crystals.105, 120 Suitable crystals of, hopefully, the covalent  
protein–ligand adduct are then fished, flash frozen and exposed to an X-ray beam at a 
synchrotron. The atoms in a crystalline structure (at low temperature) ideally are stationary 
and the diffraction pattern will be collected over different angles. The resulting intensities are 
then indexed to determine the space group and integrated into a dataset from which a 3D 
model can be determined.121 As the dataset is a reciprocal space representation of the structure, 
the intensities need phases to actually solve the structure. Using one of the various phasing 
methods,122 an initial structure model and electron density can be determined. After various 
iterative rounds of model building and structure refinement, hopefully electron density for the 
(covalent) ligand can be seen. The most reliable structural data is obtained when the model 
is first refined for the protein (based on the apo structure of the protein) and the remaining 
electron density is used to fit the ligand as this minimizes the bias for the inhibitor binding 
site.123 For some proteins, apo structures of active, uninhibited enzymes may not be available 
for autoproteolytic/cannibalistic reasons (e.g. cysteine cathepsins) due to self-proteolysis or 
autodigestion.124-125 Occasionally, one can obtain mixed crystals, consisting of free protein, 
noncovalent protein–ligand complex and covalent protein–ligand adduct. This can decrease the 
quality and may impair detection altogether, thus requiring purification of the covalent adduct 
prior to crystallization. Alternatively, crystals of the free (apo) protein are allowed to form, 
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before soaking in the (covalent) ligand, though this can result in mixed crystals or cracking of 
the crystal.14 Soaking is popular in structure-based ligand screens as it conveniently sidesteps 
the optimization of crystallization conditions for each individual ligand.126 However, soaking 
is not recommended for covalent drugs as the rigid crystalline protein can hinder formation 
of a covalent adduct, especially if the crystalline apo protein is in the incorrect conformation 
for ligand binding; if noncovalent ligand binding induces a conformational change before 
covalent adduct formation,127 or if the crystalline protein has lost its catalytic activity essential 
for covalent adduct formation with mechanism-based inhibitors.48

Non-crystallographers are advised to consult the works of Wlodawer and co-workers on 
interpretation and critical evaluation of structural data.120, 128 The value for resolution is 
expressed as the smallest resolved distance (in Å = 10−10 m) in the structure model. Although 
the resolution applies to the whole map, parts of the structure may suffer from disorder and 
have high temperature factors as a result.128-129 It is important to realize that covalent adduct 
formation in these areas may not be reliably detected. Hydrogen atoms are not shown in most 
structures obtained by X-ray diffraction (XRD) as hydrogen atoms only weakly scatter X-ray 
beams: they only have one electron, which is always involved in a bond with another atom, and 
are therefore not precisely localized at the usual resolution.130 A low numeric value correlates 
with a high resolution: individual atoms (including some hydrogens) can be observed at 
<1.2 Å, most backbones and sidechains are clear at 2.5 Å, while only the general backbone can 
be solved at a resolution of 5 Å.121 The average distance between a thiol atom and carbon atom 
in a covalent single C–S bond is 1.82 Å and cannot reliably be observed when the resolution at 
the ligand binding site is too low.

Protein crystallography has revealed unexpected modification of noncatalytic (allosteric) 
cysteine residues rather than the catalytic cysteine residue. Solving the crystal structure 
provided molecular insight on why a covalent E3 ubiquitin ligase Nedd4-1 inhibitor (PDB: 
5C91) inhibits elongation of polyubiquitin chains but does not completely inhibit all catalytic 
activity: 91 the inhibitor targets allosteric Cys627 positioned at the substrate binding site 
rather than the more nucleophilic catalytic cysteine residue Cys867 (Figure 6A). Covalent 
modification of allosteric Cys30 in SUMO-activating enzyme (SUMO E1 or SAE) by COH000 
rather than catalytic Cys173 (see Figure 4B) was validated by solving the X-ray crystal 
structure (PDB: 6CWY).131 Of note, protein crystallography reveals the protein–ligand complex 
or adduct that forms the best crystals but this does not have to be the most prevalent binding 
mode in solution: modification of a specific (unexpected) amino acid should be validated 
with orthogonal techniques to ensure the modification is representative for ligand binding 
in solution. As such, protein crystallography is not a suitable technique for quantification of 
covalent adduct formation.

Natural product salinosporamide A (SalA, NPI-0052, marizomib) is a clinically approved 
covalent 20S proteasome inhibitor with an irreversible binding mode, whereas closely 
related natural product salinosporamide B (SalB, NPI-0047) has a reversible binding mode 
(Figure 6B).132 Crystal structure analysis reveals that threonine Thr1 addition to the chloroalkyl 
β-lactone in SalA resulting in β-lactone ring opening is followed by intramolecular nucleophilic 
substitution to irreversibly form a stable cyclic tetrahydrofuran (THF) ring (PDB: 2FAK) 110 
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Figure 6  |  Structural binding information on covalent protein–drug adducts obtained by protein crystallography. 
(A) Identification of unexpected modified amino acid residue. Inhibitor 1 modifies ubiquitin E3 ligase Nedd4‑1 
on allosteric cysteine residue Cys627 rather than the more nucleophilic catalytic cysteine residue Cys867 (PDB: 
5C91).91 (B) Protein crystallography of closely related 20S proteasome inhibitors salinosporamide A (SalA, 
NPI‑0052, marizomib) and salinosporamide B (SalB) aids mechanistic understanding on their different binding 
modes: 132 SalA (PDB: 2FAK) 110 forms an irreversible adduct by ring closure with a chloride leaving group following 
initial formation of the reversible covalent acyl ester with Thr1-OH. (C) Structural analysis confirms thiol–alkyne  
addition of catalytic Cys25 in human cathepsin K (hCatK) to the internal alkyne carbon on odanacatib derivative 
EM07 (PDB: 6QBS),83 forming a covalent adduct with a Markovnikov thiovinyl bond lay-out similar to the 
thioimidate adduct of hCatK with the odanacatib nitrile (PDB: 5TDI).134 (D) Refined electron density maps 
assuming covalent ligand binding (left) or noncovalent ligand binding (right) indicate a mixture of both states 
upon co-crystallization of reversible covalent cyanoacrylamide 5 with Janus kinase JAK3 (PDB: 5LWN).135
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that cannot be formed with the β-lactone of SalB, thus aiding molecular understanding of the 
irreversible binding mode of SalA. Similarly, protein crystallography provided mechanistic 
insight on the superior selectivity of clinical multiple myeloma drug carfilzomib (PR‑171, 
PDB: 4R67) 133 for the 20S proteasome over non-proteasomal proteases, and why such selectivity 
is not observed for bortezomib (PS-341, PDB: 2F16).51 Carfilzomib forms a dual covalent 
adduct with the 20S proteasome, and the additional engagement of the Thr1 primary amine is 
specific for proteasomal proteins.

Protein crystallography provides valuable structural information on the bond layout of the 
covalently bound ligand. In our group, solving the crystal structure of ABP (activity-based probe) 
Ub-Prg with cysteine protease vOTU revealed an unexpected Markovnikov-type thiovinyl 
bond between the active site cysteine thiol in the protease and internal carbon of the alkyne 
in Ub-Prg (PDB: 3ZNH).136 This thiovinyl bond layout has since been observed for propargyl-
containing ABPs targeting various cysteine proteases (listed in Table S1 of citation 82), and for 
small molecule CatK inhibitor EM07 (PDB: 6QBS) 83 (Figure 6C). Active, mature CatK had to 
be treated with S-methyl methanethiosulfonate (MMTS) to prevent autodigestion in absence 
of competing substrate, which is more prone to occur at the high concentrations (>10 mg/mL) 
used for crystallography.124-125, 137 The thiomethyl protecting group is removed with reducing 
agent (e.g. BME, TCEP or DTT), to allow covalent adduct formation with the simultaneously 
added inhibitor.138 

Reversible binding mode. Crystallography does not involve stringent washing or (harsh) 
denaturing conditions that would promote ligand dissociation, thus being particularly suitable 
for the evaluation of reversible covalent ligands. Co-crystallization of clinical Hepatitis C virus 
(HCV) drug telaprevir (VX-950) with serine protease NS3/4A confirms the bond layout of 
catalytic Ser139 bound to the C-α carbon of the ketoamide warhead (PDB: 3SV6).53 Ligand 
interactions with frequently mutated protein sites provides a molecular basis for clinically 
occurring drug resistance. Importantly, covalent and noncovalently bound ligand may 
coexist in the crystal structure, as was demonstrated for reversible covalent cyanoacrylamide 
inhibitors targeting nonconserved cysteine Cys909 in an induced fit binding pocket of Janus 
kinase JAK3 (PDB: 5LWN) 135 (Figure 6D). Other notable examples of reversible inhibitors 
are crystal structures of the first clinically approved proteasome inhibitor bortezomib 
(PS‑341) 139 covalently bound to Thr1 of yeast 20S proteasome through the boronic acid moiety 
(PDB: 2F16),51 COVID-19 drug nirmatrelvir (PF-07321332) forming a reversible covalent 
thioimidate adduct with catalytic cysteine Cys145 of SARS-CoV-2 Mpro protease in crystals 
formed by co-crystallization (PDB: 7RFW) or by soaking the apo crystal (PDB: 7RFS),47 and 
the structure-based design of reversible covalent BTK inhibitors with tunable residence times.55

4.	 Intrinsic Fluorescence/Absorbance

Covalent thiol addition can change the intrinsic spectroscopic properties of certain ligands 
and can be used to monitor covalent adduct formation in plate-based fluorescence/absorbance 
assays. Generating a chemical tool or an activity-based probe (ABP) by introducing a 
fluorophore or fluorescent leaving group to the ligand core will be discussed in more detail in 
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section 6. Here, we will focus on ligands that do not require late-stage structural modifications 
because they contain a structural motif that has intrinsic spectroscopic properties,140 with a 
detectable change upon covalent adduct formation. This method is not generally applicable as 
there are strict structural limitations to the ligand core and nature of the electrophilic warhead. 
The main advantage of intrinsic spectroscopic methods is the compatibility with plate-based 
HTS assays, and catalytic activity is not required. The latter is directly a major drawback as it 
is impossible to discriminate between desired adduct formation with the intended cysteine 
thiol and undesired adduct formation with untargeted thiols present in the reaction buffer. 
This method always needs orthogonal validation as noncovalent binding events can also induce 
detectable changes in intrinsic fluorescence/absorbance.141

The Rauh group reported a plate-based assay for direct detection of covalent bond formation 
of quinazoline- and quinoline-based kinase inhibitors with an attached conjugated electron-
deficient group such as an acrylamide warhead (Figure 7A).142 The unbound inhibitor exhibits  

Figure 7  |  Direct detection of changes in intrinsic spectroscopic properties upon covalent thiol addition. (A) Thiol 
addition increases intrinsic fluorescence intensity of quinazoline and quinoline cores with an attached conjugated 
Michael acceptor.142 Detection of increased fluorescence intensity upon adduct formation for irreversible covalent 
inhibitor PD168393 with cSrcS345C but not for the noncovalent analogue. (B) Release of 4-methylbenzene-sulfinic 
acid results in a detectable absorption increase upon covalent adduct formation of inhibitors NSC697923 and 
BAY 11‑7082 with Ubc13WT.143 (C) Intrinsic absorption in the UV-visible spectrum of N-isopropyl cyanoacrylamide 
CN‑NHiPr decreases upon nucleophilic thiol addition.54 Reappearance of signal upon protein denaturation or 
proteolysis-induced inhibitor dissociation is indicative of a reversible covalent binding mode.
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weak fluorescence emission upon excitation due to photo-induced electron transfer (PET) from 
the quinazoline/quinoline core to the attached conjugated Michael acceptor. Covalent thiol 
adduct formation enhances the quantum yield and can thus be detected as an increase in the 
fluorescence emission as was illustrated for recombinant cSrcS345C mutant (Cys345 mutation on 
an isostructural position to Cys797 in EGFR) with irreversible covalent quinazoline PD168393, 
but not with a noncovalent analogue.142

Analogous to fluorogenic substrates that release a fluorescent group upon proteolytic 
cleavage,144 certain irreversible covalent inhibitors release a (detectable) leaving group upon 
covalent thiol addition (Figure 7B). This concept has been utilized to monitor covalent adduct 
formation of covalent inhibitors NSC697923 and BAY 11-7082 with E2 ubiquitin conjugating 
enzyme Ubc13: 143 elimination of 4-methylbenzene-sulfinic acid upon covalent thiol addition 
can be monitored by an increase in absorbance in the UV-visible spectrum directly related to 
covalent adduct formation. 

Reversible covalent binding and reversibility assays. Detection of intrinsic fluorescence 
is compatible with reversible covalent inhibition, as demonstrated by the Taunton group for 
thiol addition to reversible covalent kinase inhibitors bearing a cyanoacrylamide warhead.54 
They report that unbound N-isopropyl cyanoacrylamide CN-NHiPr has a strong intrinsic 
absorption in the UV-visible spectrum which disappears upon treatment with excess 
recombinant RSK2 kinase domain, consistent with nucleophilic thiol addition of Cys436 to 
the cyanoacrylamide warhead (Figure 7C). Reversibility could then be assessed by exposing 
covalent RSK2–CN-NHiPr adduct to denaturing conditions or proteolytic digestion to induce 
target dissociation: reappearance of the absorption peak (and LC-MS detection of recovered 
unbound cyanoacrylamide) is in agreement with a reversible covalent binding mode.

5.	 Nuclear Magnetic Resonance (NMR)

Ligand-observed NMR analysis was the predominant method to detect covalent bond 
formation between enzyme and covalent inhibitor prior to rise in popularity of MS analysis 
or protein crystallography.39 A change in the chemical environment resultant from (non)
covalent interactions causes a detectable change in the resonance frequency (typically reported 
as ‘chemical shift’) and the coupling of nuclei with a nonzero nuclear spin (e.g. 1H, 13C, 15N) 
in the magnetic field of the NMR spectrometer. An overview of NMR spectroscopy principles 
for protein–ligand interactions can be found elsewhere.145-147 Nowadays, NMR studies are 
employed in structure-based drug discovery and NMR screening for covalent (fragment) 
ligands,148-149 and have been used for ligand binding site mapping and structural elucidation 
of various covalent ligands. In macromolecular structure determination, NMR and protein 
crystallography can be complementary techniques,150-151 and NMR-resolved macromolecular 
(ligand-bound) structures are also deposited to the publicly accessible Protein Data Bank 
(PDB). Solution structures of covalent adducts have been deposited for compounds bound to 
protein targets,152-154 but also to minor groove duplex DNA: for example the covalent adduct of 
chemotherapy drug mitomycin C (UGN-101) a DNA 9-mer (PDB: 199D),155 and alkylating 
agent duocarmycin A covalently bound to a DNA 7-mer (PDB: 107D).156 Contrary to protein 
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crystallography, NMR techniques are compatible with characterization of binding mode 
reversibility by performing dialysis experiments,154 and ligand binding can be quantified to 
determine kinetic parameters (e.g. dissociation constant KD).146-147, 157-158

Macromolecular structure determination typically involves multiple different NMR experiments 
to interrogate the different facets of the covalent adduct but 2D NMR techniques that detect 
the scalar (through multiple bonds) correlation of protein atoms to ligand atoms (e.g. pulse 
programs based on (HSQC-)TOCSY, HMBC, or 2D-INADEQUATE) ultimately provide the 
most conclusive NMR-based evidence of a covalent protein–drug adduct because these 
correlations are exclusive to covalent adducts. Unfortunately, protein signals often overlap with 
ligand signals, making it practically impossible to confidently discern the correlation between a 
ligand atom and a protein atom in a covalent adduct because correlations of atoms residing in 
the same ligand/protein (that do not require a covalent adduct) overlap.153 Here we will feature 
the two main detection principles: protein-observed NMR (section 5.1) and ligand-observed 
NMR (section 5.2). 

5.1.	 Protein-Observed NMR 

Protein-observed NMR experiments compare the signals originating from the protein in 
unbound state to the protein–ligand complex; ligand binding changes the chemical environment 
of amino acids in proximity of the ligand, inducing chemical shift perturbations that can be 
used to map the ligand binding site onto the protein structure.147, 159 Given the vast number of 
atoms in a protein and the low natural abundance of the most suitable isotopes (e.g. 13C, 15N), 
protein-observed NMR spectroscopy typically involves production and purification of a uniform 
isotope-labeled protein along with recording a reference spectrum of the unbound protein to 
enable assignment of peaks to specific protein atoms.160-162 Protein-observed NMR experiments 
can be used to gain structural insight to ligand binding in solution, which is particularly useful 
for targets that are not compatible with crystallization or conformations that do not crystallize: 
for example, solution protein-observed NMR spectra revealed that noncovalent kinase inhibitor 
imatinib binds to c-Abl in an previously unidentified open state.163 Furthermore, NMR 
experiments were employed to identify the binding site of covalent inhibitors of the S. aureus 
Sortase A enzyme (Sa-SrtA), and used to solve the structure of the covalent adduct (PDB: 2MLM, 
6R1V).153-154 However, protein-observed NMR techniques are typically restricted to relatively 
small proteins (<50 kDa), and most techniques used in macromolecular structure elucidation 
(e.g. [15N,1H]-HSQC) cannot directly discriminate between a covalent or a noncovalent ligand. 
It is advisable to employ additional ligand-observed experiments or orthogonal techniques (e.g. 
MS analysis) for covalent adduct validation: protein-observed NMR experiments technically 
only provide indirect evidence on covalency.160, 164

5.2.	 Ligand-Observed NMR

In ligand-observed NMR experiments, a change in chemical shift of the ligand signals in the 
protein-ligand complex is compared relative to the ligand signals in the unbound ligand. 
The most popular ligand-observed NMR techniques for fragment screening (e.g. saturation 
transfer difference spectroscopy and its variants) are based on the NOE principle (proximity in 
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space) and thus cannot discriminate between binding of covalent or noncovalent ligands.160, 165 
1H NMR chemical shift perturbations can be employed to distinguish unbound ligand from 
a covalent protein–ligand adduct, and support identification of the adduct isoform.166 In 
addition to validation of covalent adduct formation, 1D 1H NMR approaches enable indirect 
quantification of covalent occupancy by integration of the disappearing unbound ligand 
signals.39, 167 However, 1H NMR experiments are typically only performed for adduct formation 
with small molecule thiol reagents (e.g. GSH) as overlapping background signals originating 
from protein hydrogens limit the practical application. 

Direct detection of the covalent protein–ligand adduct by ligand-observed 13C NMR experiments 
is a more feasible approach but requires chemical synthesis of ligand with a 13C-labeled warhead 
to improve the signal over the background, otherwise the naturally occurring 13C signals 
in the ligand will be lost among those originating from the protein. The 13C chemical shift 
perturbations of adjacent carbons in the electrophilic warhead can be significant upon covalent 
thiol modification, especially compared to the less pronounced shifts induced by noncovalent 
binding interactions.168 Detection of chemical shift perturbations of (isotope-labeled) epoxy 
succinyl peptides upon cysteine protease papain binding was successfully utilized to detect the 
covalent adduct along with identification of the covalent modification site.169 Moreover, 13C 
NMR APT (attached proton test) experiments can be indicative of covalent adduct formation 
with unsaturated electrophiles (e.g. acrylamide): the phasing of the vinyl carbon adjacent to 
the reactive carbon in the unbound acrylamide is negative (CH) but is positive (CH2) in the 
covalent adduct. Future application of ligand-observed NMR may be extended beyond the 
common 13C NMR and 1H NMR without chemical introduction of an isotope-labeled atom 
for warheads bearing naturally abundant reactive atoms compatible with NMR (e.g. 31P or 
19F in fluorophosphonates). 11B NMR has been employed to detect the tetrahedral adduct of 
boronic acid covalently bound to Ser195 in serine protease trypsin.170 This label-free approach 
has only been employed to study model reagents,171 but there still are seemingly unexplored 
opportunities for covalent adduct detection of boronic acid-bearing inhibitors (e.g. proteasome 
inhibitor bortezomib) with their pharmaceutical target.

Reversible inhibition and reversibility assays. An important advantage of NMR-based 
detection of covalent adducts is the compatibility with reversible covalent inhibitors. Especially 
when the covalent adduct is too short-lived to be isolated or detected due to rapid inhibitor 
dissociation under MS/sample preparation conditions as NMR enables detection in (aqueous) 
solution.54 Ligand-observed 13C NMR analyses were already performed in 1986 to obtain 
evidence for the formation of a thioimidate ester adduct between a nitrile ligand and the active 
site sulfhydryl of cysteine protease papain (Figure 8A).172 Incubation of active papain with the 
[13C]-labeled nitrile inhibitor resulted in appearance of a resonance signal at 182 ppm in 13C NMR 
in accordance with a covalent thioimidate ester adduct. Rapid disappearance of the thioimidate 
signal and increase of unbound inhibitor signal (~117 ppm) was detected upon treatment of 
the covalent adduct with glacial acid (AcOH) and thiol-trapping reagent 2,2’-dipyridyldisulfide 
(DPS), indicative of a reversible covalent binding mode. Similar ligand-observed NMR 
studies have been performed to provide evidence for reversible covalent adduct formation of 
cathepsin K with a [13C, 15N4]‑diacylhydrazine,174 and papain with a [13C]‑cyanimide.175 A more 
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recent example of ligand-observed NMR analysis aided elucidation of the binding mode of 
Ca2+ sensitizer levosimendan (Figure 8B), a clinical drug for heart failure treatment whose 
exact mechanism of action remained elusive for over 20 years after its discovery. Formation of a 
thioimidate bond between the electrophilic malonitrile moiety and cardiac troponin C (cTnC) 
was always assumed to have an important role,176 but evidence for this reversible covalent binding 
mode was finally provided in 2016 by employing [13C3]‑levosimendan in ligand-observed  
13C NMR studies.173 Disappearance of unbound [13C3]‑levosimendan signals (~120 ppm) along 
with appearance of new signals (~160 ppm) is in agreement with predicted chemical shifts for 
a thioimidate adduct between the electrophilic malonitrile moiety on levosimendan and a 
cysteine thiol in cTnC. Lack of adduct in presence of cTnCC84S but not cTnCC35S validates Cys84 
as the covalently modified amino acid residue.29

6.	 Activity-Based Protein Profiling (ABPP)

Activity-based protein profiling (ABPP) is a chemical biology technique that employs covalent 
activity-based probes (ABPs) to characterize covalent enzyme modification in relevant biological 
systems (e.g. live cells, in vivo).104, 177-180 Pioneered in the labs of Cravatt 181 and Bogyo,182 ABPs 
entailed a reactive group with a detection tag (e.g. fluorophore, radiolabeled isotope) or 
enrichment handle (e.g. biotin), that covalently modified catalytic serine/cysteine residues in 
active and uninhibited enzyme.178, 183 This general structure design is mostly maintained in 

Figure 8  |  Ligand-observed 13C NMR detection of covalent protein–drug adducts. (A) Chemical shift perturbation 
of the electrophilic 13C-labeled carbon in unbound nitrile [13C]-1b relative to the thioimidate ester adduct provides 
evidence of a covalent papain–nitrile adduct.172 Detection of unbound nitrile upon treatment with glacial acid 
(AcOH) and thiol-trapping reagent 2,2’-dipyridyldisulfide (DPS) is indicative of a reversible covalent binding mode. 
(B) Ligand-observed NMR studies with 13C-labeled levosimendan provide evidence for reversible covalent binding 
to a cysteine thiol in cardiac troponin C (cTnC).173
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modern ABPs which typically comprise of an electrophilic moiety that forms a covalent bond 
with a nucleophilic amino acid residue, a reporter group (e.g. fluorophore, enrichment handle, 
bioorthogonal handle) to detect the covalent adduct, and, optionally, a recognition element 
for target/class-selectivity (Figure 9A). Nowadays, ABP development is not limited to catalytic 
amino acid residues: a wide range of ABPs is available from general residue-specific agents 
(e.g. iodoacetamide (IAc)-based thiol-alkylating reagents for cysteines) 184 and class-specific 
ABPs (e.g. fluorophosphonate-based probes for serine hydrolyses,177 ubiquitin-based probes for 
DUBs,185 ATP-based probes for kinases 186) to target-selective ABPs 37 (e.g. ibrutinib-based ABPs 
for BTK).11 The field has since expanded beyond truly activity-based probes: ABPs targeting 
noncatalytic residues also label catalytic inactive mutants thus not requiring catalytic activity.11 
ABPP has a prominent role in covalent drug discovery: 178, 187-188 not only for identification of new 
covalent hits in covalent (fragment) screening,189 but also to identify cellular/in vivo covalently 
modified (off-target) proteins thereby derisking covalent inhibitor development.2, 190 The latter 
is emphasized by the recent work of van Esbroeck et al.: 191 multiple off-target lipases targeted 
by fatty acid amide hydrolase (FAAH) inhibitor BIA 10-2474 were identified by competitive 
ABPP, providing a possible explanation to the clinical neurotoxicity with lethal outcome for 
one of the human subjects in the phase I clinical trial (2016). This tragic example highlights 
why identification of potential covalent off-target modifications by (competitive) ABPP is 
recommended to be an integral part of early-stage covalent drug development.190

Drug-derived ABPs are designed in two flavors: one-step ABPs (Figure 9B) and two-step ABPs 
(Figure 9C). One-step ABPs are generated by introduction of a (fluorescent) detection tag 
or an enrichment handle onto the parent drug by chemical synthesis. The tag or handle is 
introduced in a position that does not interfere with target binding, as indicated by structural 
data (e.g. crystal structure, docking simulations) or SAR analysis. Introduction of a large tag/
handle can modify ligand reactivity, target selectivity, as well as cell permeability.192 Similar 
to one-step ABPs, two-step ABPs are generated from the parent drug but now a small and 
nonperturbing bioorthogonal handle is introduced, to which the actual detection group 
(fluorophore, enrichment handle) is clicked in the second step (Figure 9C). This bioorthogonal 
handle is less likely to have a pronounced effect on ligand selectivity, which is why evaluation 
of a two-step ABP is recommended in an early stage of covalent drug development to identify 
potential off-target effects.32, 190 Here, the proteome is treated with the two-step ABP bearing a 
small bioorthogonal handle (step 1), followed by coupling of a relatively large detection tag or 
enrichment handle (step 2). Traditionally, the coupling reaction employs the Huisgen Copper-
catalyzed Alkyne–Azide Cycloaddition (CuAAC) reaction between alkynes and azides (‘Click’ 
chemistry) 193-194 but alternative bioorthogonal reactions are available 192, 195 – such as the Strain-
Promoted Alkyne–Azide Cycloaddition (SPAAC) between strained alkynes and azides,196 or 
the Inverse Electron Demand Diels Alder (IEDDA) reaction between (fluorogenic) tetrazines 
and strained dienophiles.197 Two-step ABPs enable incubation in the native environment and 
are more likely the retain the membrane penetrating properties of the parent inhibitor, and 
are thus compatible with in situ and in vivo applications.104, 198 The success of this approach 
has recently been illustrated for inhibitors with various targets 32 among which are BTK 
inhibitor ibrutinib,11, 190 JAK3 inhibitor ritlecitinib (PF-06651600),199 KRASG12C inhibitor 
adagrasib (MRTX849),103 and anti-obesity drug orlistat.200 Two-step clickable ABPs facilitate 
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the coupling of a dual biotin/TAMRA-azide, allowing both in-gel fluorescence scanning for 
the TAMRA fluorophore and immunoblotting for the biotin tag in gel-based evaluation, and 
the biotin tag can also be utilized as an enrichment handle in chemoproteomic evaluation. 
The success of this dual approach is illustrated by clickable two-step ABPs equipped with a 
bioorthogonal alkyne handle: ABP PF-06789402 based on the scaffold of JAK3/TEC family 
kinase inhibitor ritlecitinib (PF-06651600),199 and ABP selinexor-yne derived from clinically 
approved covalent XPO1 inhibitor selinexor (KPT-330).201 

Altogether, ABPP is a powerful tool to identify (un)desired covalent modification in a relevant 
biological setting. Here, we will discuss the detection of the covalent adduct in whole proteome 
with gel electrophoresis platforms (section 6.1), chemoproteomic platforms (section 6.2), and 
homogeneous (plate-based) platforms (section 6.3).

Figure 9  |  Strategies for covalent adduct detection with drug-derived activity-based probes (ABPs). (A) General 
design principle for covalent drug-derived ABPs. A fluorophore, detection tag or enrichment handle is 
introduced onto the parent covalent drug bearing a recognition element and a covalent warhead. (B) Detection 
of covalently modified proteins with one-step ABPs. Proteome is treated with one-step ABP, proteins are 
resolved by gel electrophoresis or affinity purification, and modified targets are detected by in-gel fluorescence 
or immunoblotting, or by chemoproteomic evaluation. (C) Detection of covalent adducts with two-step 
ABPs. Proteome is incubated with a two-step ABP bearing a small bioorthogonal handle (step 1), followed by 
bioorthogonal coupling of a fluorophore, detection tag or enrichment handle (step 2), with subsequent analysis 
as shown for the one-step ABPs.
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6.1.	 Gel Electrophoresis Platforms (In-gel Fluorescence, Immunoblotting)

Gel electrophoresis platforms were among the earliest ABPP methods to interrogate enzyme 
activity in complex mixtures, and are still a common method for rapid evaluation of inhibitor 
specificity.178 A typical workflow (Figure 9B) involves incubation of recombinant protein 
or a whole proteome (e.g. cell lysate) with a one-step ABP followed by sample preparation 
under denaturing conditions (e.g. heating in presence of a reducing agent such as BME or 
TCEP) to simultaneously remove unreacted ABP and promote dissociation of noncovalent 
complexes. Then, the treated proteome is submitted to gel electrophoresis, and covalent 
adducts are visualized by in-gel fluorescence scanning for the fluorophore (e.g. TAMRA, Cy5, 
BODIPY) 11, 199, 201 or immunoblotting for a reporter tag or enrichment handle (e.g. biotin, GST, 
His),202 with a band appearing at the adduct mass (kDa). Gel-based ABP analysis is fast but is 
less informative than chemoproteomic approaches (discussed in section 6.2). Identifying the 
exact protein target in a proteome can be challenging as proteins of similar mass may overlap on 
gel, which may be addressed by comparative ABPP with knock-out cell lines.203-204 Competitive 
ABPP experiments are typically conducted to validate that the ABP has the same specificity as 
the inhibitor: 11, 199, 205-206 treatment with parent BTK inhibitor ibrutinib (PCI-32765) precludes 
labeling with cell permeable fluorescent ABP PCI-33380 (Figure 10A).11 The modified 
amino acid can be identified indirectly by treatment of (recombinant) protein with a single  
point-mutation,11, 82, 206 or by competitive labeling of the parent inhibitor with a validated 
residue-selective ABP (that is not derived from the parent inhibitor of interest).178, 207

Reversible inhibition. ABPs bearing a reversible covalent warhead are compatible with gel-
based analysis, as illustrated with cyanimide-based ABPs IMP-1710 84 and 8RK59 207 targeting 
deubiquitinating enzyme UCHL1 (Figure 10B). Importantly, reaction conditions required 
careful optimization as the fluorescent covalent adduct could not be detected after sample 
preparation under denaturing conditions: heating BODIPY-labeled UCHL1–8RK59 adduct 
to 94 °C in presence of reducing agent β-mercaptoethanol (BME) promoted covalent target 
disengagement.207 Subsequent chemoproteomic evaluation with 8RK64, an alkyne-bearing 
derivative of 8RK59, revealed enrichment of not only UCHL1 but also protein deglycase 
PARK7/DJ1, an attractive target in Parkinson’s disease with a similar molecular mass that 
overlaps with UCHL1 by gel analysis. The discovery of this off-target modification has since 
aided the development of selective chemical tools to study PARK7 activity.208

Quantification of covalent occupancy. Direct gel-based strategies are typically used for 
qualitative (visual) identification of binding partners in cellular proteomes as low throughput 
gel electrophoresis strategies are associated with large error margins originating from deviations 
in gel loading volumes and protein distribution on gel. Our group reported a direct quantitative 
approach to calculate relevant kinetic parameters from time-dependent covalent occupancy 
of purified recombinant cysteine protease USP16 with irreversible covalent Rho-Ub-ABPs.82 
Cellular JAK3 occupancy after pretreatment with ritlecitinib (PF-06651600) was assessed 
with two-step ABP PF-06789402.199 Lysate was treated with biotin/TAMRA-azide, enriched 
for ABP-modified uninhibited proteins by pulldown with streptavidin beads and resolved by 
SDS-PAGE gel electrophoresis to quantify the remaining uninhibited JAK3 by immunoblotting. 
A popular though indirect approach in preclinical development of BTK inhibitors is to derive 
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inhibitor target engagement from the fluorescent ABP labeling of the remaining unbound 
protein: inhibitor-treated proteome is incubated with a target-selective fluorescent ABP (not 
necessarily derived from the parent inhibitor) that only binds to unbound BTK, and ABP-bound 
BTK is quantified by in-gel fluorescence. This approach has been successfully applied with 
irreversible BODIPY-labeled BTK-selective ABP PRN-933 to assess occupancy of reversible 
covalent BTK inhibitor rilzabrutinib (PRN-1008) in human PBMCs,49 and in the development 
of reversible covalent BTK inhibitors with irreversible ABP PP-BODIPY. 55 Competition with 
general thiol-reactive ABPs (e.g. IAc-alkyne, TMR-maleimide) is of little use in gel-based ABP 
analysis as blocking a single cysteine residue will not perturb the ABP from binding to other 
available cysteine residues in the same protein, thus still resulting in a detectable signal on 
gel. Importantly, blocking adduct formation with a selective irreversible ABP provides indirect 

Figure 10  |  Gel electrophoresis platforms for covalent adduct detection with drug-derived ABPs. (A) Competitive 
ABPP. Fluorescence scan for the BODIPY-FL fluorophore reveals that BTK labeling in DOHH2 cells by cell permeable 
one-step fluorescent ABP PCI-33380 is precluded by pretreatment with irreversible covalent parent inhibitor 
ibrutinib.11 (B) Fluorescent signal originating from reversible covalent UCHL1–8RK59 adduct is not observed using 
harsh sample treatment prior to gel electrophoresis (boiling in presence of reducing agent BME) but can be 
observed using milder conditions (sample preparation in presence of reducing agent TCEP).207 Covalent adduct 
formation is validated using intact protein analysis by top-down MS.
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evidence on the ligand binding site 74 but is not suitable to identify the modified amino acid by 
itself as this also could be a(n) (allo)steric effect.

DNA electrophoretic mobility shift. Most covalent drugs are too small to cause a detectable 
shift in electrophoresis upon covalent adduct formation, thus requiring modification with a 
detection group. Nevertheless, a DNA electrophoretic mobility shift assay has been employed 
to validate the covalent binding mode of lurbinectedin (PM01183) to naked DNA, despite its 
relatively small mass (785 Da).209

Scintillation autoradiography (fluorography). Drug-derived ABPs bearing a radioisotope 
tag (e.g. 125I) used to be the primary mode for detection of catalytically active cysteine 
proteases.210-211 Nowadays, radiolabeled inhibitors prepared for in vivo ADME (Absorption, 
Distribution, Metabolism, and Excretion) studies and PK (pharmacokinetic) profiling are 
occasionally employed as radioactive ABPs where the radioactive atom (typically 14C or 3H) 
serves as a small, non-perturbing tag.212 Radioactivity originating from the radiolabeled covalent 
adduct is detected after removal of unbound and noncovalently bound radiolabeled inhibitor 
by gel electrophoresis on polyacrylamide/SDS-PAGE gels (fluorography),213 or filtration with 
stringent washing (liquid scintillation counting).213-214 This technique has recently been 
employed to validate covalent adduct formation of neratinib (HKI-272) with HER2, using 
neratinib-derived ABP [14C]HKI-272 ([14C]-25o) on recombinant HER2 cytoplasmic domain 
or in intact BT474 cells.16, 215 Similarly, in vivo covalent alkylation of hemoglobin by RRx‑001 
(ABDNAZ) in red blood cells from various species was detected using radiolabeled ABP  
[14C]RRx-001.216 Finally, scientists at Takeda Pharmaceutical developed a direct competitive 
ligand binding assay to quantify covalent occupancy and determine the inhibitory potency 
(kinact/KI) of irreversible EGFR inhibitor canertinib (CI-1033): time-dependent radioactivity 
originating from the covalent adduct with radiolabeled ABP [3H]CI-1033 (after filtration to 
remove unbound ABP) was quantified by liquid scintillation counting.214

6.2.	 Chemoproteomic Platforms

Chemoproteomic protein profiling is a sensitive MS-based ABPP technology predominantly 
employed to evaluate the proteome-wide selectivity of covalent inhibitors, and identify 
(undesired) cellular targets for covalent modification in complex mixtures (e.g. cell lysate, 
live cells, tissue).38, 104, 190-191, 217-219 A general chemoproteomic procedure involves incubation of 
the proteome with ABP, coupling to an enrichment handle (e.g. biotin–azide, Figure 9C) and 
pull‑down to enrich for ABP-modified proteins on beads. Stringent washing is performed to 
remove noncovalently bound proteins and eliminate nonspecific binders, followed by bottom-up  
MS/MS analysis of modified proteins. Quantification of relative protein abundance can be 
achieved with label-free quantitative methods comparing relative changes in two (or more) 
individual biological samples.198, 219-221 The majority of chemoproteomic formats are indirect, 
detecting proteins modified by a general thiol-alkylating or cysteine ABP (e.g. IAc–alkyne) 189, 222‑223 
in presence and absence of the covalent inhibitor of interest, from which inhibitor-binding is 
deduced.178, 187, 222 For this purpose, classic broad-spectrum reactivity ABPs targeting various 
amino acid residues and protein classes are (commercially) available.37-38, 186, 222 In particular, 
the isoTOP-ABPP (isotopic Tandem Orthogonal Activity-Based Protein Profiling) platform is 
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an established indirect competitive method to simultaneously identify (off-)target modified 
proteins in whole proteomes together with the exact site of protein modification.2, 190, 223‑224  
The role of predominantly indirect competition methods in (fragment-based) covalent drug 
development has been reviewed before.37-38, 225 Here, we will focus on the (less prevalent) 
direct approaches in which the ABP is derived from the parent inhibitor. Direct (competitive) 
chemoproteomic approaches with drug-derived ABPs have the potential to identify lower 
abundance protein targets and can overcome the bias in global cysteine reactivity experiments 
with general thiol-reactive ABPs: inhibitor binding is only detected if the amino acid residue 
is targeted by the competing ABP, even though the inhibitor might be interacting with other 
amino acid residues.103, 198 Such targetable, or ‘druggable’, cysteines in human proteins were 
recently collated in publicly available curated repository CysDB.226 The success of a direct 
approach is illustrated by FDA-approved anti-obesity drug tetrahydrolipstatin (THL, orlistat) 
(Figure 11A): MS analysis following pull-down of modified proteins in cancer cell lines treated 
with two-step ABP THL-R did not only confirm binding to fatty acid synthase (FAS) but also 
identified other (off-)target proteins that aid its early development as an anticancer agent.200

High-throughput proteomic methods may involve metabolic or chemical labeling with stable 
heavy isotopes prior to MS analysis to enable absolute protein quantification and multiplexed 
measurements (mix of multiple samples/reaction conditions) minimizing run-to-run 
deviations.221, 227 The popular SILAC-ABPP platform (Figure 11B) is a metabolic isotope-
labeling methodology, thus being restricted to stable cell lines as generating isotope-labeled 
controls is challenging for tissue or primary cell line samples.228 SILAC-ABPP combines ABPP 
with SILAC (stable-isotope labeling by amino acids in cell culture) 229-230 to assess identity of 
covalent modified proteins. Cells are cultured in normal (light) or isotope-labeled (heavy) 
medium, treated with DMSO or ABP, and mixed after lysis. Modified proteins are detected 
by bottom-up LC/LC-MS/MS analysis after enrichment for covalent protein–ABP adducts. The 
isotope-labeling of the proteome is crucial to calculate the SILAC ratio compared to the untreated 
sample – proteins with SILAC ratios ≥ 3-5 are designated as targeted. SILAC-ABPP analysis with 
an ibrutinib-derived ABP identified established off-target kinases as well as specific non-kinase 
targets from structurally and functionally diverse protein families in Ramos cells, including 
the uncharacterized protein FAM213A.190 Typically, complementary competitive SILAC-ABPP 
experiments are performed to ensure that the drug-derived ABP has the same selectivity as the 
parent inhibitor: over 400 proteins were identified in a SILAC experiment with an adagrasib-
derived ABP (Figure 11B) but only KRASG12C significantly decreased upon pretreatment with 
clinically approved KRASG12C inhibitor adagrasib (MRTX849).103

Chemical isotope-labeling methods are compatible with samples that are not amendable 
for SILAC, such as endogenous (human) tissue samples,104 as chemical isotope-labeling can 
performed during sample preparation.221, 232 These methods are typically indirect, employing 
classic broad-spectrum reactivity ABPs. Among the most popular methodologies are 
isoTOP‑ABPP 223-224, 233 using isotope-labeled TEV protease-cleavable Click reagents (TEV tags), 
isoDTB-ABPP employing isotopically-labeled desthiobiotin (isoDTB) tags,234 rdTOP‑ABPP 235 
employing stable-isotope diMe labeling of primary amines (peptide N-terminus and lysine 
ε-amino group),227, 236-239 and TMT-ABPP 240 employing tandem mass tags (TMT) such as 
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Figure 11  |  Chemoproteomic approaches to identify covalently modified (off-)target proteins in whole 
proteomes. Pretreatment with inhibitor blocks drug-derived ABP binding and protein enrichment, resulting in a 
lower abundance of target protein compared to the DMSO-treated (control) sample. (A) Label-free protein target 
detection in pull-down experiment with drug-derived ABP THL-R to identify in situ protein targets of orlistat (THL) 
in HepG2 cells.200 ABP-bound proteins are enriched on avidin-agarose beads and submitted to bottom-up MS/MS  
evaluation. (B) Multiplexed detection of cellular protein targets of KRASG12C inhibitor adagrasib (MRTX849) in 
a competitive SILAC-ABPP experiment.103 NCI-H358 cells cultured in normal (light) or isotope-labeled (heavy) 
medium (metabolic stable isotope-labeling) are incubated with DMSO or adagrasib, and the mixture of heavy and 
light lysate is then treated with drug-derived two-step ABP 24. ABP-bound proteins are enriched on azide‑labeled 
agarose beads and submitted to bottom-up MS/MS for identification and relative quantitation of enriched protein 
abundance (SILAC ratio). (C) Identification and quantitation of novel protein targets for inhibitor THZ1 in a CITe-ID 
experiment.231 Cell lysates preincubated with DMSO (control) or THZ1 (inhibitor) are treated with drug‑derived 
desthiobiotinylated ABP THZ1-DTB and enriched for DTB-modified proteolytic peptides. Primary amines are 
labeled with a unique isobaric iTRAQ reagent in each sample, and samples are combined for multiplexed RP-SAX-
RP MS/MS analysis.
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isobaric amine-reactive iTRAQ or TMT™ multiplex tags.221, 241 Recently, the CITe-Id (Covalent 
Inhibitor Target-site Identification) platform was reported,231 enabling unbiased identification 
and detection of modified proteins and inhibitor target site in the whole proteome by competing 
drug-derived desthiobiotinylated ABP with its parent inhibitor (Figure 11C). The success 
of this approach was illustrated with one-step ABP THZ1-DTB, a desthiobiotinylated analog 
of cyclin-dependent kinase (CDK7) inhibitor THZ1, focusing on the eight cysteine residues 
competitively modified by THZ1 in a dose-dependent manner.231 Among the newly identified 
THZ1 targets was Cys840 of PKN3, and CITe-Id streamlined the development of first-in-
class PKN3 inhibitor JZ128. Proteomic platforms to assess the global electrophile selectivity 
are under development,242 as are improved competitive platforms to assess covalent inhibitor 
reactivity.225 

Reversible inhibition and reversibility assays. Direct chemoproteomic assessment of cellular 
protein targets can be challenging for reversible covalent inhibitors, as proteolytic digestion can 
induce dissociation of a reversible covalent ABP. Successful identification of cellular targets for 
(slow) reversible covalent cyanimides targeting UCHL1 has been reported with biotinylated 
one-step ABP 11RK73, and clickable two-step ABP 8RK64.207 The proteome-wide reactivity of 
reversible inhibitors is typically assessed in competitive proteomic experiments, which is not 
necessarily restricted to covalent binding modes.239, 243 The Cravatt group demonstrated that 
it is not only possible to evaluate the proteome-wide reactivity of reversible covalent cysteine-
directing compounds with competitive isoTOP-ABPP, 244 but that adaptation of this method by 
introduction of a gel filtration (GF) step before treatment with the thiol-alkylating ABP can be 
employed to evaluate reversibility of the covalent adduct.

Quantification of covalent occupancy. Application of broad-spectrum ABPs to monitor 
ligand target engagement in native systems has been performed in model organisms (in vivo 
or ex vivo) and human tissue (ex vivo), with quantitation of relative protein abundance in 
presence of inhibitor compared to an untreated sample.104, 198 Occasionally, competitive ABPP 
experiments with drug-derived ABPs are performed. Time-dependent JAK3 occupancy in 
mouse spleen upon oral administration of ritlecitinib (PF-06651600) was monitored with 
drug-derived ABP PF-06789402: homogenized spleens were treated (ex vivo) with drug-derived 
ABP PF-06789402, enriched for ABP-modified proteins, and each sample was treated with a 
unique isobaric TMT-10plex tag to label (reactive) amines for multiplexed MS/MS analysis.199

6.3.	 Homogeneous (Plate-based) Platforms 

Gel electrophoresis (section 6.1) and chemoproteomic platforms (section 6.2) require removal 
of the unbound ABP or enrichment for modified proteins prior to detection of a covalent 
protein–ABP adduct. In this section we will discuss a few approaches that enable covalent 
adduct detection directly in a complex mixture (compatible with in situ/live cell imaging). 

Traditional fluorescent ABPs suffer from a high fluorescence background as they are also 
fluorescent in their unbound state, and are thus less suitable for homogeneous applications that 
do not involve removal of the unbound ABP (e.g. live cell imaging, in vitro microplate-based 
activity assays). Turn-on fluorogenic and quenched ABPs are a subtype of fluorescent ABPs 
that only become fluorescent after covalent adduct formation. Quenched ABPs (qABPs) were 
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originally developed in the Bogyo lab to enable dynamic imaging of cysteine protease activity 
in living cells.245 Here, the fluorophore is ‘dark’ until the quencher is released or removed upon 
covalent thiol addition, generating a fluorescent covalent enzyme–inhibitor adduct. Adduct 
formation can be monitored by traditional in-gel fluorescence, but the low intrinsic fluorescent 
background also enables monitoring fluorescence intensity in homogeneous plate-based read-
outs and even non-invasive real time optical imaging of cysteine protease activity in intact 
(live) cells, and even in vivo.246-248 Most qABPs targeting serines 249-250 and cysteines 182, 246-248, 251 
were developed as chemical tools to study enzyme activity. Target-selective qABP typically 
have a peptidic recognition element with exception of a BTK kinase qABP derived from the 
noncovalent core of ibrutinib (Figure 12A).252 The major drawback to turning a covalent 
ligand into a qABP is the mandatory replacement of the warhead with a suitable electrophile 
(e.g. acyloxymethyl ketone (AOMK),245 phenoxymethyl ketone (PMK),246 urea triazole 249, 253) to 
enable nucleophilic substitution of the quencher/fluorophore upon covalent adduct formation: 
the thiol-reactive electrophiles consisting of a carbonyl with a leaving group on the α-carbon 
may have a different intrinsic chemical reactivity than the original warhead,26-27, 254 and the 
qABP (thiol) reactivity may no longer be representative of the parent ligand. 

A more generally applicable approach for thiol-reactive covalent small molecule inhibitors 
was recently reported by the London group: 255 CoLDR (Covalent Ligand Directed Release) 
turn-on ABPs were generated by late-stage functionalization of covalent inhibitors containing 
the popular acrylamide warhead (Figure 12B). Modification of the acrylamide warhead on 
the α-carbon generates substituted α-methacrylamide warheads that release a (detectable) 
leaving group upon thiol addition turning the covalent inhibitor into a turn-on fluorogenic, 
chemiluminescent or otherwise functionalized ABP while maintaining the acrylamide 
geometry. This elegant approach was illustrated with a turn-on fluorogenic ABP based on 
covalent BTK inhibitor ibrutinib, that releases a fluorescent 7-hydroxycoumarin group upon 
thiol addition allowing homogeneous plate-based kinetic detection of irreversible covalent 
adduct formation.255 The versatility of this approach was illustrated with turn-on fluorogenic 
ABPs based on covalent EGFR inhibitor afatinib, covalent KRASG12C inhibitor AMG‑510 
functionalized with coumarin, and a chemiluminescent ibrutinib-based ABP. 255 Note: turn-on 
fluorescence probes do not have to be covalent as there are examples of increased fluorescence 
induced by a noncovalent binding event,256 and covalent adduct formation with the desired 
target should be validated with orthogonal techniques such as intact protein analysis. 
Alternatively, two-step ABPs can be employed as bioorthogonal fluorogenic probes, reacting 
the protein–ABP adduct with photophysically quenched fluorogenic dyes (e.g. azido-BODIPY, 
dibenzocyclooctyne) that are activated by Click chemistry.197, 257-258

To date, qABPs and turn-on ABPs have limited clinical applications as the optical signal of most 
fluorophores is plagued by insufficient tissue penetration, thus obstructing their application as 
non-invasive diagnostic tools in living patients.259 Research endeavors in the qABP field have 
since progressed to advanced theranostic probes that combine detection and simultaneous 
inhibition of cathepsins with induction of sensitivity to Photodynamic Therapy (PDT) at 
the sites with high (aberrant) protease activity,260-261 which may one day find application in 
non‑invasive (clinical) diagnosis and treatment.
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Figure 12  |  Homogeneous (plate-based) approaches to detect covalent adduct formation with drug-derived 
ABPs. (A) Quenched fluorescent ABP (qABP) with a recognition element based on the ibrutinib scaffold to 
selectively target BTK.252 The DNP (2,4-dinitrophenyl) quencher is expelled upon covalent adduct formation, 
enabling fluorescence detection of the BODIPY-FL fluorophore in the covalent adduct but not in unbound 
or noncovalently-bound qABP. (B) Covalent ligand directed release (CoLDR) chemistry to generate turn-on 
fluorogenic ABPs.255 Adduct formation of ibrutinib-derived turn-on fluorogenic ABP 3k with BTK is monitored 
by fluorescence intensity as thiol addition to the substituted α-methacrylamide warhead results in release of 
fluorescent 7-hydroxycoumarin. (C) Quantification of cellular BTK occupancy in a competitive ELISA (enzyme-
linked immunosorbent assay) experiment.262 Spebrutinib-treated lysates originating from tissue (culture) or 
clinical samples are incubated with biotinylated ABP CNX-500 to detect free, uninhibited BTK. Biotinylated  
BTK–ABP adducts are captured on streptavidin-coated ELISA plate, treated with primary mouse α-BTK Ab and 
secondary HRP anti-mouse Ab, and developed by addition of HRP substrate tetramethyl benzidine (TMB). 
Uninhibited BTK is quantified from the concentration of the yellow HRP product TMB2+, with calculation of 
inhibitor occupancy from the OD450 in the treated samples relative to the untreated sample.
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Quantification of covalent occupancy. Relative fluorescence intensity can be employed to 
quantify covalent adduct formation with quenched or turn-on fluorogenic ABPs.255 Recently, 
competitive approaches employing biotin-labeled ABPs to assess the cellular occupancy of 
covalent BTK inhibitors have been reported, where detection of the covalent BTK–ABP adduct 
is facilitated by an enzyme-linked immunosorbent assay (ELISA) 12-13, 262 or an Amplif﻿ied 
Luminescent Proximity Homogeneous Assay (ALPHA).55 BTK occupancy is calculated from 
normalization of the signal in inhibitor-treated samples to the untreated control as covalent 
BTK–ABP adduct is formed with uninhibited BTK but not with BTK–inhibitor adducts. Cellular 
BTK occupancy of irreversible covalent BTK inhibitor spebrutinib (CC‑292) in human B cell 
lysate was assessed using spebrutinib-derived biotinylated ABP CNX‑500 (Figure 12C),262  
with capture of the biotinylated BTK–ABP adducts on streptavidin-coated ELISA plates. 
Uninhibited BTK was quantified from the optical density (OD450) originating from BTK–ABP 
adduct after subsequent addition of a primary BTK antibody, a secondary antibody modified with 
horseradish peroxidase (HRP), and development with the HRP substrate. The stepwise ELISA 
technology has been employed to assess BTK occupancy in the development of various covalent 
BTK inhibitors: zanubrutinib (BGB-3111) with zanubrutinib-derived biotinylated ABP P‑1 
on neutravidin-coated ELISA plates,12 and acalabrutinib (ACP-196) with acalabrutinib-
derived biotinylated ABP ACP-4016 on BTK antibody-coated ELISA plates with HRP-linked 
streptavidin.13 The general BTK-selective biotinylated ABP S49 was employed rather than a 
drug-derived ABP to quantify cellular BTK occupancy of remibrutinib (LOU064).87 Finally, 
the Taunton lab reports a high-throughput method using AlphaScreen technology based on 
competition with ibrutinib-derived ABP PP-biotin,55 that does not only enable quantification 
of cellular BTK occupancy in Ramos cells but also elucidates inhibitor reversibility in washout 
experiments. An indirect competitive AlphaScreen methodology has since been used in the 
preclinical development of reversible BTK inhibitor rilzabrutinib (PRN-1008): BTK target 
occupancy in Ramos B cells was assessed using a BTK-selective biotinylated ABP. 49 Importantly, 
these methods do not provide direct evidence on inhibitor or ABP covalency: a stringent washing 
step promoting dissociation of noncovalent complexes has to be introduced to discriminate 
between noncovalent or covalent ligands. Nevertheless, these methodologies are attractive as 
they are complementary proteomic approaches by using the same biotin-labeled ABPs.

7.	 Conclusions, Current Challenges, and Future Directions

Biophysical detection of covalent adduct is an important step in covalent drug development 
as a(n) (ir)reversible covalent binding mode affects the SAR analysis and kinetic behavior.61 
In this work, we reviewed the available methods for direct detection of the covalent  
protein–drug adduct, as opposed to deduction from the decrease of unbound drug. To ensure 
the detected signal originates from a covalent protein–drug adduct, covalent adduct formation 
is validated with at least two orthogonal methods. With a wide variety of techniques to choose 
from (Table 1), method selection is dictated by compatibility with (fluorescent) read-out, 
the available amount and purity of protein, the complexity of the reaction mixture (from 
purified recombinant protein to in vivo), and the desired level of information. Beyond the  
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simple detection of a covalent adduct, some techniques can aid identification of the targeted 
amino acid residue, but often protein mutagenesis is key to validate the modified amino acid 
residue.70-71

This work includes most commonly used methods but is by no means complete. Although 
protein crystallography thus far remains the most informative method for structural evaluation 
of covalent adducts, there is a shift towards cryo-EM for the structural elucidation of large 
protein complexes.263 The phenomenal progress in the past years has resulted in highly 
detailed structures, wherein features of <2 Å can be resolved, but structure determination of 
small (<50 kDa) proteins is often hindered by intrinsically noisy micrographs and low image 
contrast.264-265 Currently, single-particle cryo-EM can successfully map small molecule ligands 
onto (large) proteins,266-270 making it a promising technique to also resolve covalent adducts 
or as an alternative for protein–drug complexes that are difficult to crystallize. Depending 
on the system studied, scientists may employ a plethora of different biophysical techniques. 
Importantly, covalent adduct formation may require identification of the reactive metabolite 
to assess covalent adduct formation with prodrugs (e.g. omeprazole).271 Other challenging 
systems involve (membrane-bound) protein targets that are inactive in isolation, in absence 
of the other components of a protein complex. The majority of the described techniques are 
compatible with detection of reversible covalent adducts. The main challenge is to maintain 
intact protein–drug adduct during sample preparation as the sample preparation can induce 
target dissociation for reversible covalent ligands. The intrinsic property of a reversible covalent 
ligand to dissociate from its protein target upon protein denaturation 54, 72 or chasing with an 
irreversible competitive tracer 74 has been exploited to assess binding reversibility of various 
clinically approved TCIs.88, 95

The unavailability of (quantitative) high-throughput screening techniques can hamper 
widespread discovery of covalent ligands. Although intact protein MS can overcome this hurdle,90 
potential hits should always be validated in a functional assay, 39 as covalent modification does 
not necessarily mean altered protein function.71 Another factor is monitoring and quantifying 
covalent target occupancy in living patients, since drug levels in serum are not representative 
for irreversible binders. MS-based assays to quantify target engagement have been developed,100 
though practical application in clinical drug development is still limited by the optimization for 
each individual protein–drug pair.

Beyond validation of covalent adduct formation with the desired target, ABPP has the 
advantage that it can be used to evaluate target selectivity in a cellular, biological setting. 
Although detection of low-abundance proteins remains a challenge, the approach is in general 
very versatile, as evidenced by the various subtypes of ABPP. The prevalent indirect competitive 
ABPP with a general reactive ABP has successfully been employed to identify off-target protein 
targets in patient-derived samples,191 but this indirect approach is biased for the amino acid 
residues labeled by the general ABP and will miss labeling of other residues. Here, opportunities 
arise for the lower throughput use of drug-derived ABPs that have the same selectivity as the 
parent drug. Drug-derived ABPs have since been used to evaluate target selectivity of approved  
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covalent inhibitors,103, 200 quantify target occupancy in inhibitor-treated patients,199, 262 and 
identify novel targetable proteins.207 Further developments in ABP techniques are always 
limited by the deviation from the parent drug when a tag/handle is introduced. At the same 
time, general indirect (non-drug derived) methods to evaluate proteome-wide electrophile 
reactivity towards other nucleophilic residues (e.g. histidine, arginine, lysine) 23, 242, 272-276 are 
becoming more prevalent as these nucleophilic residues are attractive targets (e.g. Arg12 in 
oncogenic mutant KRASG12R,277 catalytic Lys271 in BCR-ABL 278). All taken together, such 
chemoproteomic approaches will likely become an integral part of standard covalent drug 
development to identify covalently modified off-target proteins at an early stage,279 thereby 
further derisking covalent drug development.2

To conclude, there is a broad toolbox available for the evaluation and detection of covalent 
protein–drug adducts, ranging from recombinant protein to live patients. The techniques are 
instrumental in the evaluation of covalent drug reactivity and selectivity, and have guided 
covalent drug development programs and SAR optimization studies. Beyond the methods 
covered in this review, novel techniques will continue to be developed and improved to cater to 
the exciting and fast-paced field of covalent drug development.
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Adapted from: 

Mons, E.; Roet, S.; Kim, R.Q.; Mulder, M.P.C. A Comprehensive Guide for Assessing Covalent Inhibition in 
Enzymatic Assays Illustrated with Kinetic Simulations. Curr. Protoc. 2022, 2, e419. doi: 10.1002/cpz1.419.
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Abstract. Covalent inhibition has become more accepted in the past two decades, as illustrated 
by the clinical approval of several irreversible inhibitors designed to covalently modify their 
target. Elucidation of the structure-activity relationship and potency of such inhibitors requires 
a detailed kinetic evaluation. Here, we elucidate the relationship between the experimental 
read-out and the underlying inhibitor binding kinetics. Interactive kinetic simulation 
scripts are employed to highlight the effects of in vitro enzyme activity assay conditions and 
inhibitor binding mode, thereby showcasing which assumptions and corrections are crucial. 
Four stepwise protocols to assess the biochemical potency of (ir)reversible covalent enzyme 
inhibitors targeting a nucleophilic active site residue are included, with accompanying data 
analysis tailored to the covalent binding mode. Together, this will serve as a guide to make an 
educated decision regarding the most suitable method to assess covalent inhibition potency.

Determine Covalent Binding Mode

step 0

Mix Enzymatic Assay Reagents

step 2

Fit Experimental Data

step 4

Measure Enzyme Activity

step 3

Calculate Kinetic Parameters

step 5

Select Compatible Kinetic Method

step 1

A Comprehensive Guide for Assessing Covalent Inhibition in Enzymatic Assays Illustrated with Kinetic Simulations
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1.	 Introduction

Traditionally, drug design efforts were focused on small molecules that interact with their 
biological target through noncovalent interactions in a reversible manner. In contrast, covalent 
inhibitors have the ability to form a much stronger covalent bond with a nucleophilic amino acid 
residue at the target protein, which is positioned in close proximity to a reactive (electrophilic) 
moiety in the inhibitor.1 Risks associated with covalent reactions that can take place not only 
with the desired target but also with off-target proteins, often undiscovered until late-stage 
clinical development, resulted in drug discovery programs moving away from candidates 
bearing intrinsically reactive electrophilic moieties.2-3 Nonetheless, the clinical success of 
covalent drugs that were being used in the clinic long before their mechanism of action was 
elucidated, which include aspirin and penicillin, along with the more recent clinical approval 
and success of targeted covalent inhibitors (TCIs) bearing moderately reactive electrophilic 
warheads, ultimately triggered the current resurgence of covalent drugs.3-5

The covalent inhibitor development process typically involves identification of noncovalent 
inhibitors by high-throughput screening (HTS), followed by modification with a moderately 
reactive electrophilic warhead to improve inhibition potency and selectivity.6-7 Alternatively, 
an electrophilic fragment that forms a covalent bond with the desired enzyme target is 
first identified in covalent fragment–based drug discovery, 8-10 followed by optimization of 
the noncovalent affinity and positioning of the electrophile. A prerequisite here is that the 
molecular target must contain a nucleophilic residue (e.g. cysteine, serine, lysine) to form a 
covalent bond with the electrophilic warhead of the inhibitor.11-12 Whether covalent adduct 
formation is reversible or irreversible depends on the selected electrophilic warhead.13-16 The 
PK-PD decoupling is one of the major advantages of irreversible inhibition: an infinite target 
residence time, resulting in a prolonged therapeutic effect after the inhibitor has been cleared 
from circulation.5, 17-19 Here, restoration of enzyme activity can only be achieved by de novo 
protein synthesis. At the same time, if the consequences of continued on-target inhibition are 
poorly understood, this same property can provide a safety concern. Consequently, inhibitors 
with a reversible covalent binding mode have become increasingly popular, with (tunable) 
target residence times ranging from several hours to multiple days.13, 20-21

Although traditional methods to evaluate inhibitor potency, such as determining half-maximal 
inhibitory concentration (IC50 values), are sufficient to identify hits in high-throughput 
screens, a more detailed kinetic evaluation is required to elucidate the structure-activity 
relationship (SAR) of irreversible covalent inhibitors.4, 22-23 There are many extensive reviews 
on the history, development, and success of covalent inhibitors,4-5, 12, 24 and experimental 
methods to assess undesired time-dependent inactivation (TDI) of CYP enzymes have been 
excellently reviewed,25 but a comprehensive overview of experimental methods compatible 
with the desired covalent binding mode of TCIs targeting nucleophilic active-site residues 
has been missing. In section  2, we will introduce our customized set of interactive kinetic 
simulation scripts to study the kinetic concepts of different experimental methods, followed by 
a general background on (covalent) inhibitor binding modes, the assumptions on experimental 
enzyme activity assay conditions, and an introduction on time-dependent inhibitor kinetics. In 
section 3, we use kinetic simulations to evaluate four kinetic methods and discuss how assay 
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conditions affect the outcome in the subsequent data analysis. Stepwise experimental protocols 
with data analysis protocols tailored to the different covalent binding modes are provided in 
section 4, allowing readers to evaluate their covalent (ir)reversible inhibitor, together with the 
troubleshooting guidelines in section 5.

2.	 Kinetic Background

This guide has been composed to aid readers that have identified a(n) (ir)reversible covalent 
inhibitor and are contemplating which experimental method to select for the follow-up SAR 
analysis. Here, the performance of the enzymatic assay is not expected to be troublesome, but 
the challenge lies in the design of an assay method that complies with (often implied but not 
explicitly mentioned) assumptions on experimental conditions, and recognition of artifacts/
errors in the interpretation of experimental outcome. As such, we assume that a functioning 
enzymatic assay with a robust read-out is already in place, and we will focus on the connection 
between (algebraic) data analysis methods and the respective assumptions on experimental 
conditions. It is important to note that this work is tailored to enzyme activity assays with a 
(fluorescence) read-out upon substrate processing to form a detectable product, and as such 
may not be compatible with other assay formats such as ligand binding competition assays or 
direct detection of the covalent enzyme–inhibitor adduct.

In section 2.1, we introduce the interactive kinetic simulation scripts used to illustrate the 
methods and kinetic concepts in this work. All figures are composed with in silico data generated 
in kinetic simulations and can be recreated with the information in this section. Section 2.2 
provides an overview of the (covalent) inhibition binding modes compatible with the methods 
in this work. It is paramount to select the appropriate algebraic model for data analysis, as 
the inhibitor binding mode changes the obtainable parameters as well as the compatibility 
with experimental methods. Covalent EI* adduct formation should be validated by direct 
detection with MS, protein crystallography or NMR.23, 26-28 Reversibility of covalent adduct 
formation is commonly assessed in rapid/jump dilution or washout assays with detection of 
regained enzymatic activity after dilution/washout,29 MS detection of unbound inhibitor upon 
denaturation or digestion-mediated dissociation,13 or competitive binding of a (selective) 
irreversible (activity-based) probe.27, 30 It is important to note that noncovalent binding can 
also irreversibly inhibit enzyme activity by aggregation or precipitation.31 Next, we investigated 
which assumptions on experimental enzyme activity assay conditions are embedded in the 
algebraic models used for kinetic analysis. Our findings are outlined in section 2.3, highlighting 
which assumptions are crucial and what the consequences are when these assumptions are 
violated. Finally, we provide a kinetic background on time-dependent (covalent) inhibition in 
section 2.4. Readers new to the field of enzyme inhibition kinetics are strongly encouraged to 
familiarize themselves with the work of Copeland 32-33 for a general introduction into enzyme 
kinetics before studying advanced kinetic concepts associated with (ir)reversible covalent 
enzyme inhibition and their relation to experimental enzyme activity read-out.
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2.1.	 Kinetic Simulations

Keeping assay requirements in mind, it may seem a daunting task to design, perform, and 
analyze proper inhibition experiments. In general, practice is the best teacher to get a feeling 
for these assays and the expected output. Kinetic simulations are essential to understand 
the importance of reaction conditions and support assay design optimization.34 In such 
simulations, one can freely change the parameters to visualize the effect on the output and 
validate that kinetic parameters found after data analysis correlate with the input values. 
This design precludes assay artifacts and human error, and also outputs the underlying 
concentrations of the different reaction species (e.g. unbound enzyme, enzyme–substrate 
complex), illustrating the relevance of the experimental assay conditions. Finally, kinetic 
simulations can validate if fitted experimental parameters correlate with the experimental 
read-out and aid the rational design of follow-up experiments by predicting the outcome.35 
Here, we use a set of customized kinetic simulation scripts based on numerical integration of 
the differential equations 36 to simulate the time-dependent product concentration as well as 
the underlying concentrations of various enzyme species (e.g. unbound, bound to inhibitor or 
substrate). Some concentrations are essentially constant under specific assay conditions, and 
treating these parameters as constants rather than variables reduces the computing/simulation 
time. An overview of our kinetic scripts and the assumptions on experimental assay conditions 
can be found in Table 1. Since understanding kinetics can be greatly facilitated by the ability 
to adjust reaction conditions and changing parameters without using expensive reagents, 
we have made interactive versions of these simulation scripts available free of charge at  
https://tinyurl.com/kineticsimulations. We encourage our readers to perform simulations with 
their own kinetic parameters to visualize how the underlying concentrations of enzyme species 
affect the detected read-out, and to get a feeling for realistic values and assay conditions. We 
selected one model inhibitor for each binding mode to generate the figures that exemplify the 
methods described (the kinetic parameters of each model inhibitor can be found in Table 2). 
All figures in this work can be recreated with the information in Table 1 and Table 2. 

Our kinetic simulation scripts are tailored to competitive inhibition, where an intrinsically 
reactive inhibitor bearing an electrophilic warhead covalently targets a nucleophilic amino 
acid residue at the enzymatic substrate binding site, thus blocking substrate access.22, 33 Other 
covalent binding modes – e.g. prodrugs,37 covalent allosteric inhibitors,38 and multi-step 
mechanism-based inhibitors 39-40 – are outside the scope of this work, although the described 
experimental protocols can be useful in specific cases. For further instructions and detailed 
information on restrictions, we refer to the webpage itself. At the start of the simulations, 
we define the (pre)incubation time. The preincubation time is the elapsed time since the 
onset of enzyme inhibition by mixing enzyme and inhibitor, but before the onset of product 
formation by adding substrate. The incubation time is the elapsed time since onset of product 
formation: after substrate addition. In this work, we will distinguish between incubation and 
preincubation by using different symbols for preincubation t' (enzyme and inhibitor) and 
incubation t (enzyme, substrate and inhibitor) in all figures and equations to avoid confusion.
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Input Kinetic parameters a

Reagent
k1

(M−1s−1)
k2

(s−1)
kcat
(s−1)

KD
(µM)

KM
(µM)

kcat/KM
(M−1s−1)

Substrate S1 108 100 1 1.00 1.01 9.9×105

Ligand L1 108 100 0 1.00 – –

Inhibitor b
k3

(M−1s−1)
k4

(s−1)
k5

(s−1)
k6

(s−1)
Ki

(nM)
Ki

*

(nM)
KI

(nM)
kinact/KI or kchem

(M−1s−1)

A 10,000 0.0001 0 0 10 – – –

B 108 10 0.001 0.0001 100 9.1 – –

C 108 10 0.001 0 100 – 100 104

D 10,000 0 0 0 – – – 104

Reaction dynamics are illustrated in Table  1. a Calculated from microscopic rate constants in Table  S1 and 
Figure S1D. b Mechanisms in Figure 1.

Reaction dynamics Script Simulation constants Experimental 
restrictions

KinGen

Unbound inhibitor
Unbound substrate

Volume

[I]0 = [I]t' = [I]t
[S]0 = [S]t

Vt' = Vt

[I]0 > 10[E]0
[S]0 > 10[E]0
[P] < 0.1[S]0
Vsub << Vt'

KinSubDpl Unbound inhibitor
Volume

[I]0 = [I]t' = [I]t
Vt' = Vt

[I]0 > 10[E]0
Vsub << Vt'

KinVol
Unbound inhibitor
Unbound substrate

[I]0 = [I]t' = (1+ (Vsub/Vt'))×[I]t

[S]0 = [S]t

[I]0 > 10[E]0
[S]0 > 10[E]0
[P] < 0.1[S]0

KinInhDpl Volume Vt' = Vt Vsub << Vt'

KinDeg b

Unbound inhibitor
Unbound substrate

Volume

[I]0 = [I]t' = [I]t
[S]0 = [S]t

Vt' = Vt

[I]0 > 10[E]0
[S]0 > 10[E]0
[P] < 0.1[S]0
Vsub << Vt'

KinVolDeg b
Unbound inhibitor
Unbound substrate

[I]0 = [I]t' = (1+ (Vsub/Vt'))×[I]t
[S]0 = [S]t

[I]0 > 10[E]0
[S]0 > 10[E]0
[P] < 0.1[S]0

Table 1  |  Kinetic simulation scripts used in this work.a

a Available at https://tinyurl.com/kineticsimulations. b First order spontaneous enzyme degradation/denaturation. 
[I]0 = unbound inhibitor concentration at onset of inhibition, before (optional) enzyme binding. [I]t' = unbound inhibitor concentration during 

preincubation, after (optional) enzyme binding. [I]t = unbound inhibitor concentration during incubation, after (optional) enzyme binding. [S]0 = 

unbound substrate concentration at onset of product formation, before enzyme binding. [S]t = unbound substrate concentration during incubation, 

after (optional) enzyme binding and product formation. Vt' = reaction volume during preincubation. Vsub = volume containing substrate. Vt = reaction 

volume during incubation (Vt = Vsub + Vt').
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Table 2  |  Kinetic parameters for simulated inhibitors used in this work to illustrate methods.
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2.2.	 Inhibitor Binding Modes

Reversible noncovalent inhibitors inhibit enzymatic activity by formation of noncovalent EI 
complex in a single reaction step (Figure 1A). When the initial unbound inhibitor concentration 
is equal to inhibition constant Ki, the concentration of unbound enzyme E will be equal to 
the concentration of inhibitor-bound enzyme complex EI after steady-state equilibrium has 
been reached. For traditional fast-binding reversible inhibitors this equilibrium will be reached 
almost instantly, as association rate constant k3 and dissociation rate constant k4 are fast. In 
this work, the term ‘reaction completion’ relates to the endpoint of enzyme–inhibitor binding, 
which refers to reaching an equilibrium for reversible inhibitors (Figure 1A and Figure 1B) 
or reaching full inactivation for irreversible inhibitors (Figure 1C and Figure 1D). Contrary 
to classic fast-binding inhibitors, time-dependent or slow-binding inhibition is observed 
when the steady-state equilibrium or irreversible inactivation is reached relatively slowly on 
the assay timescale.41-42 Typically, this is observed for inhibitors with a covalent binding mode 
(Figure 1B-D), as formation of a covalent adduct is not an instantaneous process.

Reversible covalent adduct formation (Figure 1B) is a 2-step process consisting of (rapid) 
initial association to form noncovalent EI complex (rapid equilibrium approximation, discussed 
in more detail in section 2.3) preceding covalent EI* adduct formation. Covalent EI* adduct 
is at equilibrium with the noncovalent EI complex, as covalent adduct formation is reversible 
(k6 > 0), with inhibition constant Ki reflecting the initial noncovalent E + I ↔ EI equilibrium 
and steady-state inhibition constant Ki

* reflecting the steady-state (overall) E + I ↔ EI + EI* 
equilibrium. Development of reversible covalent inhibitors typically involves optimization of 
overall affinity (reflected in low Ki

* values), preferably by slowing dissociation rates (Figure 1B). 
A slow off-rate (koff) is favorable, as this is reciprocal with the drug-target residence time τ 
(τ = 1/koff), and a longer residence time has been linked to superior therapeutic potency.43-44 An 
overview of relevant kinetic parameters can be found in Table S1.

Inhibition is considered irreversible when its residence time exceeds the normal lifespan 
of the target enzyme.22 Dissociation from covalent EI* adduct is negligible, resulting in full 
enzyme engagement when reaction completion is reached for irreversible covalent inhibitors 
(Figure 1C and Figure 1D). The irreversible binding mode changes the obtainable kinetic 
parameters to rank inhibitor potency, as the biochemical IC50 may vary depending on the  
(pre)incubation time.3, 22 The potency of 2-step irreversible inhibitors that engage in an initial 
noncovalent enzyme–inhibitor complex EI prior to formation of covalent adduct EI* is driven 
by noncovalent affinity – reflected in inactivation constant KI – along with the maximum 
rate of inactivation kinact (Figure 1C). Rate constant kinact/KI is generally accepted as a more 
suitable measure of 2-step irreversible inhibitor potency, 3, 22, 37, 45 in an analogous fashion to  
kcat/KM reflecting the efficiency of enzymatic substrate conversion (a detailed comparison can 
be found in Figure S1). The binding mode becomes 1-step when noncovalent equilibrium is 
nonexistent, for example for highly reactive thiol-alkylating reagents,37, 46 with the parameter 
kchem or kobs/[I] reflecting potency/efficiency (Figure 1D).

Drug development of irreversible covalent inhibitors is typically geared towards simultaneous 
improvement of the binding affinity (reflected in a lower KI value) and faster covalent bond 
formation (reflected in a higher kinact value) to generate irreversible covalent inhibitors 
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with a high kinact/KI value for the desired enzyme target,45, 47 while minimizing the intrinsic 
reactivity with undesired enzymes such as GSH.48-50 Typical reported kinact/KI values range from  
105-107 M−1s−1 for kinase inhibitors,45, 51-52 101-105 M−1s−1 for protease inhibitors,28, 53-54  
102-104 M−1s−1 for other target classes,55-57 to 10−2-102 M−1s−1 for covalent fragments.58-59 Ranges 
of clinically relevant kinact/KI values are highly dependent on the nucleophilicity of the targeted 
amino acid (cysteine typically being more reactive than serine) and concentration of naturally 
present competitors (e.g. ATP-competitive inhibitors need to overcome competition by ATP at 
physiological concentrations far exceeding the KM,ATP).

2.3.	 Assumptions on Experimental Assay Conditions

Experimental conditions should meet certain criteria in order to use algebraic fitting methods. In 
this section, we focus on the assumptions on the experimental conditions that are embedded in 
algebraic equations to analyze time-dependent (covalent) inhibition (summarized in Table 3). 
Generally, these assumptions involve simplifying the enzyme–inhibitor binding reaction to a 

Figure 1  |  Schematic overview of inhibitor binding modes.39 E = unbound enzyme. I = unbound inhibitor. 
EI  = noncovalent enzyme–inhibitor complex. EI* = covalent enzyme–inhibitor adduct. An overview of kinetic 
constants can be found in Table S1. (A) Classic 1-step reversible inhibition. Inhibitor potency ranking based on 
inhibition constant Ki (in M) or target residence time τ (in s). (B) Covalent 2-step reversible inhibition. Inhibitor 
potency ranking based on steady-state inhibition constant Ki

* (in M) for total E + I ↔ EI + EI* equilibrium or based 
on target residence time τ (in s). (C) Covalent 2-step irreversible inhibition (affinity label model). Inhibitor potency 
ranking based on inactivation efficiency: maximum rate of covalent adduct formation over inactivation constant 
kinact/KI (in M−1s−1). (D) Covalent 1-step irreversible inhibition (residue-specific reagent model). Inhibitor potency 
ranking based on inactivation efficiency: kchem (in M−1s−1) = kobs/[I] (in M−1s−1).
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single rate-determining step along with fixing inhibitor/substrate concentrations to a constant 
value. To use algebraic fitting, the experiment should meet all the required conditions outlined 
in this section. More complex systems – such as bisubstrate assays or other binding modes 
like allostery – violate one or more of these, and require a different method of fitting. For such 
systems, numerical integration with dedicated software packages – e.g. KinTek,60 DynaFit 61 
– is recommended. These packages are very powerful, and can fit anything with good error 
even when the model does not reflect the biological situation.62 For these complex systems, 
it is crucial to ensure that the initial values are reasonable and the amount of (orthogonal) 
data is sufficient for the amount of parameters that are fitted. The first step, however, whether 
working with complex systems or reactions with a single rate-determining step, should always 
be optimization of the experimental conditions.

There are two distinct types of algebraic analysis: linear regression (fitting straight curves, 
compatible with commonly available software such as EXCEL) and nonlinear regression (fitting 
exponential curves, requiring sophisticated data fitting software). Linear regression was the 
predominant method to analyze kinetic data, but has now been surpassed by the more accurate 
nonlinear regression.63 For our analyses, we use least-squares nonlinear regression with 
GraphPad Prism (RRID:SCR_002798), but other software packages are available too.64 Please 
consult the detailed (online) guide on how to implement user-defined equations for nonlinear 
regression in GraphPad Prism.65-66

Michaelis-Menten enzyme kinetics. All experimental methods in this manuscript are based 
on enzyme activity assays with multiple turnovers per enzyme, with enzyme release after 
product formation. We assume that the uninhibited enzymatic substrate processing reaction 
(E + S ↔ ES → E + P) complies with Michaelis-Menten enzyme kinetics.35, 64 The concentration 
of unbound substrate has to be constant ([S]t =  [S]0) and not depleted by engagement in a 
(non)covalent complex ES ([ES]t < 0.1[S]0) or conversion into product. Therefore, substrate is 
added in a large excess over the enzyme ([S]0 > 10[E]0), and the uninhibited velocity of product 
formation (v ctrl) is calculated over the linear part corresponding to less than 10% substrate 
conversion ([P]t  <  0.1[S]0).67 The signal corresponding to 10% substrate conversion can be 

Table 3  |  General assumptions on experimental assay conditions.

Michaelis-Menten 
enzyme kinetics

Substrate concentration is constant
Substrate is not depleted by complexation with enzyme

[S]t = [S]0
[S]0 > 10[E]0

Uninhibited product formation is linear
Product formation does not deplete substrate
Enzyme activity is not affected by product inhibition
The enzyme does not degrade significantly

kctrl = 0
[P]t < 0.1[S]0

[P]t << 0.1KD,P
kdeg = 0

Pseudo-first order kinetics
The unbound inhibitor concentration is constant

Inhibitor is not depleted by complexation with enzyme
[I]t = [I]0

[I]0 > 10[E]0

Rapid equilibrium 
approximation

Noncovalent equilibrium is reached quickly for 2-step inhibitors
Covalent adduct formation is rate-determining kinact << k4

k5 << k4
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estimated from a product calibration/titration curve to avoid substrate depletion.68-69 The effect 
of substrate depletion can be investigated with the kinetic simulation script KinSubDpl. More 
complex enzymatic (bisubstrate) assays are outside of the scope of this work.32 However, the 
methods described herein could still be applicable under pseudo-single substrate (Hit-and-
Run) conditions.

Enzyme stability. Unless otherwise noted, time-dependent decrease of enzyme activity is 
attributed solely to the presence of a (slow-binding) inhibitor. It is thus assumed that the enzyme 
activity is constant throughout the whole experiment, although this does not necessarily reflect 
the actual experimental situation. Recombinant enzymes do not have an eternal life; thus, time-
dependent loss of enzyme activity will inevitably occur due to spontaneous protein denaturation, 
degradation, or unfolding.70 The Selwyn test is a relatively simple test to see if time-dependence 
of uninhibited enzyme activity is due to (spontaneous) enzyme inactivation.71 Spontaneous 
enzyme degradation/denaturation is similar to radioactive decay in a sense that inactivation is 
a first order reaction (degradation rate = kdegE × [E]). Enzyme stability might be promoted by 
optimization of the assay buffer, and is less significant at shorter (pre)incubation times, but 
degradation cannot completely be avoided. Therefore, we included data analysis methods to 
account for spontaneous first order enzyme degradation/denaturation. Cannibalistic proteases 
follow a second order (auto)proteolysis rate (degradation rate = kdegE × [E]2) 72 and are as such 
outside of the scope of these methods. In simulations to illustrate the methods described herein 
(with kinetic simulation scripts KinDeg and KinVolDeg), we assumed that first order decay 
is uniform for all enzyme species (kdegE = kdegES = kdegEI = kdegEI*) and combined the individual 
degradation rates into the enzyme degradation rate constant kdeg.

Constant uninhibited product formation velocity. The uninhibited controls should be 
linear for the whole measurement when analyzing time-dependent inhibition. There are various 
factors contributing to a slight time-dependent decrease of product formation velocity in the 
absence of inhibitor,32 thus violating this assumption. An overview of common troubleshooting 
options is listed in Table 6 (located in section  5). As discussed above, substrate depletion 
([P]  >  0.1[S]0) negatively influences the linearity over time, as does product inhibition 
([P] > 0.1KD,P). Fortunately, this can be avoided by decreasing the enzyme concentration and/
or shortening the incubation time to reduce substrate turnover, thereby lowering the absolute 
and relative product concentration. Other factors can make the results look nonlinear – such as 
quenching of the fluorescent product signal by photobleaching.73 This effect can be reduced by 
increasing the measurement interval and/or reducing the number of excitation cycles. Finally, 
optimization of assay conditions can minimize the effect of spontaneous loss of enzyme activity 
(kdeg > 0) but cannot be resolved completely. In this work, we will refer to the overall rate of 
nonlinearity in the uninhibited control (kobs of [I] = 0) with the symbol kctrl, regardless of the 
underlying mechanism that causes the time-dependent decrease of product formation velocity.

Rapid equilibrium approximation. Algebraic analysis of (covalent) inhibition is based on 
the assumption that time-dependent inhibition is driven by a single rate-determining step. 
For 2-step covalent inhibitors (Figure 1B and Figure 1C), this means that the noncovalent 
E  +  I  ↔  EI equilibrium that precedes covalent EI* adduct formation should be reached 
almost instantly after the onset of inhibition. After this rapid equilibrium, a much slower step 
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of covalent adduct formation follows (kinact  <<  k4). Whether the noncovalent equilibrium 
indeed is reached rapidly is an intrinsic inhibitor property, and (kinase) inhibitors with a low-
nM noncovalent potency are likely to violate this assumption: the association rate constant 
is diffusion-limited (k3  ≤  109  M−1s−1), and thus k4 must be relatively slow if Ki  ≤  10−8  M.74 
Unfortunately, a slow initial, noncovalent step is not easily recognized from raw kinetic 
data, resulting in overestimation of the rate of inactivation kinact and underestimation of the 
inactivation constant KI with algebraic rather than numerical data analysis. The inactivation 
constant KI approximates inhibition constant Ki (KI ≈ Ki) when covalent bond formation is 
driven by the rate-determining conversion of noncovalent complex EI into covalent adduct 
EI* (kinact << k4) (Figure 1C), analogous to the Briggs–Haldane treatment of enzyme–substrate 
kinetics where KM ≈ KS if kcat is rate-limiting.46 Consequently, Ki and KI may have the same 
value, but they are not interchangeable, and it is as such recommended to report kinact/KI rather 
than kinact/Ki.

Pseudo-first order reaction kinetics without inhibitor depletion. Algebraic analysis 
of (covalent) inhibition is typically based on the assumption that the unbound inhibitor 
concentration is a constant value ([I]t = [I]0) unaffected by enzyme binding.35 This assumption is 
only valid when the inhibitor is present in large excess with respect to the enzyme ([I]0 > 10[E]0) 
at reaction initiation. The enzyme occupancy after reaching the noncovalent equilibrium is 
driven solely by the excess inhibitor concentration relative to the (apparent) inhibition constant 
Ki

app: [EI]eq/[E]0 = 1/(1 + (Ki
app/[I])). The effect of inhibitor depletion can be investigated with 

the kinetic simulation script KinInhDpl. Violation of this assumption results in an appreciable 
reduction of the remaining population of unbound inhibitor upon complexation with 
enzyme. Consequently, the inhibitor occupancy at equilibrium no longer reflects the apparent 
inhibition constant Ki

app because the equilibrium is now driven by both enzyme and inhibitor 
concentration (Figure 2A). Algebraic correction for inhibitor depletion ([I]t < [I]0) to find the 
equilibrium constant Ki is often performed for 1-step reversible inhibitors displaying tight- 

Figure 2  |  Consequences of inhibitor depletion. Simulated with KinInhDpl for 50 nM inhibitor C with 5 nM 
enzyme ([I]0 = 10[E]0) or 50 nM enzyme ([I]0 = [E]0). (A) Inhibitor depletion (blue line) results in lower noncovalent 
equilibrium occupancy [EI]eq and slower reaction rates, resulting in longer incubation time to reach full inactivation 
than for excess inhibitor (black line). (B) First order reaction conditions with constant half-life t½ when inhibitor 
is present in excess (left). Second order reaction conditions with variable half-life t½ and longer overall reaction 
time when inhibitor is depleted (right).
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binding behavior (with low inhibitor concentrations because Ki
app approaches [Etotal]), by fitting  

the (steady-state) equilibrium product formation velocity to (variants of) Morrison's quadratic 
equation that treat the inhibitor concentration as a variable rather than a constant value.75-76 
However, these equations are only compatible with inhibitors with a reversible binding mode 
after equilibrium has been reached, and are thus not suitable for irreversible inhibition.

Binding of inhibitor to enzyme is, in principle, a second order reaction: the association rate 
depends on the concentration of unbound enzyme as well as unbound inhibitor, which both 
decrease upon formation of association product EI. Towards the end of the reaction, the 
reaction rate is significantly slower when less of the unbound components are left. Algebraic 
analysis of second order (ir)reversible association curves is complicated (data not included, 
simulated with simulation script KinInhDpl) – even for inhibitors with a 1-step binding mode 
– thus, it is strongly advised to analyze second order reactions of 2-step (ir)reversible inhibitors 
by numeric integration.77 However, as mentioned above, unbound inhibitor concentrations 
remain more or less constant during the reaction if the inhibitor is present in excess at reaction 
initiation ([I]0  >  10[E]0). Consequently, the second order binding reaction of enzyme and 
inhibitor behaves like a first order reaction when the inhibitor is present in excess: pseudo-first 
order reaction kinetics.77 The time-dependent association reaction for a (pseudo-)first order 
reaction has a constant half-life t½, and the progress curves can be fitted to standard one-
phase exponential association equations (Figure 2B, left), as will be discussed in more detail 
in section 2.4. Second order kinetic association reactions require a longer overall time to reach 
reaction completion of the enzyme–inhibitor binding reaction (inactivation or equilibrium) 
with a variable half-life t½ (Figure 2B, right), because the association reaction rate slows down 
when the remaining unbound inhibitor concentration decreases. For 2-step (ir)reversible 
inhibitors, the time-dependent reduction in covalent reaction rate is a direct consequence of 
the decreasing noncovalent occupancy upon inhibitor depletion. The rate-determining step 
of covalent adduct formation is preceded by noncovalent EI complex formation, and is thus 
limited by noncovalent occupancy, which decreased over time.

2.4.	 Time-Dependent Inhibitor Potency

Methods to analyze time-dependent inhibitors are based on the fact that it takes time to reach 
completion, and we use this information to obtain kinetic parameters. Under pseudo‑first 
order conditions based on a single rate-determining step,77 inhibitor binding follows an 
exponential one-phase association reaction 35 from the rapid initial binding (rapid equilibrium 
approximation) to (slowly) reaching a plateau at reaction completion: equilibrium for reversible 
inhibitors (Figure 3A, left) or inactivation for irreversible inhibitors (Figure 3A, right). The 
incubation time to reaction completion is infinite, but after five half-lives (t = 5t½) the reaction 
progress is at 97%, which is generally sufficient to be considered reaction completion. Reaction 
half-life t½ is inversely related to observed reaction rate kobs: t½  =  LN(2)/kobs.

77 kobs is the 
experimental reaction rate for reaction progress from initial binding to reaction completion 
under the specific assay conditions. Inhibitor concentration as well as competing substrate 
concentration are major contributors to the observed reaction rate kobs. The experimental kobs 
value can be obtained by fitting the time-dependent binding/occupancy curve to exponential 
one-phase association Equation i (shown in Figure 3B) from initial to final enzyme occupancy.
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Figure 3  |  Time-dependent inhibition and reaction completion. Simulated with KinGen for 1 pM enzyme with 
substrate S1. (A) Time-dependent enzyme occupancy simulated for 50 nM 1-step reversible inhibitor A (left) or 
2-step irreversible inhibitor C (right) in presence of 100 nM substrate S1. Each half-life t½, the occupancy increases 
by 50% (of the remaining span). After 5t½, occupancy is at 97% of its maximum (equilibrium concentration [EI]eq or 
total enzyme concentration [E]0) and generally considered as reaction completion. Half-life t½ is inversely related 
with observed reaction rate kobs (under pseudo-first order conditions). (B) Bounded exponential association 
Equation i from initial occupancy (rapid equilibrium) to final occupancy (reaction completion). (C) Progress curve 
of time-dependent product formation for enzyme inhibition in panel A. Product formation velocity (slope, in 
AU/s), reflecting the (remaining) enzyme activity decreases until reaction completion is reached (steady-state 
equilibrium or inactivation). (D) Exponential association Equation  ii from initial velocity vi (rapid equilibrium) 
to final velocity vs (reaction completion). (E) kobs curves in absence (black, [S] = 0) or presence (gray, [S] = 2KM) 
of competing substrate. Apparent values are not yet corrected for substrate competition. (F) 2-step irreversible 
covalent inhibitors display 1-step behavior at non-saturating inhibitor concentrations ([I] ≤ 0.1KI). Fit straight line 
with Y-intercept = kctrl to obtain kchem = (kinact/KI) from the linear slope. (G) 2-step irreversible covalent inhibitors 
display 1-step behavior at saturating inhibitor concentrations ([I] > 10KI). Distinguish from non-saturating 
inhibitor concentrations in panel F: Y-intercept > kctrl when fitting a straight line to the kobs curve.
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Biochemical inhibitor potency is seldom assessed by direct observation of enzyme complex/
adduct. Typically, enzyme inhibition is indirectly assessed in in vitro assays with a detectable 
read-out for product formation as a measure of (remaining) enzyme activity. Consequently, 
reversible enzyme inhibition may have reached the enzyme–inhibitor binding equilibrium 
(reaction completion), but not all enzyme is occupied (unless [I] >> Ki

app) so the remaining 
fraction of unbound enzyme continues to convert substrate into product (Figure 3C,  left). 
The reaction is no longer accurately reflected by Equation i (shown in Figure 3B), as product 
concentration at reaction initiation does not reflect the initial binding equilibrium, and product 
concentration does not reach a plateau after reaching the noncovalent equilibrium (reaction 
completion) for reversible inhibitors. Therefore, time-dependent product formation is fitted 
to exponential one-phase association Equation ii (shown in Figure 3D) to obtain observed 
reaction rate kobs from initial to final product formation velocity. For irreversible inhibitors, the 
initial velocity vi reflects the (remaining) enzyme activity after rapid noncovalent association, 
and final velocity vs = 0 as this reflects full enzyme inactivation (Figure 3C, right).

Typically, substrate competition assays are run at various inhibitor concentrations, and the 
concentration-dependent kobs is fitted to obtain kinetic parameters (Figure 3E). In this work, 
equations and simulations are tailored to competitive binding of inhibitor and substrate.22, 64 
Consequently, the observed reaction rate kobs in the presence of competing substrate is 
slower, and apparent kinetic constants (marked with app) need to be corrected for substrate 
competition to reflect the kinetic inhibitor potency. Unless otherwise noted, nonlinearity in 
the uninhibited control kctrl (kobs of [I] = 0) is assumed to be 0. The relation between kobs and 
inhibitor concentration holds important information on the inhibitor binding mechanism. A 
linear kobs increase with inhibitor concentration is a hallmark of a 1-step binding mode, as 
reaction rates are only limited by experimental factors such as solubility. Plots of kobs against 
2-step inhibitor concentrations are hyperbolic, as the experimental covalent EI* association 
rate is limited by EI occupancy, which reaches its maximum (kinact or k5) at saturating inhibitor 
concentration, as shown in Figure 3E: [I] > 10KI for 2-step irreversible inhibitors or [I] > 10Ki 
for 2-step reversible inhibitors. An exception to this general observation is inhibitors with a 
2-step binding mode that will display a linear relationship when assessed at all non-saturating 
inhibitor concentrations (Figure 3F) or all saturating inhibitor concentrations (Figure 3G).37 
These 1-step binding behaviors can be distinguished from the Y-intercept (Y0  =  kctrl for 
[I]  <<  Ki

app and Y0  >  kctrl for [I]  >>  Ki
app) along with the noncovalent inhibition of enzyme 

activity (vi = v ctrl for [I] << Ki
app) and vi < v ctrl for [I] >> Ki

app).

3.	 Theoretical Framework for Experimental Methods and Data Analysis

We will discuss four methods in this work, that all have accompanying data analysis procedures 
tailored to the inhibitor binding mode (summarized in Table 4). In this section, we will first 
give an overview of the general conceptual background and assay design considerations for each 
assay method. Subsequent data analysis is tailored to a specific inhibitor binding mode, and we 
will illustrate the ‘ideal’ situation with kinetic simulations to guide interpretation of results. 
Furthermore, pointers on identification of deviations such as nonlinearity in the uninhibited 
control (kctrl > 0) will be given along with algebraic corrections or troubleshooting options to 
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resolve issues. The stepwise assay protocols and accompanying data analysis protocols can be 
found in section 4. A practical comment on the nomenclature used: we use the word ‘fit' for 
nonlinear fits of raw data (in e.g. GraphPad Prism, as part of the Data Analysis Protocols in 
section 4) and ‘calculate’ to denote that we calculate parameters from experimental values (in 
EXCEL, as part of the Sample Calculations in section 4). 

Methods I and II are based on incubation time-dependent enzyme inhibition (Figure 4). Here, 
substrate and inhibitor are mixed, and the reaction is initiated by addition of enzyme: i.e. 
simultaneous onset of product formation and enzyme inhibitor. Methods III and IV are based 
on enzyme inhibition after preincubation. Here, enzyme is preincubated with inhibitor before 
substrate addition. Two major factors contribute to selection of the appropriate experimental 
method for your enzymatic inhibition assay: the available enzyme activity assay and the 
inhibitor binding mode (the most important considerations are summarized for each method 
and inhibitor binding mode in Table 4). Recombinant enzyme inhibition is assessed in an in 
vitro enzyme activity assay with detectable product formation.78-79 This can be a continuous 
read-out for enzymatic processing of fluorogenic substrates (e.g. fluorescence intensity, FRET) 
or be a stopped/quenched assay that may require a secondary development/quenching or 
separation step to detect the formed product (or remaining substrate) such as LCMS-based 

Table 4  |  Concise Summary of Methods.

Assay 
Method

Data 
Analysis 
Protocol

Binding 
Mode

Read-out and Assay 
Conditions a

Obtainable 
Kinetic 

Parameters
Comments/Remarks Ref

I

1A 2-step 
IRREV Continuous

kinact
KI

kinact/KI

Continuous detection of enzyme 
activity. Optimization of reaction 

conditions to minimize assay 
artefacts can be challenging 

but rewards with the simplest 
experimental procedure. 

Method I is generally favored: most 
informative in a single measurement. 

Favored for very potent inhibitors 
because competing substrate is 

always present

411B

1-step 
IRREV Continuous kchem

2-step 
IRREV

Continuous 
[I] << Ki

app kinact/KI

1C 2-step 
REV

Continuous
kctrl << k6

Ki
*

Method I is disfavored over 
Method III as algebraic correction 
for spontaneous loss of enzyme 

activity is NOT possible for 2-step 
REV inhibitors.

1D 2-step 
IRREV

Continuous 
[P]t > 0.1[S]0
[S] << 0.1KM

kinact
KI

kinact/KI

Algebraic correction for substrate 
depletion.

80

II 2 2-step 
IRREV

Continuous, Quenched 
kctrl = 0

kinact
KI

kinact/KI

Incubation time-dependent potency. 
Compatible with quenched assays 

but is sensitive to spontaneous loss 
of enzyme activity.

81

Table 4 continues on the next page
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Table 4  |  Concise Summary of Methods. (continued)

a General assay conditions for all methods unless otherwise specified: [I] > 10[E]. [S] > 10[E]. [P]t < 0.1[S]0.

Assay 
Method

Data 
Analysis 
Protocol

Binding 
Mode

Read-out and Assay 
Conditions a

Obtainable 
Kinetic 

Parameters
Comments/Remarks Ref

III

3 + 3Ai 2-step 
IRREV

Continuous, Quenched 
[S] << KM
Vsub << Vt'

kinact
KI

kinact/KI

Enzyme activity after preincubation, 
with detection of inhibition by EI and 

EI* formed during preincubation. 
Experimental assays are relatively 

time-consuming.

Favored for inhibitors with low 
potency and disfavored for very 
potent (tight-binding) inhibitors 
as preincubation is performed in 
absence of competing substrate. 

Data Analysis Protocols 3Ai and 
3Bi are favored for comparison of 

multiple inhibitors on a single target. 
Data Analysis Protocols 3Aii and 3Bii 
are favored for selectivity evaluation 

of a single inhibitor on multiple 
targets.

82

3 + 3Aii 2-step 
IRREV

Continuous, Quenched 
[S] << KM
Vsub << Vt'

kinact
KI

kinact/KI

3 + 3Bi

1-step 
IRREV

Continuous, Quenched 
[S] << KM
Vsub << Vt'

kchem

2-step 
IRREV

Continuous, Quenched 
[S] << KM
Vsub << Vt'
[I] << KI

kinact/KI

3 + 3Bii

1-step 
IRREV

Continuous, Quenched 
[S] << KM
Vsub << Vt'

kchem
kobs/I

2-step 
IRREV

Continuous, Quenched 
[S] << KM
Vsub << Vt'
[I] << KI

kinact/KI

3 + 3C 2-step 
REV

Continuous, Quenched 
[S] << KM
Vsub << Vt'

Ki
*

Favored over Method I for 
2-step REV: normalization enables 

algebraic correction for spontaneous 
loss of enzyme activity.

IV

4 + 4Ai 2-step 
IRREV

Continuous, Quenched 
[S] >> KM
Vsub >> Vt'

kinact
KI

kinact/KI
Enzyme activity after preincubation, 

with detection of inhibition by 
covalent adduct EI* formed during 

preincubation (comparable to direct 
detection): dilution into (excess) 

substrate promotes noncovalent EI 
dissociation.

Favored for inhibitors with low 
(noncovalent) affinity, or to study 
the contribution of covalent bond 

formation.

Data Analysis Protocols 4Ai and 
4Bi are favored for comparison of 

multiple inhibitors on a single target. 
Data Analysis Protocols 4Aii and 4Bii 
are favored for selectivity evaluation 

of a single inhibitor on multiple 
targets. 

83

4 + 4Aii 2-step 
IRREV

Continuous, Quenched 
[S] >> KM
Vsub >> Vt'

kinact
KI

kinact/KI

4 + 4Bi

1-step 
IRREV

Continuous, Quenched 
[S] >> KM
Vsub >> Vt'

kchem

2-step 
IRREV

Continuous, Quenched 
[S] >> KM
Vsub >> Vt'
[I] << KI

kinact/KI

4 + 4Bii

1-step 
IRREV

Continuous, Quenched 
[S] >> KM
Vsub >> Vt'

kchem
kobs/I

2-step 
IRREV

Continuous, Quenched 
[S] >> KM
Vsub >> Vt'
[I] << KI

kinact/KI

kobs/I
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Figure 4  |  Schematic overview of experimental protocols to analyze covalent inhibitor potency included in this 
work. Incubation time-dependent enzyme inhibition in Method I and II. Preincubation time-dependent enzyme 
inhibition in Method  III and IV. Data analysis is tailored to 2-step irreversible inhibition (shown in Figure 1C), 
1-step irreversible inhibition (shown in Figure 1D), or 2-step reversible inhibition (shown in Figure 1B).
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assays, conversion of radiolabeled substrate, and commercial assay technologies including 
ADP-Glo™ (Promega) ATP consumption/ADP production assays, HTRF® KinEASE™ (Cisbio) 
and Z’-LYTE (Invitrogen) phosphorylation assays, and Amplex® Red (Invitrogen) hydrogen 
peroxide/peroxidase assays.78-79 Method  I is only compatible with homogeneous enzymatic 
assays that allow continuous read-out, such as cleavage of fluorogenic reporter peptides by 
proteases. Methods II-IV are also compatible with quenched/stopped assays with development 
step prior to read-out.

METHOD I: Progress Curve Analysis of Substrate Association Competition

Progress curve analysis is an established method for kinetic analysis of slow-binding inhibitors 
based on continuous detection of product formation after the substrate processing/product 
formation reaction has been initiated by addition of enzyme to a mixture of inhibitor and 
substrate (Figure 5A). A single measurement at each inhibitor concentration is sufficient, which 
is convenient when comparing the potency of multiple inhibitors on the same target. However, 
this method requires the availability of an activity assay format with a continuous read-out, 
thereby limiting the substrates that can be used. Additionally, assay optimization for progress 
curve analysis is labor intensive: it is not uncommon to perform multiple pilot experiments 
to find suitable concentrations of substrate, enzyme, and inhibitor that ensure linear product 
formation in the uninhibited control (consult Table 6 in section 5 for troubleshooting).

For ‘slow-binding’ inhibitors, the slope of time-dependent product formation exponentially 
decreases from initial product formation velocity vi (rapid noncovalent inhibition) to the final 
product formation velocity vs (reaction completion) (Figure 5B).41 The progress curve of time-
dependent product formation (as detected signal Ft in AU) is fitted to a general exponential 
inhibitor association Equation  ii (shown in Figure 5C) to obtain the observed rate of 
reaction completion kobs (in s−1) from initial velocity vi (in AU/s) to final velocity vs (in AU/s). 
A 1-step or 2-step binding mode can be identified by (visual) inspection of the initial velocity 
(Figure 5B). The value of initial velocity vi is inhibitor concentration-dependent for 2-step 
(ir)reversible inhibitors that form a rapid (noncovalent) equilibrium (vi  <  v ctrl) because the 
noncovalent enzyme–inhibitor complex already inhibits the enzyme activity (rapid equilibrium 
approximation). Similarly, the value of initial velocity vi is equal to the uninhibited velocity 
v ctrl in lieu of a rapid initial binding step, as can be observed for 2-step (ir)reversible inhibitors 
at non-saturating concentrations ([I] << Ki

app) and 1-step (ir)reversible inhibitors (vi < v ctrl). 
Irreversible inhibitors are expected to reach 100% inhibition at reaction completion for all 
inhibitor concentrations, provided inhibitor is present in large excess and the reaction does 
not exceed the dynamic enzyme lifetime. Therefore, the final velocity vs is restrained to full 
inhibition (vs = 0) for 2-step irreversible inhibitors (Data Analysis 1A) and 1-step irreversible 
inhibitors (Data Analysis 1B). A 2-step reversible inhibitor will reach a reversible steady-state 
equilibrium (vs ≥ 0) upon reaction completion (Data Analysis 1C). Be aware that the product 
formation progress curve is not only linear for fast-binding inhibitors but will also appear linear 
for slow-binding inhibitors if reaction completion is much slower than the time course of the  
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assay (t << t½). Importantly, the noncovalent equilibrium is assumed to be reached instantly  
for 2-step inhibitors (rapid equilibrium approximation). An algebraic solution to analyze 
irreversible 2-step inhibitors violating the rapid equilibrium approximation is available as a 
preprint.74

It is crucial to have linear product formation in the uninhibited control (F ctrl), as progress curve 
fitting for time-dependent (ir)reversible inhibition relies on the assumption that uninhibited 
product formation is absolutely linear. This ideal situation is often not feasible to achieve  

Figure 5  |  Method I: Progress curve analysis of substrate association competition. Simulated with KinGen for 1 
pM enzyme and 100 nM substrate S1. (A) The reaction between enzyme, inhibitor, and substrate is initiated by 
addition of enzyme. Product formation is monitored continuously to detect the time-dependent enzyme activity. 
Simulated for 50 nM inhibitor B (top) and inhibitor C (bottom). Enzyme inhibition increases with time-dependent 
formation of covalent EI* until reaching reaction completion. Initially, total enzyme occupancy [EI + EI*] reflects 
the rapid noncovalent equilibrium [EI]eq. At reaction completion (t > 5t½), total enzyme occupancy EI + EI* reflects 
the steady-state equilibrium (reversible) or inactivation (irreversible). (B) Typical progress curves for enzyme 
activity in presence of time-dependent inhibitors. Time-dependent product formation decreases exponentially 
from initial velocity vi (dashed green line) to the steady-state velocity vs (dashed purple line) at reaction 
completion (t > 5t½), with v ctrl = linear product formation in uninhibited control (gray line). vi = v ctrl for 1-step 
IRREV inhibitors and for 2-step IRREV inhibitors when [I] << Ki

app. Simulated for 50 nM 1-step REV inhibitor A, 
2-step REV inhibitor B, 1-step IRREV inhibitor D, and 2-step IRREV inhibitor C. (C) General exponential association 
Equation ii to fit progress curves of time-dependent inhibition. Parameters are constrained depending on the 
inhibitor binding mode. vs = 0 for irreversible inhibition: inactivation at reaction completion. vi = v ctrl for 1-step 
inhibition: noncovalent complex is not significant at non-saturating inhibitor concentrations. The uninhibited 
controls are also fitted to obtain reference values for uninhibited velocity v ctrl and the rate of nonlinearity in the 
uninhibited control kctrl. Ft = time-dependent signal resulting from product formation. F0 = Y-intercept = background signal at reaction initiation. 

vi = initial product formation velocity. vs = final/steady-state product formation velocity. t = incubation time after enzyme addition. kobs = observed rate 

of time-dependent inhibition from initial vi to final vs. 
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experimentally, as there are many factors contributing to a slight time-dependent decrease 
of product formation velocity in the uninhibited control, and not all of them are resolvable 
(common troubleshooting options are listed in Table 6, section 5). Algebraic correction for 
nonlinearity in the uninhibited control kctrl caused by spontaneous enzyme degradation/
denaturation is possible for irreversible inhibitors (Data  Analysis  1A-B). Furthermore, it is 
also possible to perform an algebraic correction for substrate depletion for 2-step irreversible 
inhibitors (Data Analysis 1D).84 Ultimately, numerical integration is the preferred method in 
complex systems where multiple events contribute to the observed nonlinearity.

Data Analysis 1A: 2-Step Irreversible Covalent Inhibition. 
Data obtained for 2-step irreversible inhibitors with Method I (Figure 6A) is processed with 
Data Analysis Protocol 1A. The progress curve of time-dependent product formation of each 
inhibitor concentration is fitted to exponential Equation ii (shown in Figure 5C) constraining 
final velocity to 100% inhibition (vs  = 0) at reaction completion (Figure 6B). The inhibitor 
concentration-dependent observed rate of inactivation kobs reflects the rate from initial velocity 
vi (rapid noncovalent equilibrium) to final velocity vs (inactivation at reaction completion). 
The plot of inhibitor concentration-dependent kobs (Figure 6C) reaches maximum rate of 
inactivation kinact in the presence of saturating inhibitor concentration ([I] >> KI

app) with the 
Y-intercept at 0 when the progress curve in absence of inhibitor is strictly linear. Importantly, 
the inhibitor concentration that results in half-maximum enzyme inactivation (kobs = ½kinact) 
has to be corrected for competition by the substrate during incubation but maximum rate of 
inactivation kinact is unaffected.

A linear plot of inhibitor concentration-dependent kobs (with Y-intercept = kctrl) and an initial 
velocity independent of inhibitor concentration (vi = v ctrl) are indicative of a 1-step binding 
mechanism: the inhibitor concentration is not saturating ([I] ≤ 0.1KI

app and [I] ≤ 0.1Ki
app). This 

can be resolved by increasing the inhibitor concentration, reducing the substrate concentration, 
or processing the data with Data  Analysis  Protocol  1B. Inhibitors with a high noncovalent 
potency ([I] >> Ki

app) might exhibit tight-binding behavior: complete inactivation is reached 
at reaction initiation (vi = 0), even at the lowest inhibitor concentration, without violating the 
pseudo-first order reaction conditions ([I]0  ≥  10[E]0). This can be resolved by lowering the 
inhibitor concentration, but only if the assay robustness is sufficient to also lower the enzyme 
concentration, and/or by increasing the concentration of competing substrate, thus increasing 
the apparent inhibition constant Ki

app. Unfortunately, algebraic correction for progress curve 
analysis of 1-step inhibitors with inhibitor depletion ([I]0 < 10[E]0) is not compatible with 2-step 
inhibition.41 Numeric fitting is a possibility to fit progress curves with depletion of substrate as 
well as inhibitor.80 Alternatively, tight-binding 2-step irreversible covalent inhibition can be 
assessed with Method IV if covalent adduct formation is relatively slow.

Spontaneous enzyme degradation/denaturation (Figure 6D) causes a nonlinearity in the 
uninhibited control (kctrl  >  0) that violates the assumption that time-dependence in the 
inhibitor-treated samples is a direct effect of the inhibitor (Figure 6E). The first order 
enzymatic degradation rate contributes to kobs independent of inhibitor concentration 
(kdegE = kdegES = kdegEI). Consequently, the Y-intercept of the kobs against inhibitor concentration 
plot now corresponds to observed rate kctrl in absence of inhibitor, and kmax is higher 
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(kmax  =  kinact  +  kctrl) (Figure 6F). Performing a simple algebraic correction for the observed 
nonlinearity due to spontaneous enzyme degradation results in good estimates for kinact and KI

app 

(Figure 6F). Ignoring the nonlinearity in the uninhibited control by restraining kctrl = 0 implies 
that all time-dependent loss of enzyme activity should be attributed to inhibitor-mediated 
inactivation, resulting in an underestimation of inactivation constant KI

app (overestimation 
of potency) and overestimation of kinact. This effect is less pronounced when spontaneous 
enzyme degradation is much slower than the maximum rate of covalent adduct formation 
(kinact >> kctrl). It is important to note that stabilization of the enzyme species by (noncovalent) 
inhibitor binding also decreases the contribution of kctrl to the observed rate kobs at saturating 
inhibitor concentrations (kmax = kinact). This impairs the accuracy of the algebraic correction 

Figure 6  |  Data Analysis 1A: Progress curve analysis for 2-step irreversible covalent inhibition. Simulated with  
KinGen (panel A-C) or KinDeg (panel D-F) for 2-step IRREV inhibitor C with 1 pM enzyme and 100 nM substrate S1. 
(A) Schematic enzyme dynamics during incubation. (B) Time-dependent product formation in absence of 
inhibitor F ctrl or in presence of inhibitor. The progress curve for each inhibitor concentration is fitted individually 
to Equation ii (shown in Figure  5C) (constraining vs  =  0) to obtain the observed rate of inactivation  kobs. 
(C) Inhibitor concentration-dependent kobs reaches kinact at saturating inhibitor concentration (kmax = kinact). Half-
maximum kobs = ½kinact is reached when inhibitor concentration equals the apparent inactivation constant KI

app. 
(D) Schematic enzyme dynamics during incubation with spontaneous loss of enzyme activity. Simulated with 
kdegE  =  kdegES  =  kdegEI  =  0.0003  s−1. (E) Time-dependent product formation in absence of inhibitor F ctrl is not 
linear because kctrl > 0. The progress curves for each inhibitor concentration and uninhibited control are fitted 
individually to Equation ii (shown in Figure 5C) (constraining vs = 0) to obtain the observed rates of inactivation 
kobs. (F) Inhibitor concentration-dependent kobs with spontaneous enzyme degradation increases with kctrl, but 
the span from kmin (= kctrl) to kmax (= kinact + kctrl) still equals kinact. Fit with algebraic correction for nonlinearity 
(black line, kctrl > 0). Ignoring the nonlinearity (gray line, constrain kctrl = 0) results in underestimation of KI

app 

(overestimation of potency) and overestimation of kinact.
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unless kctrl is relatively small (kmax approaches kinact if kinact >> kctrl). This algebraic correction 
does not accurately correct for nonlinearity due to substrate depletion ([P]t > 0.1[S]0): substrate 
depletion is dependent on the total product formation and does not (significantly) contribute to 
kmax at saturating inhibitor concentration because enzyme inhibition reduces the total amount 
of product formed (kmax = kinact). Please consult Data Analysis 1D for algebraic correction of 
nonlinearity due to substrate depletion.

Data Analysis 1B: 1-Step Irreversible Covalent Inhibition. 
Data obtained for 1-step irreversible inhibitors with Method I (Figure 7A) is processed with 
Data Analysis Protocol 1B. The progress curve of time-dependent product formation of each 
inhibitor concentration is fitted to exponential Equation ii (shown in Figure 5C) constraining 
final velocity to inactivation (vs = 0) at reaction completion (Figure 7B). The initial velocity vi 
equals the uninhibited product formation velocity (vi = v ctrl), as noncovalent inhibitor binding 

Figure 7  |  Data Analysis 1B: Progress curve analysis for 1-step irreversible covalent inhibition. Simulated with 
KinGen (panel A-C) or KinDeg (panel D-F) for 1-step IRREV inhibitor D with 1 pM enzyme and 100 nM substrate 
S1. (A) Schematic enzyme dynamics during incubation. (B) Time-dependent product formation in absence of 
inhibitor F ctrl or in presence of inhibitor. The progress curve for each inhibitor concentration is fitted individually 
to Equation ii (shown in Figure 5C) (constraining vs = 0) to obtain the observed rate of inactivation kobs. vi = v ctrl 

for 1-step irreversible inhibitors and 2-step irreversible inhibitors at non-saturating concentrations ([I] << Ki
app). 

(C) Inhibitor concentration-dependent kobs increases linearly with inhibitor concentration, with kchem
app as the 

slope. (D) Schematic enzyme dynamics during incubation with spontaneous loss of enzyme activity. Simulated 
with kdegE = kdegES = kdegEI = 0.0003 s−1. (E) Time-dependent product formation in absence of inhibitor F ctrl is not 
linear because kctrl > 0. The progress curves for each inhibitor concentration and uninhibited control are fitted 
individually to Equation ii (shown in Figure 5C) (constraining vs = 0) to obtain the observed rates of inactivation 
kobs. (F) Inhibitor concentration-dependent kobs with spontaneous enzyme degradation/denaturation increases by 
kctrl. Fit with algebraic correction for nonlinearity (black line, kctrl > 0) or ignoring nonlinearity (gray line, constrain 
kctrl = 0). Ignoring the nonlinearity (assuming Y-intercept = 0) results in overestimation of kchem

app (steeper slope).
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does not contribute to enzyme inhibition by 1-step irreversible inhibitors. A linear plot of inhibitor 
concentration-dependent kobs is indicative of a 1-step binding mechanism with kchem

app as the 
slope (Figure 7C). A 2-step irreversible covalent inhibitor also has a linear kobs against inhibitor 
concentration plot at non-saturating concentrations ([I]  ≤  0.1KI

app): kchem
app  =  kinact/KI

app.  
The slope has to be corrected for substrate competition to obtain the inactivation constant 
kchem. Substrate will occupy a fraction of the unbound enzyme to reach the noncovalent 
E + S ↔ ES equilibrium (how much depends on [S]/KM), thus reducing the unbound enzyme 
concentration. It may seem counterintuitive to correct for substrate competition, as the pseudo-
first order rate of covalent adduct formation (kobs  =  kchem

app×[I]) does not seem to involve 
unbound enzyme (provided inhibitor is present in large excess), but formation of EI* is limited 
by the available unbound enzyme at that moment and it is not possible to form covalent adduct 
EI* when competing substrate blocks access to the enzyme active site.

It is important to have linear product formation in the uninhibited control (kctrl  =  0) or to 
perform an algebraic correction for nonlinearity in the uninhibited control (kctrl > 0) caused by 
spontaneous first order enzyme degradation/denaturation (Figure 7D-F). Failure to correct 
for the contribution of enzyme degradation when fitting the observed rate of inactivation kobs 
against inhibitor results in overestimation of kchem

app (Figure 7F, gray line). The contribution of 
nonlinearity kctrl becomes less pronounced at elevated inhibitor concentrations as kctrl becomes 
significantly smaller than kobs (kctrl << kchem

app×[I]). (De)stabilization of enzyme upon inhibitor 
binding (kdegEI*) does not affect kobs, as EI* formation is already irreversible, thus removing the 
species from the available pool of catalytic enzyme. To our knowledge, methods to algebraically 
correct for substrate depletion have not been reported.

Data Analysis 1C: 2-Step Reversible Covalent Inhibition.
Data obtained for 2-step reversible inhibitors with Method  I (Figure 8A) is processed with 
Data Analysis Protocol 1B. The progress curve of time-dependent product formation of each 
inhibitor concentration (Figure 8B) is fitted to exponential Equation ii (shown in Figure 5C). 
The inhibitor concentration-dependent observed rate for reaction completion kobs reflects the 
rate from initial velocity vi (rapid noncovalent equilibrium) to final velocity vs (slow steady-
state equilibrium). Contrary to irreversible inhibition, steady-state velocity vs is not constrained 
to inactivation (vs > 0) because the reversible steady-state equilibrium is reached at reaction 
completion. Maximum rate of reaction completion kmax is reached in the presence of saturating 
inhibitor concentration ([I] >> Ki

app), and the covalent association rate constant k5 is obtained 
from the span between kmin and kmax (Figure 8C). Interestingly, the Y-intercept kmin is equal 
to covalent dissociation rate constant k6; therefore, the kobs of uninhibited control (kctrl) is 
excluded from the fit. Steady-state inhibition constant Ki

*app can be calculated from the fitted 
values of Ki

app, k5, and k6, but this is not the preferred approach, as a small error in k6 has 
huge implications for the calculation of Ki

*. Other methods such as jump dilution assays 
generate more reliable estimates of k6, which is especially important for very potent 2-step 
reversible covalent inhibitors: relatively small k6-values cannot accurately be estimated from 
the Y-intercept.29, 33 Generally, more reliable estimates of the apparent steady-state inhibition 
constant Ki

*app are generated from the dose-response curve of steady-state velocity vs against 
inhibitor concentration (Figure 8D).
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Contrary to irreversible covalent inhibitors that become more potent with a faster kinact, 
reversible covalent inhibitors are more potent if they have a longer residence time τ, which is 
driven by a slow dissociation rate k6 (Figure 1B).43-44 It is crucial to have strictly linear product 
formation in the uninhibited control (kctrl = 0) because it is not possible to perform an algebraic 
correction for spontaneous enzyme degradation/denaturation (Figure 9A‑B). Unfortunately, 
potent reversible covalent inhibitors are likely to violate this condition. Violation of this 
assumption (kctrl > 0) can be identified by fitting the uninhibited product formation F ctrl to 
Equation  ii (shown in Figure 5C): initial velocity vi

ctrl should not be larger than steady-
state vs

ctrl. The consequence of nonlinearity in the uninhibited control is ‘contamination’ of 
reaction rate kobs and final velocity vs (based on the reversible reaction to reach steady-state 
equilibrium: vs > 0) with the rate of enzyme degradation kctrl (based on an inactivation reaction: 
vs = 0). Y-intercept approaching kctrl instead of k6 even though the uninhibited control is not 
included in the fit is an indication that spontaneous enzyme degradation dominates kobs at 
low inhibitor concentrations (Figure 9C). This ‘red flag’ should not be ignored, as it will result 
in over/underestimation of kinetic parameters. To our knowledge, models to perform an 

Figure 8  |  Data Analysis 1C: Progress curve analysis for 2-step reversible covalent inhibition. Simulated with 
KinGen for 2-step REV inhibitor B with 1 pM enzyme and 100 nM substrate S1. (A) Schematic enzyme dynamics 
during incubation. (B) Time-dependent product formation in absence of inhibitor F ctrl or in presence of inhibitor. 
The progress curve for each inhibitor concentration is fitted individually to Equation ii (shown in Figure 5C) to 
obtain the observed rate of inactivation kobs and steady-state velocity vs. (C) Inhibitor concentration-dependent 
kobs equals kmax at saturating inhibitor concentration (kmax = k5 + k6) and approaches k6 in absence of inhibitor 
(kmin = k6). Half-maximum kobs = kmin + ½(kmax − kmin) = k6 + ½k5 is reached when inhibitor concentration equals 
the apparent inhibition constant Ki

app. Steady-state inhibition constant Ki
*app has to be calculated from the fitted 

values of k5, k6 and Ki
app, thus being very sensitive to errors and (non)linearity in the uninhibited background 

(illustrated in Figure 9). (D) Steady-state inhibition constant K i
*app is equal to the IC50 of steady-state velocity vs.
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algebraic correction have not been reported. Calculating steady-state inhibition constant Ki
* 

from final velocity vs also results in an underestimation of the steady-state potency because the 
contribution of spontaneous enzyme degradation to final velocity vs is dominant at low inhibitor 
concentrations (Figure 9D). Underestimation of the steady-state potency of reversible covalent 
inhibitors that have a relatively slow k6 is more severe than for the less potent counterpart with a 
faster k6. We were able to find reasonable estimates of Ki

* when the contribution of nonlinearity 
was significantly smaller than covalent adduct dissociation (kctrl << k6). Preincubation time-

Figure 9  |  Data Analysis 1C: Incompatibility with spontaneous loss of enzyme activity (2-step REV). Simulated 
with KinDeg for 2-step REV inhibitor B with 1 pM enzyme, 100 nM substrate S1, and kctrl = kdegE = kdegES = kdegEI 
= kdegEI*. (A) Schematic enzyme dynamics during incubation with spontaneous loss of enzyme activity due to 
degradation/denaturation. (B) Time-dependent product formation in absence of inhibitor F ctrl is not linear 
because kctrl > 0. The progress curve for each inhibitor concentration is fitted individually to Equation ii (shown 
in Figure 5C) to obtain the observed rate of inactivation kobs and steady-state velocity vs. Simulated for kctrl = 
0.00003 s−1. (C) Inhibitor concentration-dependent kobs is driven by spontaneous enzyme degradation at low 
inhibitor concentrations, thus lowering the Y-intercept (kmin approaches kctrl). Ignoring the nonlinearity in the 
uninhibited control kctrl results in poor fits with underestimation of k6, even if kctrl is slower than k6. Simulated 
for kctrl = 0.000003 s−1 (left), kctrl = 0.00003 s−1 (middle) and kctrl = 0.0003 s−1 (right). (D) Final velocity vs has been 
‘contaminated’ by the contribution of irreversible inactivation to the time-dependent inhibition, and approaches 
vs = 0 at low inhibitor concentrations. Final velocity vs no longer reflects the steady-state equilibrium: IC50 is larger 
than Ki

*app (underestimation of steady-state potency) unless kctrl is much smaller than k6.
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dependent inhibition (Method  III) is a more suitable method to analyze 2-step reversible 
inhibition affected by enzyme instability: it is possible to algebraically correct for enzyme 
instability in this method (Data Analysis 3C).

Data Analysis 1D: Algebraic Correction for Substrate Depletion (2-Step Irreversible 
Covalent Inhibition). 
Scientists from BioKin and Pfizer derived an algebraic model for 2-step irreversible covalent 
inhibitors to correct for nonlinearity caused by substrate depletion in Method I (Figure 10A).84 
Substrate depletion causes a nonlinearity in the uninhibited control because the unbound 
substrate concentration is no longer constant ([S]t < [S]0) when a significant fraction of the 
substrate has been converted into product ([P]t >0.1[S]0). The contribution of substrate depletion 
to the progress curve is directly related to the enzyme activity, as >10% substrate conversion 
is more likely to be exceeded when enzyme activity is high (Figure 10B). Algebraic correction 
is performed by globally fitting all progress curves in presence of inhibitor (Figure 10C) to 
Equation iii (shown in Figure 10D) with shared values for kinact and KI

app. Substrate depletion 
should be the only factor contributing to nonlinearity, because the uninhibited control is not 
included in the global fit. Violation of this (and other) assumption requires data analysis by 
numerical solving.80

The authors demonstrate their algebraic model to correct for substrate depletion with the 
EGFR inhibitor afatinib in a homogeneous kinase activity assay. A bisubstrate kinase activity 

Figure 10  |  Data Analysis 1D: Algebraic correction for substrate depletion in progress curve analysis for 2-step 
irreversible covalent inhibition. Simulated with KinSubDpl for 2-step IRREV inhibitor C with 100 pM enzyme and 10 
nM substrate S1. (A) Enzyme dynamics. Algebraic correction for substrate depletion is restricted to a Hit‑and‑Run 
model (E + S → E + P) for product formation. (B) Substrate depletion ([P]t > 0.1[S]0) results in a decrease of product 
formation in the uninhibited control (solid line) compared to product formation, assuming substrate conversion 
does not affect product formation rates (dashed line, simulated with KinGen). The contribution of substrate 
depletion to nonlinearity increases with higher enzyme activity (less inhibition). (C) Time-dependent product 
formation in the absence of inhibitor F ctrl or in presence of inhibitor with time-dependent loss of enzyme activity 
due to substrate depletion. Inhibitor-treated progress curves are globally fitted to Equation iii with shared 
values for kinact and KI

app. (D) Equation iii. Algebraic model to correct for substrate depletion at low substrate 
concentrations.80 F0 = Y-intercept = background signal at reaction initiation (in AU). rP = product coefficient for detected signal F per formed 

product [P] (in AU/M). ksub = reaction rate constant for Hit-and-Run model of enzymatic product formation E + S → E + P (in M−1s−1).

A
Data Analysis 1D: 2-step IRREV with substrate depletion

B Algebraic correction with shared values for kinact and K I
appCNonlinear uninhibited control because [P]t > 0.1[S]0

Ft = F0 + rP[S]0 { 1 − e −β (1 − e−αt ) } α = 
kinact [I]

K I
app + [I]

β =  (            ) (       )ksub [E]0

kinact

K I
app

[I]

D

 

Global Fit Progress Curve

F ctrl

Incubation time t (s)

Si
gn

al
 F

 ( A
U

)

0

60

0 3600 7200

10

Higher enzyme activity = 
more substrate depletion 0 nM

Incubation time t (s)

[ P
] t (

%
 o

f [
S]

0)

0

60

0 3600 7200

10

20 nM

150 nM

[I] =E + I
+
S

k3

k4

kinact
EI EI*

k1 k2

ES

E + P

kcat

ksub

Hit-and-Run Model if [S]0 << 0.1KM

Equation ���



109

Kinetic Evaluation of Covalent Inhibition in Enzymatic Assays

3

assay is different from our simulations with a single substrate, but this algebraic model can be 
applied in both systems: product formation in single-substrate as well as bisubstrate reactions 
can be simplified to a Hit-and-Run model (E + S → E + P) with rate constant ksub = kcat/KM 
as long as the substrate concentration is far below its KM ([S]  <  0.1KM) (Figure 10A). The 
accuracy of kinact and KI was very good with low substrate concentrations ([S] ≤ 0.01KM). A 
slightly higher substrate concentration ([S] ≥ 0.1KM) resulted in underestimation of kinact and 
overestimation of KI, but a good estimation of overall second order inactivation rate constant 
kinact/KI. Importantly, a calibration/titration should be performed prior to data analysis to 
determine product coefficient rP (in AU/M) that transforms the detected signal Ft into product 
concentration [P]t.

68-69

METHOD II: Incubation Time-dependent Potency IC50(t)

The observed potency of irreversible inhibitors increases with longer (pre)incubation time, 
as more enzyme is irreversibly bound. In this method, sometimes dubbed ‘the Krippendorff 
method’, the time-dependence of potency IC50(t) is utilized to directly find the relevant 
kinetic parameters for 2-step irreversible covalent inhibition. Contrary to progress curve 
analysis (Method I), this method is compatible with quenched/stopped assays that require a 
development/separation/quenching step before read-out, as continuous measurement of 
product formation is not required (but optional).

The incubation time-dependent potency IC50(t) reflects the inhibitor concentration resulting 
in a 50% decrease of cumulative product formed Ft during incubation compared to cumulative 
product formed in the uninhibited control F ctrl. Enzymatic product formation is initiated by 
enzyme addition without preincubation of enzyme and inhibitor (Figure 11A). Fractional 
cumulative product formation Ft/F ctrl decreases with longer incubation times (Figure 11B). 
Importantly, this does not reflect the current enzyme activity because read-out Ft reflects that 

Figure 11  |  Method II: Incubation time-dependent potency IC50(t). Simulated with KinGen for 50 nM 2-step 
IRREV inhibitor C with 1 pM enzyme and 100 nM substrate S1. (A) The reaction between enzyme, inhibitor, 
and substrate is initiated by addition of enzyme. Enzyme inhibition increases with time-dependent formation of 
covalent EI* until reaching reaction completion. (B) Read-out of cumulative product formation (reflected in signal 
Ft) in presence of 2-step irreversible covalent inhibitor relative to product formed the uninhibited control (F ctrl) 
decreases upon longer incubation. (C) Cumulative product Ft (blue line) is ‘contaminated’ with product formed 
prior to reaching 100% inhibition even if the current enzyme activity (green line) is fully inhibited.
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the cumulative product formed during incubation will be ‘contaminated’ with product that 
was formed before full inhibition was reached. Consequently, incubation time-dependent 
potency IC50(t) calculated from the fractional product formation Ft/F ctrl against inhibitor 
concentration will increase with longer incubation times (for slow-binding inhibitors), but 
will underestimate the potency compared to the values based on the current enzyme activity 
[E+ES]t/[E]0 (Figure 11C). IC50(t) does not approach Ki

*app (2-step reversible inhibition) or 
½[E]0 (irreversible inhibition) at infinite incubation times. An implicit algebraic model based 
on multipoint IC50(t) values has been derived for 2-step irreversible covalent inhibitors 
(Data Analysis 2).81 Additionally, a two-point IC50(t) method for 2-step irreversible covalent 
inhibitors as well as a one-point IC50(t) method for 1-step irreversible covalent inhibitors have 
been reported in a preprint.85 To our knowledge, algebraic methods to calculate Ki

*app for 2-step 
reversible covalent inhibitors from (endpoint) IC50(t) values have not been reported. 

Data Analysis 2: 2-Step Irreversible Covalent Inhibition. 
Krippendorff and co-workers report an algebraic model to calculate kinact and KI of irreversible 
covalent inhibitors from the incubation time-dependent potency IC50(t) after multiple 
incubation times (Figure 12A).81 Detection of cumulative product formation after several 
incubation times is compatible with continuous assays, but more importantly also with 

Figure 12  |  Data Analysis 2: Incubation time-dependent potency IC50(t) for 2-step irreversible covalent inhibition. 
Simulated with KinGen for 2-step IRREV inhibitor C with 1 pM enzyme and 100 nM substrate S1. (A) Schematic 
enzyme dynamics during incubation. (B) Time-dependent cumulative product formation in absence of inhibitor 
F ctrl or in presence of inhibitor Ft is detected with longer measurement intervals compatible with quenched assays. 
(C) Incubation time-dependent potency IC50(t) reflects the inhibitor concentration that reduces cumulative  
product formation during incubation by 50% compared to the uninhibited control. (D) Incubation time-dependent 
potency IC50(t) against incubation time is fitted to Equation iv. IC50(0) approaches apparent noncovalent inhibition 
constant Ki

app but IC50(0) is never included in the fit because product formation does not start until initiation of 
the incubation (F0 = F ctrl = 0). (E) Implicit algebraic Equation iv derived by Krippendorff et al.81
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stopped/quenched assays that require a development step to visualize product formation 
(Figure 12B). Incubation time-dependent potency IC50(t) is calculated for each incubation 
time from fractional product formation Ft/F ctrl (Figure 12C) and plotted against the incubation 
time (Figure 12D). Finally, the authors derived implicit algebraic Equation  iv (shown in 
Figure 12E) to calculate kinact and KI from the incubation time-dependent potency IC50(t). 
This method is restricted to substrate-competitive irreversible (multi-step) covalent inhibitors: 
kinact and KI do not have a biological meaning for reversible inhibitors or for 1-step covalent 
inhibitors. This method requires software (e.g. GraphPad Prism) that allows fitting a model 
defined by an implicit equation (where Y appears on both sides of the equal sign).

Product formation in the uninhibited control should be strictly linear (kctrl = 0): normalization 
of cumulative product formation (Ft/F ctrl) does not correct for spontaneous loss of enzyme 
activity or substrate depletion. It is relatively easy to miss violations of this assumption because 
nonlinearity in the uninhibited control (kctrl > 0) is not evident from visual inspection of the 
dose-response curves. Violation of this assumption results in a significant underestimation of 
kinact and KI values, also when nonlinearity is relatively small (kctrl << kinact) (Figure 13A). Another 

Figure 13  |  Data Analysis 2: Experimental/Assay Restrictions. (A) Enzyme degradation/denaturation simulated 
with KinDeg for 2-step IRREV inhibitor C with 1 pM enzyme, 100 nM substrate S1, and kctrl = kdegE = kdegES = kdegEI = 
kdegEI* with kctrl = 0 s−1 (black) or kctrl = 0.0003 s−1 (blue). The rate of inactivation kinact is significantly underestimated 
and the potency of inactivation constant KI is overestimated when kctrl > 0. (B) Preincubation time-dependent 
potency IC50(t') simulated with KinGen for 2-step IRREV inhibitor C with 1 pM enzyme and 100 nM substrate S1. 
The rate of inactivation kinact is overestimated, resulting in overestimation of the inactivation efficiency kinact/KI 
when preincubation-dependent IC50(t') (blue) is fitted instead of incubation-dependent IC50(t) (black). Accurate 
values for preincubation-dependent potency can be obtained by performing the analysis in Data Analysis 3A 
(details in Figure 15). (C) Ligand binding assay simulated with KinGen for 2-step IRREV inhibitor C with 1 pM 
enzyme and 100 nM ligand L1. The rate of inactivation kinact is overestimated while the potency of inactivation 
constant KI is underestimated, resulting in overestimation of the inactivation efficiency kinact/KI when time-
dependent IC50(t) from ligand binding inhibition (blue) is fitted instead of substrate cleavage (black).

Data Analysis 2: 2-step IRREV
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important assumption is that the onset of product formation and enzyme inhibition occur 
simultaneously: inhibition and product formation are both initiated by addition of enzyme, 
without preincubation of enzyme and inhibitor prior to substrate addition. Unfortunately, 
numerous publications refer to preincubation of enzyme and inhibitor as ‘incubation’, 
resulting in the understandable but incorrect fitting of preincubation time‑dependent potency 
IC50(t') to the Krippendorff model (Figure 13B).85 Preincubation time-dependent potency 
IC50(t') is calculated from product formation velocity vt', reflecting the enzyme activity after 
preincubation rather than cumulative product formation Ft/F ctrl. Enzyme activity vt' is not 
‘contaminated’ by product formed prior to read-out because product formation is initiated 
after preincubation. Furthermore, substrate does not compete with inhibitor for enzyme 
binding during preincubation. Fitting IC50(t') values to the Krippendorff model resulted in 
an overestimation of kinact and an overestimation of the overall inactivation potency kinact/KI 
(Figure 13B). This method is not compatible with ligand binding competition assays (such 
as the LanthaScreen kinase binding assay) where inhibitor binding competes with ligand 
(tracer) binding to form enzyme–ligand complex EL as the detectable product (Figure 13C). 
The enzyme–ligand equilibrium after incubation in presence of inhibitor reflects the current 
inhibitor competition and is unaffected by binding equilibria prior to read-out (not cumulative). 
Furthermore, unbound enzyme is not released after formation of product EL, thereby limiting 
the product formation to a single turnover per enzyme. Fitting IC50(t) values obtained in ligand 
binding assays to the Krippendorff model result in overestimation of kinact and/or unstable 
parameters (Figure 13C).

METHOD III: Preincubation Time-Dependent Inhibition Without Dilution

Preincubation of enzyme and inhibitor prior to initiation of product formation by addition of 
substrate is an established method for kinetic analysis of slow-binding (ir)reversible (covalent) 
inhibitors.41, 82 In the benchmark protocol by Ito and co-workers, a low substrate concentration 
([S] << KM) is added in a relatively small volume (Vsub << Vt') to keep the noncovalent enzyme–
inhibitor E  +  I ↔  EI equilibrium intact. However, (partial) disruption of the noncovalent 
equilibrium does not affect the accuracy of preincubation experiments for irreversible 
inhibition, as is illustrated by Method IV. Product formation is inhibited by formation of EI and 
EI* during preincubation in absence of competing substrate (Figure 14A). Preincubation time-
dependent product formation velocity vt' reflects the total inhibition by noncovalent as well as 
covalent inhibitor binding, and is calculated after a relatively short incubation time (t << t') 
to minimize additional (time-dependent) inhibition of enzyme activity during incubation 
resultant from enzyme–inhibitor complex/adduct formation during incubation (Figure 14B). 
Enzyme activity after preincubation in the presence of time-dependent inhibitors vt' decreases 
exponentially from rapid (initial) equilibrium Ki

app (Y-intercept: vi) to reach a plateau at reaction 
completion (t' > 5t½), corresponding to the steady-state equilibrium (vs > 0) or inactivation 
(vs = 0) (Figure 14C). Observed rate of reaction completion kobs (from enzyme activity without 
preincubation vi to final enzyme activity vs) is obtained by fitting to bounded exponential decay  
Equation v (shown in Figure 14D). Importantly, this equation fits enzyme activity vt' rather 
than directly fitting product signal F.



113

Kinetic Evaluation of Covalent Inhibition in Enzymatic Assays

3

Preincubation assays are generally disfavored because their experimental execution requires 
more material and is more laborious than substrate competition assays with continuous 
read‑out (Method I and II). Here, substrate has to be added after the indicated preincubation 
time, thus requiring multiple individual measurements for each inhibitor concentration. 
However, preincubation experiments are still favored when reaction completion is too slow for 
detection during the normal time course of a substrate competition assay (t << t½ in Method I): 
substrate competition reduces the (covalent) reaction rate and inhibitor solubility limits the 

Figure 14  |  Method III: Preincubation time-dependent inhibition without dilution. Simulated with KinGen for 1 
pM enzyme and 100 nM substrate S1. (A) Enzyme is preincubated with inhibitor to form noncovalent complex EI 
and covalent adduct EI* in absence of competing substrate, followed by addition of substrate. Addition of a low 
substrate concentration in a small volume to avoid disruption of the noncovalent E + I ↔ EI equilibrium. Simulated 
for 50 nM 2-step IRREV inhibitor C with preincubation t' = 1800 s. (B) Preincubation time-dependent enzyme 
activity vt' is obtained from the slope of (initial) linear product formation velocity with a short incubation time t 
relative to preincubation t' to minimize ΔEI* formation after substrate addition. This measurement is performed 
separately for each preincubation time, thus requiring more material than incubation time-dependent inhibition 
protocols with continuous product read-out. Simulated for 50 nM 2-step IRREV inhibitor C with preincubation 
t' = 0-1800 s. (C) Enzyme activity vt' of time-dependent inhibitors decreases exponentially from rapid (initial) 
equilibrium Ki

app (Y-intercept = enzyme activity without preincubation vi) to reaching reaction completion (t' > 5t½): 
inactivation for irreversible inhibitors (vs = 0) and steady-state equilibrium Ki

*app for reversible inhibitors (vs > 0). 
Enzyme activity without preincubation vi equals the uninhibited enzyme activity v ctrl for 1-step inhibitors and for 
2-step inhibitors at non-saturating concentration ([I] << Ki

app). Simulated for 50 nM 1-step REV inhibitor A, 2-step 
REV inhibitor B, 1-step IRREV inhibitor D, and 2-step IRREV inhibitor C. (D) General bounded exponential decay 
Equation v to fit preincubation time-dependent enzyme activity vt' against preincubation time t'. Parameters are 
constrained depending on the inhibitor binding mode. vs = 0 for irreversible inhibition: inactivation at reaction 
completion. vi  =  v ctrl for 1-step inhibition: noncovalent complex is not significant at non‑saturating inhibitor 
concentrations. vt' = preincubation time-dependent enzyme activity. vi = enzyme activity based without preincubation. vs = enzyme activity 

after preincubation based on reaching reaction completion (t' > 5t½). t' = preincubation time of enzyme and inhibitor before substrate addition. kobs = 

observed rate of time-dependent inhibition from initial vi to final vs.
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maximum inhibitor concentration. Instead, preincubation is performed in the absence of 
competing substrate, thus reaching the maximum reaction rate at a low inhibitor concentration. 
Therefore, preincubation experiments are frequently conducted for compounds that display 
1-step irreversible inhibition behavior because they have a poor noncovalent affinity, such as 
covalent fragments.8 Additionally, preincubation times can exceed the maximum incubation 
time of progress curve analysis, which is limited by linear product formation ([P]t > 0.1[S]0), as 
the onset of product formation does not start until preincubation is completed. 

This method is less suitable for enzymatic assays with a relatively slow uninhibited product 
formation velocity v ctrl, as assay sensitivity might be insufficient to produce enough product 
signal Ft during a short incubation time. Reaction completion (t' > 5t½) and/or full inhibition 
(vt' = 0) should not be reached before the first (shortest) preincubation time because it will 
be impossible to detect time-dependent changes in enzyme activity. This can be resolved by 
increasing the measurement interval (shorter dt'), reduction of the inhibitor concentration, 
or selection of a different experimental protocol. This method is compatible with 2-step 
irreversible inhibition (Data Analysis 3A) and 1-step irreversible inhibition (Data Analysis 3B), 
but also with (2-step) reversible inhibition (Data  Analysis  3C). Algebraic analysis by linear 
regression to obtain kobs from the (initial) linear slope of LN(enzyme activity) against 
preincubation time t' is still frequently reported. This is probably because linear regression 
is part of benchmark protocols for kinetic analysis of preincubation time-dependent enzyme 
inactivation.82-83 It is important to note that these benchmark protocols were published before 
dedicated data analysis software for nonlinear regression was available.63 Visualization of this 
‘linear’ relationship is possible by plotting the enzyme activity against preincubation time t' on 
a semilog scale (illustrated in Figure S2).

Data Analysis 3A: 2-Step Irreversible Covalent Inhibition. 
Data obtained for 2-step irreversible inhibitors (Figure 15A) is processed with Data Analysis 
Protocol 3, followed by Data Analysis Protocol 3Ai or 3Aii. Time-dependent product formation 
is fitted to a straight line for each inhibitor concentration to obtain the enzyme activity after 
preincubation vt' from the linear (initial) slope (Figure 15B,  left). It is important that the 
incubation time be relatively short (t  <  0.1t½) to minimize artifacts caused by significant 
formation of covalent adduct EI* after substrate addition (ΔEI*) because vt' should reflect the 
enzyme activity at the end of preincubation. As a rule of thumb, incubation time t should 
be much shorter than the shortest preincubation time t'. A short incubation time may result 
in insufficient product formation for a robust signal, which can be resolved by increasing the 
incubation time and obtaining enzyme activity vt' from the initial velocity of the exponential 
association progress curve, provided that the assay is compatible with progress curve analysis 
(continuous read-out) (Figure 15B, right). Enzyme activity after preincubation vt' is fitted to 
bounded exponential decay Equation v (shown in Figure 14D) (constraining vs = 0) for each 
inhibitor concentration to obtain the observed rate of reaction completion kobs from enzyme 
activity without preincubation (Y-intercept at vi) to reaching the final enzyme inactivation 
(plateau at vs  =  0) (Figure 15C). Enzyme activity without preincubation in presence of 
inhibitor vi is lower than the uninhibited enzyme activity v ctrl for 2-step (ir)reversible inhibitors, 
because vi reflects the rapid noncovalent equilibrium (Ki

app) after substrate addition.41 The 
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plot of inhibitor concentration-dependent kobs reaches maximum rate of inactivation kinact in 
presence of saturating inhibitor concentration ([I] >> KI) with the Y-intercept at kctrl = 0 when 
uninhibited enzyme activity v ctrl is independent of preincubation time (Figure 15D). Inhibitor 
concentrations should correspond with the inhibitor concentration during preincubation 
(rather than after substrate addition). Correction of inactivation constant KI for substrate 
competition is not necessary because preincubation is performed in absence of substrate. The 
rapid noncovalent E + I ↔ EI equilibrium does not significantly contribute to inhibition at non-
saturating inhibitor concentrations ([I] << Ki

app), resulting in 1-step binding behavior (illustrated 
in Figure 3F). This will be apparent from the observation that initial velocity vi is independent 
of inhibitor concentration (vi = v ctrl) along with a linear plot of kobs against [I]. This is resolved 
either by increasing the inhibitor concentration or performing Data Analysis 3B. Increasing 
the substrate concentration can resolve issues with assay sensitivity associated with short 
incubation times, as this will result in a higher product signal. However, substrate addition in a 
relatively large volume (Vsub > 0.1Vt') and/or addition of a competitive substrate concentration 

Figure 15  |  Data Analysis 3A: Preincubation time-dependent inhibition without dilution for 2-step irreversible 
covalent inhibition. Simulated with KinGen for 2-step IRREV inhibitor C with 1 pM enzyme and 100 nM substrate 
S1. (A) Schematic enzyme dynamics during preincubation in absence of substrate and during incubation after 
substrate addition. (B) Time-dependent product formation after preincubation in absence of inhibitor F ctrl or in 
presence of inhibitor (t' = 1800 s). Left: Enzyme activity after preincubation vt' is obtained from the linear slope 
if the incubation time is relatively short (t << t'): gray area is excluded from the fit. Right: Enzyme activity after 
preincubation vt' is obtained from the initial velocity of the exponential association progress curve of each inhibitor 
concentration. (C) Preincubation time-dependent enzyme activity vt' is fitted to Equation v (shown in Figure 14D) 
(constraining vs = 0) for each inhibitor concentration to obtain observed rates of inactivation kobs. Alternatively, 
vt' can be normalized to a fraction of the uninhibited enzyme activity v ctrl. (D) Inhibitor concentration-dependent 
kobs reaches kinact at saturating inhibitor concentration (kmax = kinact). Half-maximum kobs = ½kinact is reached when 
inhibitor concentration equals the inactivation constant KI. vt' reflects the enzyme activity after preincubation in 
absence of competing substrate.
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([S] > 0.1KM) causes (partial) disruption of the reversible equilibrium, although this does not 
affect the accuracy of kobs for irreversible inhibitors. In fact, disruption of the noncovalent 
complex can be employed to detect covalent adduct formation of 2-step irreversible inhibitors 
that exhibit tight-binding behavior resulting from very potent noncovalent inhibition,75-76 as 
will be discussed in Method IV.

Uninhibited enzyme activity v ctrl decreases when preincubation is long enough for significant 
spontaneous enzyme degradation (t' >> 0.1t½) (Figure 16A-B). A simple algebraic correction 
for spontaneous enzyme degradation results in good estimates for kinact and KI if all enzyme 
species have the same first order enzymatic degradation rate (kdegE = kdegES = kdegEI) (Figure 16C). 
Alternatively, normalizing the enzyme activity vt' to uninhibited enzyme activity vt'

ctrl at each 
preincubation time corrects for enzyme degradation (Figure 16D), and kobs obtained from 
normalized enzyme activity vt'/v ctrl results in good estimates of kinact and KI without further 
correction (Figure 16E).

Figure 16  |  Data Analysis 3A: Corrections for spontaneous loss of enzyme activity (2-step IRREV). Simulated with 
KinDeg for 2-step IRREV inhibitor C with 1 pM enzyme, 100 nM substrate S1, and kdegE = kdegES = kdegEI = 0.0003 s−1. 
(A) Schematic enzyme dynamics during preincubation in absence of substrate and during incubation after 
substrate addition with spontaneous enzyme degradation/denaturation. (B) Uninhibited enzyme activity after 
preincubation vt'

ctrl is not linear. Preincubation time-dependent enzyme activity vt' is fitted to Equation v (shown 
in Figure 14D) (constraining vs = 0) for each inhibitor concentration to obtain observed rates of inactivation kobs, as 
well as fitting uninhibited activity vt'

ctrl to obtain the rate of nonlinearity kctrl. (C) Inhibitor concentration-dependent 
kobs with spontaneous enzyme degradation increases with kctrl but the span from kmin (= kctrl) to kmax (= kinact + kctrl) 
still equals kinact. Fit with algebraic correction for nonlinearity (black line, kctrl > 0). Ignoring the nonlinearity 
(gray line, constrain kctrl = 0) results in underestimation of KI (overestimation of potency) and overestimation of 
kinact. (D) Normalized enzyme activity vt'

ctrl is fitted to Equation v (shown in Figure 14D) (constraining vs = 0) for 
each inhibitor concentration to obtain corrected observed rates of inactivation kobs. (E) Inhibitor concentration-
dependent kobs has been corrected for enzyme degradation by fitting normalized enzyme activity vt'/v ctrl and does 
not require further corrections.
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Data Analysis 3B: 1-Step Irreversible Covalent Inhibition. 
Data obtained for 1-step irreversible inhibitors (Figure 17A) is processed with Data Analysis 
Protocol 3, followed by Data Analysis Protocol 3Bi or 3Bii. Time-dependent product formation 
is fitted to a straight line for each inhibitor concentration to obtain the enzyme activity after 
preincubation vt' from the linear slope (Figure 17B,  left). Incubation must be short enough 
to minimize formation of covalent adduct EI* after substrate addition (t  <<  t½); otherwise 
kchem will be overestimated. Similar to Data  Analysis  3A, preincubation-dependent enzyme 
activity vt' can also be obtained from the initial velocity of the exponential association progress 
curve, provided that the read-out is continuous (Figure 17B,  right). Enzyme activity after 
preincubation vt' (Figure 17C) is fitted to bounded exponential decay Equation  v (shown 
in Figure 14D) to obtain observed rate of reaction completion kobs from uninhibited enzyme 
activity without preincubation (Y-intercept at vi = v ctrl) to reaching the final enzyme inactivation 
(constraining vs = 0). Inhibited enzyme activity without preincubation is equal to uninhibited 
enzyme activity (vi  =  v ctrl), as rapid noncovalent inhibitor binding does not contribute to 

Figure 17  |  Data Analysis 3B: Preincubation time-dependent inhibition without dilution for 1-step irreversible 
covalent inhibition. Simulated with KinGen for 1-step IRREV inhibitor D with 1 pM enzyme and 100 nM substrate 
S1. (A) Schematic enzyme dynamics during preincubation in absence of substrate and during incubation after 
substrate addition. (B) Time-dependent product formation after preincubation in absence of inhibitor F ctrl or 
in presence of inhibitor (t'  = 1800 s). Left: Enzyme activity after preincubation vt' is obtained from the linear 
slope if the incubation time is relatively short (t << t'): gray area is excluded from the fit. Right: Enzyme activity 
after preincubation vt' is obtained from the initial velocity of the exponential association progress curve of each 
inhibitor concentration. (C) Preincubation time-dependent enzyme activity vt' is fitted to Equation v (shown in 
Figure 14D) (constraining vs = 0) for each inhibitor concentration to obtain observed rates of inactivation kobs. 
vi  =  v ctrl for 1-step irreversible inhibitors and 2-step irreversible inhibitors at non-saturating concentrations 
([I] << Ki

app). Alternatively, vt' can be normalized to a fraction of the uninhibited enzyme activity v ctrl. (D) Inhibitor 
concentration-dependent kobs increases linearly with inhibitor concentration, with kchem as the slope. vt' reflects 
the enzyme activity after preincubation in absence of competing substrate.
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enzyme inhibition by 1-step irreversible inhibitors. The slope of the linear plot of kobs against 
inhibitor concentration during preincubation is equal to kchem (Figure 17D), which should not 
be corrected for substrate competition as preincubation is performed in absence of competing 
substrate. Substrate addition in a relatively large volume (Vsub > 0.1Vt') and/or addition of a 
competitive substrate concentration ([S] > 0.1KM) does not significantly affect the accuracy of 
kobs because 1-step irreversible inhibition does not involve a rapid noncovalent equilibrium that 
can be disrupted (also see Method IV). Increasing the substrate concentration can resolve issues 
with assay sensitivity: higher substrate concentration results in a higher product concentration 
after the same incubation time (v ctrl = Vmax[S]/([S]+KM)), which in turn will result in a better 
signal to noise ratio.

Uninhibited enzyme activity v ctrl decreases with longer preincubation due to spontaneous 
enzyme degradation (Figure 18A-B). This especially affects assays where preincubation is long 

Figure 18  |  Data Analysis 3B: Corrections for spontaneous loss of enzyme activity (1-step IRREV). Simulated 
with KinDeg for 1-step IRREV inhibitor D with 1 pM enzyme, 100 nM substrate S1, and kdegE = kdegES = kdegEI = 
0.0003 s−1. (A) Schematic enzyme dynamics during preincubation in absence of substrate and during incubation 
after substrate addition with spontaneous enzyme degradation/denaturation. (B) Uninhibited enzyme activity 
after preincubation vt'

ctrl is not linear: kctrl  >  0. Preincubation time-dependent enzyme activity vt' is fitted to 
Equation v (shown in Figure  14D) (constraining vs  =  0 and shared value for vi = uninhibited enzyme activity 
without preincubation v0

ctrl) for each inhibitor concentration to obtain observed rates of inactivation kobs, as well 
as fitting uninhibited activity vt'

ctrl to obtain the rate of nonlinearity kctrl. (C) Inhibitor concentration-dependent 
kobs with spontaneous enzyme degradation/denaturation increases by kctrl. Fit with algebraic correction for 
nonlinearity (black line, kctrl > 0) or ignoring nonlinearity (gray line, constrain kctrl = 0). Ignoring the nonlinearity 
(assuming Y-intercept = 0) results in overestimation of kchem (steeper slope). (D) Normalized enzyme activity  
vt'/v ctrl is fitted to Equation v (shown in Figure 14D) (constraining vs = 0 and Y-intercept = vi/v0

ctrl = 1) for each 
inhibitor concentration to obtain corrected observed rates of inactivation kobs. (E) Inhibitor concentration-
dependent kobs has been corrected for enzyme degradation/denaturation by fitting normalized enzyme activity 
vt'/v ctrl and does not require further corrections.
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enough for significant enzyme degradation (t' > 0.1t½). Algebraic correction for spontaneous 
enzyme degradation (kdegE = kdegES) in the secondary kobs plot is relatively simple (Figure 18C). 
Alternatively, correction for enzyme degradation is performed by normalizing enzyme activity 
vt' to uninhibited enzyme activity vt'

ctrl at each preincubation time (Figure 18D-E). Stabilization 
of enzyme upon inhibitor binding (kdegEI* < kdegE) does not affect kobs, as EI* formation is already 
irreversible thus removing the species from the available pool of catalytic enzyme.

Data Analysis 3C: 2-step Reversible Covalent Inhibition. 
Data obtained for 2-step reversible inhibitors (Figure 19A) is processed with Data Analysis 
Protocol  3, followed by Data  Analysis  Protocol  3C. Time-dependent product formation is 

Figure 19  |  Data Analysis 3C: Preincubation time-dependent inhibition without dilution for 2-step reversible 
covalent inhibition. Simulated with KinGen for 2-step REV inhibitor B with 1 pM enzyme and 100 nM substrate 
S1. (A) Schematic enzyme dynamics during preincubation in absence of substrate and during incubation after 
substrate addition. (B) Time-dependent product formation after preincubation in absence of inhibitor Fctrl or 
in presence of inhibitor (t' = 1800 s). Enzyme activity after preincubation vt' is obtained from the linear slope if 
the incubation time is relatively short (t << t'): gray area is excluded from the fit. Alternatively, enzyme activity 
after preincubation vt' is obtained from the initial velocity of the exponential association progress curve of each 
inhibitor concentration. (C) Preincubation time-dependent enzyme activity vt' is fitted to Equation v (shown 
in Figure 14D) for each inhibitor concentration to obtain observed rates of inactivation kobs and steady-state 
velocity vs (plateau > 0). Alternatively, vt' can be normalized to a fraction of the uninhibited enzyme activity v ctrl. 
(D) Inhibitor concentration-dependent kobs equals kmax at saturating inhibitor concentration (kmax = k5 + k6) and 
approaches k6 in absence of inhibitor (kmin = k6). Half-maximum kobs = kmin + ½(kmax − kmin) = k6 + ½k5 is reached 
when inhibitor concentration equals the inhibition constant Ki. Steady-state inhibition constant Ki

* calculated 
from the fitted values of k5, k6, and Ki is thus very sensitive to errors and (non)linearity in the uninhibited 
background (illustrated in Figure 9C). No correction: vt' reflects the enzyme activity after preincubation in absence 
of competing substrate. (E) Steady-state inhibition constant K i

* corresponds with the IC50 of steady-state velocity 
vs obtained by fitting the dose-response curve to the Hill equation.33 No correction: vt' reflects the enzyme activity 
after preincubation in absence of competing substrate.
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fitted to a straight line for each inhibitor concentration to obtain the enzyme activity after 
preincubation vt' from the linear slope (Figure 19B). Again, it is important that the incubation 
time be much shorter than the shortest preincubation time t' (t << t'), but enzyme activity vt' 
can also be calculated from the initial velocity of the exponential association progress curve, 
provided that the assay is compatible with progress curve analysis (continuous read-out). 
Enzyme activity after preincubation vt' is fitted to bounded exponential decay Equation  v 
(shown in Figure 14D) for each inhibitor concentration to obtain observed rate of reaction 
completion kobs from rapid noncovalent equilibrium (Y-intercept at vi  <  v ctrl) to slowly 
reaching steady-state equilibrium (plateau at vs > 0) (Figure 19C). Enzyme activity without 
preincubation in presence of inhibitor vi is lower than the uninhibited enzyme activity v ctrl 
for 2-step (ir)reversible inhibitors because vi reflects the rapid noncovalent equilibrium (Ki

app) 
after substrate addition.41 Contrary to irreversible inhibition, the plateau (vs  >  0) does not 
approximate enzyme inactivation but reaches the steady-state equilibrium (Ki

*) instead. 

Steady-state inhibition constant Ki
* can be calculated from the fitted values of Ki, k5 and k6 

(Figure 19D), but this is not the preferred approach as a small error in k6 has huge implications for 
the calculation of Ki

* (as illustrated in Figure 9C). Generally, more reliable estimates of the steady-
state inhibition constant Ki

* are generated from dose-response curves of steady-state velocity 
vs against inhibitor concentration during preincubation (Figure 19E). Steady-state inhibition 
constant Ki

* reflects the reversible E + I ↔ EI + EI* equilibrium that can be disrupted by substrate 
addition in a relatively large volume (Vsub > 0.1Vt') and/or addition of a competitive substrate 
concentration ([S] > 0.1KM). Simulations with high substrate concentration ([S] = 10KM) show  
that the IC50 of the dose-response curve for steady-state velocity vs was slightly higher than 
steady-state inhibition constant Ki

*, but still significantly lower than Ki
*app, as covalent 

dissociation will not be significant provided the incubation time is significantly shorter than 
the dissociation half-life (t << t½diss). Altogether, fitting exponential association rather than 
increasing the substrate concentration is the desired solution to resolve issues with assay 
sensitivity associated with short incubation times. Alternatively, reasonable estimates of the 
steady-state inhibition constant Ki

* were obtained from the endpoint preincubation time-
dependent potency IC50(t') with minimal substrate competition ([S] << KM) and preincubation 
times exceeding the required time to reach reaction completion at all inhibitor concentrations 
(t' > 5t½).

As mentioned before, spontaneous loss of enzyme activity (Figure 20A) due to first order 
degradation and/or denaturation of enzyme species (kdegE  =  kdegES  =  kdegEI) results in a 
preincubation time-dependent decrease of uninhibited enzyme activity v ctrl (Figure 20B). The 
biggest advantage of Method III (Data Analysis 3C) over Method I (Data Analysis 1C) is that it 
is possible to perform an algebraic correction for the enzyme instability in kinetic analysis of 
2-step reversible covalent inhibitors with Data Analysis 3C. Enzyme activity vt' is normalized to 
uninhibited enzyme activity vt'

ctrl at each preincubation time (Figure 20C), and the normalized 
enzyme activity after preincubation vt'/v ctrl is fitted to bounded exponential decay Equation v 
(shown in Figure 14D) for each inhibitor concentration to obtain observed rate of reaction 
completion kobs and steady-state velocity vs. Kinetic analysis of kobs (Figure 20D) and steady-
state velocity vs (Figure 20E) against inhibitor concentration during preincubation result in 
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good estimates of the kinetic parameters without further correction, even when kctrl is faster 
than the covalent dissociation rate k6 (kctrl > k6). We strongly advise that enzyme activity be 
normalized prior to analysis of reversible covalent inhibition even when kctrl is not directly 
obvious from the uninhibited control vt'

ctrl.

METHOD IV: Preincubation Time-Dependent Inhibition With Dilution/Competition

Preincubation time-dependent inhibition with dilution and/or competition is a variant of 
Method III reported for kinetic analysis of irreversible covalent inhibitors (Figure 21).83 Enzyme 
and inhibitor are preincubated in absence of competing substrate to form noncovalent EI 
complex and covalent EI* adduct, followed by dilution in a 10-100× larger volume (Vsub >> Vt') 

Figure 20  |  Data Analysis 3C: Corrections for spontaneous loss of enzyme activity (2-step REV). Simulated with 
KinDeg for 2-step REV inhibitor B with 1 pM enzyme, 100 nM substrate S1, and kdegE = kdegES = kdegEI = 0.0003 s−1. 
(A) Schematic enzyme dynamics during preincubation in absence of substrate and during incubation after 
substrate addition with spontaneous enzyme degradation. (B) Uninhibited enzyme activity after preincubation 
vt'

ctrl is not linear. Fitting preincubation time-dependent enzyme activity vt' to Equation v (shown in Figure 14D) 
for each inhibitor concentration gives observed rates of inactivation kobs, as well as the rate of nonlinearity kctrl 
for uninhibited activity vt'

ctrl. Inhibitor concentration-dependent kobs and steady-state velocity vs will be driven by 
spontaneous enzyme degradation if enzyme activity is not normalized. (C) Enzyme activity vt' is normalized to the 
uninhibited enzyme activity vt'

ctrl after each preincubation time before fitting to Equation v (shown in Figure 14D). 
(D) Inhibitor concentration-dependent kobs has been corrected for enzyme degradation/denaturation by fitting 
normalized enzyme activity vt'/v ctrl and does not require further corrections (even if kctrl > k6). (E) Steady-state 
velocity vs has been corrected for enzyme degradation/denaturation by fitting normalized enzyme activity vt'/
v ctrl and does not require further corrections (even if kctrl > k6). Final velocity vs obtained from uncorrected vt' is 
‘contaminated’ by the contribution of irreversible inactivation to the time-dependent inhibition, and does not 
result in accurate estimates of steady-state inhibition constant Ki

* (illustrated in Figure 9D).
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and/or addition of a high concentration of competing substrate ([S] >> KM) (Figure 21A). The 
inhibitor concentration after substrate addition is far below the equilibrium concentration 
([I]t  <<  0.1Ki

app), thereby inducing dissociation of inhibitor from the noncovalent enzyme–
inhibitor complex EI and quenching the formation of covalent EI* during incubation  
(Δ[EI*]t  =  0). The approach is two-pronged: either dilution (reducing [I]t) or saturating 
substrate concentration (increasing KI

app and decreasing kchem
app) can be sufficient as long as 

covalent EI* adduct formation is fully quenched, for example by dissociation of noncovalent EI 
complex. Preincubation time-dependent product formation velocity vt' reflects the inhibition 
by covalent EI* adduct formed during preincubation, and is calculated from the linear slope 
of product formation (Figure 21B). Enzyme activity vt' decreases exponentially from 0% 
covalent adduct without preincubation (Y-intercept = v ctrl) to reach a plateau at 100% covalent 
adduct upon reaction completion (t' > 5t½) for irreversible covalent inhibitors (Figure 21C). 
Observed rate of reaction completion kobs (from 0-100% inhibition) is obtained by fitting to 
bounded exponential decay Equation vi (shown in Figure 21D). This is a simplified version 
of Equation v (shown in Figure 14D) in Method  III (constraining vs  = 0) because we only 
consider 2-step irreversible inhibition (Data Analysis  4A) and 1-step irreversible inhibition 
(Data  Analysis  4B). Reversible (2-step) covalent inhibition with a slow rate of covalent 
dissociation k6 (t½diss = LN(2)/k6) can be analyzed with preincubation dilution assays using 
the initial product formation velocity after rapid/jump dilution 29, 33 but will not be discussed 
here because the (slow) dissociation of covalent EI* adduct may complicate algebraic analysis.

Generally, preincubation assays are disfavored because their experimental execution requires 
more material and measurements than incubation assays with continuous read-out. However, 
as already mentioned in Method  III, preincubation methods are favored for inhibitors that 
have a slow covalent reaction rate and/or a poor noncovalent affinity. Additionally, dilution 
in excess substrate can resolve issues for enzyme assays that do not generate enough product 
for a robust signal (slow v ctrl), as the maximum incubation time to calculate vt' is not limited 
by formation of EI* during incubation (Δ[EI*]t  =  0): incubation time can be longer than 
preincubation time. It is important to mention that there is still a limit to the incubation time: 
competition and/or dilution cannot fully mitigate the covalent adduct formation reaction, 
but it can be reduced to a negligible rate during the incubation. Finally, this method allows 
the assessment of covalent adduct formation potency without contamination by reversible 
inhibition. This can be beneficial in the analysis of 2-step covalent inhibitors that exhibit tight-
binding behavior (customary for kinase inhibitors that have to compete with ATP): very potent 
noncovalent affinity ‘shields’ or ’contaminates’ the rate of covalent adduct formation in the 
other protocols but not in this method, as detection is based solely on inhibition by covalent 
EI* adduct. However, the enzyme concentration during incubation is much lower than during 
preincubation, and inhibitor has to be present in excess during preincubation (pseudo‑first order 
conditions), thus limiting the inhibitor concentration to higher concentrations than with other 
methods, which might be impractical. Be aware that dilution in (excess) substrate will change 
the absolute enzyme/inhibitor concentrations from preincubation to incubation, and make 
sure to calculate the desired enzyme concentration during incubation accordingly. Reaction 
completion (vt' < 0.1v ctrl) should not be reached before the first (shortest) preincubation time 
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because it will be impossible to detect time-dependent changes in enzyme activity. This can 
be resolved by increasing the measurement interval (shorter dt') or reducing the inhibitor 
concentration whenever possible. This method is less suitable for inhibitors with a very fast 
covalent adduct formation kinact because preincubation is performed in absence of competing 
substrate (thus allowing the maximum rate of covalent adduct formation possible at this 
inhibitor concentration).

Data Analysis 4A: 2-Step Irreversible Covalent Inhibition. 
Data obtained for 2-step irreversible inhibitors (Figure 22A) is processed with Data Analysis 
Protocol  4, followed by Data  Analysis  Protocol  4Ai or 4Aii. Kinetic analysis of enzyme 
activity with dilution/competition after preincubation in the presence of a 2-step covalent 
inhibitor is similar to data analysis of preincubation without dilution/competition 
(Data Analysis 3A), with the exception that longer incubation times are possible to calculate  

Figure 21  |  Method IV: Preincubation time-dependent inhibition with dilution/competition. Simulated with 
KinVol for 100 pM enzyme and 50 nM inhibitor C (before dilution) in Vt' = 1, and 10 µM substrate S1 in Vsub = 99: 
corresponding with 100-fold dilution in excess substrate ([S] = 10KM). (A) Enzyme is preincubated with inhibitor 
to form noncovalent complex EI and covalent adduct EI* in absence of competing substrate, followed by dilution 
in excess substrate. Initial noncovalent EI complex forms rapidly ([I]t'/Ki = 0.5) but fully dissociates upon dilution 
in a large volume (Vsub  >>  Vt') and/or addition of a high concentration of competing substrate ([S]  >  KM), as 
the E + I ↔ EI equilibrium has shifted towards fully unbound enzyme ([I]t/Ki

app << 0.1). (B) Preincubation time-
dependent enzyme activity vt' is obtained from the (linear) slope of product formation velocity. Dilution in 
excess substrate quenches EI* formation after substrate addition (ΔEI* = 0), thus enabling longer incubation 
times compared to Method III. This measurement must be performed separately after each preincubation time. 
(C) Enzyme activity vt' decreases exponentially from 0% covalent adduct (Y-intercept = enzyme activity without 
preincubation vi) to 100% covalent adduct (vs = 0). Enzyme activity without preincubation vi equals the uninhibited 
enzyme activity v ctrl for 1-step as well as 2-step irreversible inhibitors: dilution in excess substrate should induce 
full dissociation of noncovalently bound inhibitor ([I]t << 0.1Ki

app), and covalent adduct does not form instantly. 
(D) Bounded exponential decay Equation vi to fit preincubation time-dependent enzyme activity vt' after dilution 
in (excess) competing substrate against preincubation time t' for irreversible 1-step and 2-step inhibition. This is a 
simplified version of Equation v (shown in Figure 14D): constraining vs = 0 (inactivation at reaction completion). 
vi = enzyme activity without preincubation = uninhibited enzyme activity v ctrl because covalent adduct has not yet been formed and noncovalent 

complex has been disrupted by dilution in excess substrate. vt' = preincubation time-dependent enzyme activity reflecting covalent EI* adduct formed. 

t' = preincubation time of enzyme and inhibitor before substrate addition. kobs = observed rate of time-dependent inhibition from initial vi to final vs.
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enzyme activity vt' from the slope (Figure 22B), and enzyme activity without preincubation vi 
should be equal to the uninhibited enzyme activity v ctrl (Figure 22C). Contrary to Method III, 
this does not imply that the inhibitors show 1-step behavior: it merely confirms that extensive 
dilution/substrate competition successfully induced inhibitor dissociation from noncovalent 
EI complex to unbound enzyme. It is essential to plot the rate of covalent adduct formation 
kobs against the inhibitor concentration during preincubation (Figure 22D) to obtain kinetic 
parameters: kobs is based on the formation of EI* during preincubation, and the inhibitor 
concentration during preincubation is much higher than the inhibitor concentration after 
dilution in substrate ([I]t'  >>  [I]t). Insufficient dilution/competition will partially disrupt 
noncovalent EI complex, resulting in a time-dependent decrease of enzyme activity due to 
formation of EI* after substrate addition, and deviation from vi = v ctrl, as noncovalent complex 
EI contributes to inhibition without preincubation. Increasing substrate concentration and/or 

Figure 22  |  Data Analysis 4A: Preincubation time-dependent inhibition with dilution/competition for 2-step 
irreversible covalent inhibition. Simulated with KinVol for 2-step IRREV inhibitor C with 100 pM enzyme in Vt' = 1 
([Etotal]t' = 100, [Etotal]t = 1), and 10 µM substrate S1 ([S] = 10KM) in Vsub = 99. (A) Schematic enzyme dynamics 
during preincubation in absence of substrate and during incubation after dilution in excess substrate. (B) Time-
dependent product formation after preincubation (t'  =  1800  s) in absence of inhibitor F ctrl or in presence of 
various inhibitor concentrations. Enzyme activity after preincubation vt' is obtained from the linear slope. 
(C) Preincubation time-dependent enzyme activity vt' is fitted to Equation vi (shown in Figure  21D) for each 
inhibitor concentration with global shared value for vi (vi  = v ctrl) to obtain observed rates of inactivation kobs. 
Alternatively, vt' can be normalized to a fraction of the uninhibited enzyme activity v ctrl. (D) Half-maximum 
kobs = ½kinact is reached when inhibitor concentration during preincubation equals the inactivation constant KI. 
No correction for substrate competition: vt' reflects the remaining unbound/noncovalent enzyme activity after 
preincubation in absence of competing substrate.
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dilution in a larger volume might resolve this. Alternatively, enzyme activity with partial 
disruption of noncovalent EI analyzed with Data Analysis Protocol 3A still results in reliable 
estimates of kobs. Please note that, although detection based only on covalent adduct formation 
allows analysis of 2-step inhibitors displaying tight-binding behavior (very high noncovalent 
affinity resulting in full inhibition at all inhibitor concentrations), these inhibitor concentrations 
are saturating if they comply with the rapid equilibrium approximation (Ki ≈ KI); thus, it would 
only be possible to determine the lower limit of kinact and the upper limit of KI (see Figure 3G). 

Correction for enzyme (in)stability during preincubation (Figure 23A) by correcting for the rate 
of spontaneous degradation kctrl has been reported for dilution experiments with irreversible 
covalent inhibitors (Figure 23B-C).86 Alternatively, enzyme activity after preincubation vt' can 
be normalized to the uninhibited enzyme activity after preincubation vt'

ctrl (Figure 23D-E).​

Figure 23  |  Data Analysis 4A: Corrections for spontaneous loss of enzyme activity (2-step IRREV). Simulated 
with KinVolDeg for 2-step IRREV inhibitor C with 100 pM enzyme in Vt' = 1 ([Etotal]t' = 100, [Etotal]t = 1), and 10 µM 
substrate S1 ([S] = 10KM) in Vsub = 99, and kdegE = kdegES = kdegEI = 0.0003 s−1. (A) Schematic enzyme dynamics 
during preincubation in absence of substrate and during incubation after dilution in excess substrate with 
spontaneous enzyme degradation/denaturation. (B) Uninhibited enzyme activity after preincubation vt'

ctrl 
decreases with longer preincubation. Enzyme activity vt' is fitted to Equation vi (shown in Figure 21D) for each 
inhibitor concentration during preincubation with globally shared value for vi (vi = v0

ctrl) to obtain observed rates 
of inactivation kobs, as well as fitting uninhibited activity vt'

ctrl to obtain the rate of nonlinearity kctrl. (C) Inhibitor 
concentration-dependent kobs with spontaneous enzyme degradation increases with kctrl but the span from kmin 
(= kctrl) to kmax (= kinact + kctrl) still equals kinact. Fit with algebraic correction for nonlinearity (black line, kctrl > 0). 
Ignoring the nonlinearity (gray line, constrain kctrl = 0) results in underestimation of KI (overestimation of potency) 
and overestimation of kinact. (D) Normalized enzyme activity vt'/v ctrl is fitted to Equation vi (shown in Figure 21D) 
for each inhibitor concentration during preincubation (constrain vi/v0

ctrl = 1) to obtain corrected observed rates of 
inactivation kobs. (E) Inhibitor concentration-dependent kobs has been corrected for enzyme degradation by fitting 
normalized enzyme activity vt'/v ctrl and does not require further corrections.
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Data Analysis 4B: 1-Step Irreversible Covalent Inhibition. 
Data obtained for 1-step irreversible inhibitors (Figure 24A) is processed with Data Analysis 
Protocol 4, followed by Data Analysis Protocol 4Bi or 4Bii. Kinetic analysis of enzyme activity 
with dilution/competition after preincubation in presence of a 1-step covalent inhibitor 
is almost identical to data analysis of preincubation without dilution in excess substrate 
(Data Analysis  3B), with the exception that enzyme activity vt' can now be calculated from 
the slope after longer incubation times (Figure 24B). It is essential to plot the rate of 
covalent adduct formation kobs (Figure 24C) against the inhibitor concentration during 
preincubation (Figure 24D) to obtain kinetic parameters: kobs is based on the formation of 
EI* during preincubation, and the inhibitor concentration during preincubation will be much 
higher than the inhibitor concentration after dilution in substrate ([I]t'  >>  [I]t). Dilution/
competition does not disrupt any noncovalent EI complex, as this is nonexistent for 1-step 
inhibitors, but the rate of covalent adduct formation kobs should be negligible after dilution in  

Figure 24  |  Data Analysis 4B: Preincubation time-dependent inhibition with dilution/competition for 1-step 
irreversible covalent inhibition. Simulated with KinVol for 1-step IRREV inhibitor D with 100 pM enzyme in Vt' = 1 
([Etotal]t' = 100, [Etotal]t = 1), and 10 µM substrate S1 ([S] = 10KM) in Vsub = 99. (A) Schematic enzyme dynamics 
during preincubation in absence of substrate and during incubation after dilution in excess substrate. (B) Time-
dependent product formation after preincubation (t'  =  1800  s) in absence of inhibitor F ctrl or in presence of 
various inhibitor concentrations. Enzyme activity after preincubation vt' is obtained from the linear slope. 
(C) Preincubation time-dependent enzyme activity vt' is fitted to Equation vi (shown in Figure  21D) for each 
inhibitor concentration with global shared value for vi (vi  = v ctrl) to obtain observed rates of inactivation kobs. 
Alternatively, vt' can be normalized to a fraction of the uninhibited enzyme activity v ctrl. Inhibitor concentrations 
where vt'  =  0 at the earliest time-point are excluded from the fit. (D) Inhibitor concentration-dependent kobs 
increases linearly with inhibitor concentration during preincubation, with kchem as the slope. No correction for 
substrate competition: vt' reflects the remaining unbound enzyme activity after preincubation in the absence of 
competing substrate.
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excess substrate, to prevent formation of covalent EI*. Insufficient dilution and/or competition 
(Δ[EI*]t > 0) can result in time-dependent decrease of enzyme activity due to formation of EI* 
after substrate addition. Increasing substrate concentration and/or dilution in a larger volume 
might resolve this if necessary, but simply performing analysis with Data Analysis Protocol 3B 
also results in reliable estimates of kobs. Inhibitor concentrations that reach reaction completion 
during the shortest preincubation time should be excluded from the fit (highest concentration 
in Figure 24C) as these fits are not reliable. 

Correction for enzyme (in)stability (Figure 25A) using the rate of spontaneous degradation 
kctrl has been reported for dilution experiments with irreversible covalent inhibitors 
(Figure 25B‑C).86 Alternatively, enzyme activity after preincubation vt' can be normalized to 
the uninhibited enzyme activity after preincubation vt'

ctrl (Figure 25D-E).

Figure 25  |  Data Analysis 4B: Corrections for spontaneous loss of enzyme activity (1-step IRREV). Simulated 
with KinVolDeg for 1-step IRREV inhibitor D with 100 pM enzyme in Vt' = 1 ([Etotal]t' = 100, [Etotal]t = 1), and 10 µM 
substrate S1 ([S] = 10KM) in Vsub = 99, and kdegE = kdegES = kdegEI = 0.0003 s−1. (A) Schematic enzyme dynamics during 
preincubation in absence of substrate and during incubation after dilution in excess substrate with spontaneous 
enzyme degradation/denaturation. (B) Uninhibited enzyme activity after preincubation vt'

ctrl decreases with longer 
preincubation. Enzyme activity vt' is fitted to Equation vi (shown in Figure 21D) for each inhibitor concentration 
during preincubation with globally shared value for vi (vi = v0

ctrl) to obtain observed rates of inactivation kobs, along 
with fitting uninhibited activity vt'

ctrl to obtain the rate of nonlinearity kctrl. (C) Inhibitor concentration-dependent 
kobs with spontaneous enzyme degradation/denaturation increases by kctrl. Fit with algebraic correction for 
nonlinearity (black line, kctrl > 0) or ignoring nonlinearity (gray line, constrain kctrl = 0). Ignoring the nonlinearity 
(assuming Y-intercept = 0) results in overestimation of kchem (steeper slope). (D) Normalized enzyme activity  
vt'/v ctrl is fitted to Equation vi (shown in Figure  21D) for each inhibitor concentration during preincubation 
(constrain vi/v0

ctrl  =  1) to obtain corrected observed rates of inactivation kobs. (E) Inhibitor concentration-
dependent kobs has been corrected for enzyme degradation by fitting normalized enzyme activity vt'/v ctrl and 
does not require further corrections.
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4.	 Experimental Protocols

Assay Protocol I. Progress Curve Analysis of Substrate Association Competition

The protocol below provides a generic set of steps to accomplishing this type of measurement.

Materials
•	1× Assay/reaction buffer supplemented with co-factors and reducing agent
•	Active enzyme, 4× solution in assay buffer
•	Substrate with continuous read-out, 4× solution in assay buffer
•	Positive control: vehicle/solvent as DMSO stock, or 2% solution in assay buffer
•	Negative control: known inhibitor or alkylating agent as DMSO stock, or 2× solution in assay buffer
•	Inhibitor: as DMSO stock, or serial dilution of 2× solution in assay buffer with 2% DMSO
•	384-well low volume microplate with nonbinding surface (e.g. Corning 3820 or 4513) for incubation and read-out
•	Optical clear cover/seal (e.g. Perkin Elmer TopSeal-A Plus, #6050185, or Corning 6575 Universal Optical Sealing Tape, 

or Duck Brand HP260 Packing Tape)
•	1.5 mL (Eppendorf) microtubes to prepare stock solutions
•	Optional: 96-well microplate to prepare serial dilution of inhibitor concentration
•	Microplate reader equipped with appropriate filters to detect product formation (e.g. CLARIOstar microplate reader)
•	Optional: Automated (acoustic) dispenser (e.g. Labcyte ECHO 550 Liquid Handler acoustic dispenser)

Exemplary assay concentrations

Before you start, optimize assay conditions in the uninhibited control to ensure compliance with 
assumptions and restrictions for progress curve analysis – most importantly linear product formation 
in the uninhibited control for the duration of the experiment (kctrl  =  0) – by activating the enzyme 
before reaction initiation (e.g. preincubation with reducing agent for proteases, or ATP for kinases and 
ligases), testing the enzyme activity on the (fluorogenic) substrate in absence of inhibitor, and adjusting 
the enzyme and substrate concentration ([S]0 > 10[E]0) to reach maximum 10% substrate conversion at 
the end of the measurement window ([P]t < 0.1[S]0). Further optimization typically involves tuning the 
reader settings for optimal sensitivity, measurement of a calibration curve for product concentration,68-69 
and calculation of the Z’-score from the uninhibited and inhibited controls (ideally 8 replicates)87 in a 
separate experiment to validate that enough product is formed for a good signal/noise ratio (Z’ > 0.5) at 
the end of the measurement. Consult Table 6 in section 5 for common optimization and troubleshooting 
options. The read-out of product formation must be homogeneous/continuous. Product formation 
of substrates with a less sensitive read-out (e.g. fluorescence polarization) may generate a relatively 
low product signal relative to the unprocessed substrate, and substrate depletion is unavoidable 
to generate a sufficient Z’‑score.87 Algebraic analysis of 2-step irreversible inhibition with substrate 
depletion ([P]t < 0.1[S]0) can be performed with Data Analysis Protocol 1D after completion of steps 2-6 
of Assay Protocol I.

1.	 Add inhibitor or control to each well with the uninhibited control for full enzyme activity 
containing the same volume vehicle/solvent instead of inhibitor (we use DMSO in this protocol). 
Add a constant volume of serially diluted inhibitor in assay buffer supplemented with DMSO (e.g. 
10.2 µL of 2× solution containing 2% DMSO) or add inhibitor and controls by (acoustic) dispensing 
of the pure DMSO stocks, with DMSO backfill to a constant volume (e.g. 0.2 µL), followed by 
addition of assay buffer to each well (e.g. 10 µL) and gentle shaking (300 rpm) to homogenize 
the solution.

incubation t

[stock] Volume [conc]t

Enzyme 4 nM 5 µL 0.99 nM

Inhibitor 20 nM 10.2 µL 10.10 nM

Substrate 4 µM 5 µL 0.99 µM

Total 20.2 µL
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Data Analysis Protocol 1A for 2-Step IRREV Inhibition

Processing of raw data obtained with Assay Protocol I for 2-step irreversible covalent inhibitors.

1.	 Plot signal F against incubation time t
Plot signal (in AU) on the Y-axis against incubation time (in s) on the X-axis for each inhibitor concentration and the 
controls (Figure 6B). Product formation in the uninhibited control F ctrl should be linear. Consult Table 6 (section 5) for 

Typically, measurements are performed in triplicate (or more replicates) with at least 8 inhibitor concentrations. 
Inhibitor concentrations might need optimization, but a good starting point is 0.1-10×IC50; the highest inhibitor 
concentration should correspond to maximum 90% initial (noncovalent) inhibition (vi > 0.1v ctrl), as it can be difficult to 
accurately detect the increase from 90% to 100% inhibition.

2.	 Add substrate in assay buffer to each well (e.g. 5 µL of 4× solution) and homogenize the solutions 
by gentle shaking (300 rpm).

The order of substrate or inhibitor addition is not important per se, as long as enzyme is the last reagent to be added, 
and DMSO stocks are added prior to buffered (aqueous) solutions. Optionally, gently centrifuge the plate (1 min at 1000 
rpm) to ensure that assay components are not stuck at the top of the well.

3.	 Add active enzyme in assay buffer to each well (e.g. 5 µL of 4× solution), with minimal delay 
between addition to the first and the last well. Optionally, gently centrifuge the plate (1 min 
at 1000 rpm) if bubbles are formed (especially for buffers containing surfactants), as these will 
induce assay artifacts, and to ensure assay components are in solution together rather than stuck 
to the wall at the top of the well.

Manual addition of enzyme solution and physically moving the plate to the plate reader introduces a delay that may 
slightly affect the accuracy of the measurement, as it can be variable (depending on the total number of wells, distance 
to the machine and walking pace of the researcher). This should not be significant if the delay is short compared to 
the total reaction time, but it can affect the outcome in the data analysis when t0 is actually 1-2 min. One method to 
monitor the delay between reaction initiation (onset of product formation and inhibition) and the start of product 
detection in step 6 is evaluation of the Y-intercept values (as discussed in Table 6, section 5). Alternatively, enzyme 
addition with an injector built into the plate reader minimizes the delay between reaction initiation (onset of product 
formation and inhibition) and starting the measurement.

4.	 Seal the wells by applying an optical clear cover.
Continuous kinetic measurements are subject to assay artifacts such as drift due to evaporation. In our experience, 
application of an optical clear cover/seal prior to measurement improves the assay robustness and resolves significant 
aberrant nonlinearity unrelated to enzyme activity.

5.	 Measure product formation in microplate reader by detection of the product read-out.
A typical assay measurement window is 60-240 min, with a measurement interval of 1-2 min. The inhibitor-binding 
reaction does not have to reach completion (100% inhibition for irreversible inhibitors, equilibrium for reversible 
inhibitors) within this window, but data will be more reliable when completion is reached before the end of the 
measurement (see also Figure 5B).

6.	 Proceed to Data Analysis Protocols to calculate the appropriate kinetic parameters for each 
covalent binding mode: Data Analysis Protocol 1A for 2-step irreversible inhibitors, Data Analysis 
Protocol 1B for 1-step irreversible inhibitors, Data Analysis Protocol 1C for 2-step reversible 
inhibitors, or Data Analysis Protocol 1D for 2-step irreversible inhibitors with substrate depletion.

Data Analysis Protocol

EXP Conditions 2-step IRREV 1-step IRREV 2-step REV

kctrl = 0 1A 1B 1C

kdegE > 0 1A 1B –

[P]t > 0.1[S]0 1D – –
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troubleshooting of nonlinearity of the uninhibited control. Optionally, perform background correction to correct for 
assay artifacts such as bleaching and drift that cause a negative final velocity (vs < 0 AU/s) in the fully inhibited control. 
This correction can be subtraction of the background in presence of substrate (and inhibitor) but absence of enzyme, 
or subtraction of the fully inhibited control. Consult the guidelines of your data fitting software for instructions on 
background corrections (e.g. GraphPad Prism).88

2.	 Fit signal Ft against t to obtain kobs

Fit signal Ft against incubation time t to Equation ii (Figure 6B/E). Constrain final velocity vs = 0 for background-
corrected product formation, or vs = value for full inhibition control. A lack of initial noncovalent complex (vi = v ctrl) is 
indicative of 1-step binding behavior.

𝐹𝐹𝑡𝑡 = 𝑣𝑣s 𝑡𝑡 +    
       

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0

𝑣𝑣i − 𝑣𝑣s
(��)

𝑘𝑘obs

Nonlinear regression of user-defined explicit equation Y=(vs*X)+(((vi-vs)/kobs)*(1-EXP(-kobs*X)))+Y0 with Y = signal Ft (in 
AU), X = incubation time t (in s), and vs = final slope vs (in AU/s, constrained) to find Y0 = Y-intercept F0 = background signal at t = 0 (in AU), 
vi = initial slope vi (in AU/s) and kobs = observed reaction rate kobs (in s−1).

3.	 Plot kobs against [I]
Plot the mean and standard deviation of kobs (in s−1) on the Y-axis against inhibitor concentration (in M) after reaction 
initiation by enzyme addition (in the final solution) on the X-axis (Figure 6C/F). The plot of kobs against [I] should reach 
a maximum kobs at saturating inhibitor concentration. Note that a linear curve is indicative of 1-step binding behavior 
at non-saturating inhibitor concentrations ([I] << 0.1KI

app: see Figure 3F) with vi = v ctrl (low initial inhibition). Proceed 
to step 4 of Data Analysis Protocol 1B after it has been validated that the linear curve is not resultant from saturating 
inhibitor concentrations ([I]  >>  10KI

app: see Figure  3G) as identified by vi  <<  v ctrl (significant initial inhibition), by 
repeating the measurement with a higher competitive substrate concentration (increase KI

app) and/or lower inhibitor 
concentration.

4.	 Fit kobs against [I] to obtain kinact and KI
app

Fit kobs against inhibitor concentration to Equation vii to obtain maximum inactivation rate constant kinact and apparent 
inactivation constant KI

app. Constrain kctrl = kobs of the uninhibited control (Figure 6F). Calculate inactivation constant KI 
and irreversible covalent inhibitor potency kinact/KI with Sample Calculation 1&2.

𝑘𝑘obs = 𝑘𝑘ctrl + (���)
KI

app + [I]

𝑘𝑘inact [I]

Nonlinear regression of user-defined explicit equation Y=Y0+((kmax*X)/((KIapp)+X)) with Y = observed reaction rate kobs (in s−1), X = 
inhibitor concentration (in M), and Y0 = rate of nonlinearity in uninhibited control kctrl (in s−1, constrained) to find kmax = maximum reaction 
rate kinact (in s−1) and KIapp = Apparent inactivation constant KI

app (in M).

5.	 EXTRA: Plot and fit vi against [I] to obtain Ki
app

Inhibition constant Ki can be calculated from the initial velocity vi (obtained in step 3), reflecting the rapid (initial) 
noncovalent enzyme–inhibitor equilibrium. Plot the mean and standard deviation of vi (in AU/s) on the Y-axis against 
inhibitor concentration on the X-axis (similar to Figure 8D). Fit vi against [I] to four-parameter nonlinear regression Hill 
Equation viii to obtain apparent inhibition constant Ki

app.33 Constrain the top to the uninhibited vi (maximum velocity 
= v ctrl) and the bottom to the fully inhibited vi (minimum velocity = vi

min. For (background-)corrected product formation 
vi

min = 0). Calculate inhibition constant Ki with Sample Calculation 3.

𝑣𝑣i = 𝑣𝑣i
min +

𝑣𝑣 ctrl − 𝑣𝑣i
min

(����)

1 + �
Ki

app �
ℎ

    
𝑘𝑘obs

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0

[I]

Nonlinear regression of four-parameter dose-response equation Y=Bottom+(Top-Bottom)/(1+(X/IC50)̂ HillSlope) with Y = 
initial product formation velocity vi (in AU/s), X = inhibitor concentration (in M), Bottom = velocity in fully inhibited control vi

min (in AU/s, 
constrained), and Top = maximum velocity in uninhibited control v ctrl (in AU/s, constrained) to find Hillslope = Hill coefficient h (unitless) 
and IC50 = apparent inhibition constant Ki

app (in M).

6.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental progress curves to the progress curves simulated with 
scripts KinGen and KinDeg (using experimental rate constant kinact = k5) to confirm that the calculated kinetic constants 
are in accordance with the experimental data.
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Data Analysis Protocol 1B for 1-Step IRREV Inhibition

Processing of raw data obtained with Assay Protocol I for 1-step irreversible covalent inhibitors and 
2-step irreversible inhibitors at non-saturating inhibitor concentrations ([I] ≤ 0.1K i

app).

1.	 Plot signal F against incubation time t
Plot signal (in AU) on the Y-axis against incubation time (in s) on the X-axis for each inhibitor concentration and the 
controls (Figure 7B). Product formation in the uninhibited control F ctrl should be linear. Consult Table 6 (section 5) for 
troubleshooting of nonlinearity of the uninhibited control. Optionally, perform background correction to correct for 
assay artifacts such as bleaching and drift that cause a negative final velocity (vs < 0 AU/s) in the fully inhibited control. 
This correction can be subtraction of the background in presence of substrate (and inhibitor) but absence of enzyme, 
or subtraction of the fully inhibited control. Consult the guidelines of your data fitting software for instructions on 
background corrections (e.g. GraphPad Prism).88

2.	 Fit Ft against t to obtain kobs

Fit signal Ft against incubation time t to Equation ii (Figure 7B/E). Constrain final velocity vs = 0 for background-
corrected product formation, or vs = value for full inhibition control. Initial velocity vi should be a shared value because 
noncovalent inhibition does not significantly contribute to the initial inhibition for inhibitors displaying 1-step behavior.

𝐹𝐹𝑡𝑡 = 𝑣𝑣s 𝑡𝑡 +    
       

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0

𝑣𝑣i − 𝑣𝑣s
(��)

𝑘𝑘obs

Nonlinear regression of user-defined explicit equation Y=(vs*X)+(((vi-vs)/kobs)*(1-EXP(-kobs*X)))+Y0 with Y = signal Ft (in 
AU), X = incubation time t (in s), and vs = final slope vs (in AU/s) to find Y0 = Y-intercept F0 = background signal at t = 0 (in AU), vi = initial 
slope vi (in AU/s, shared value), and kobs = observed reaction rate kobs (in s−1).

3.	 Plot kobs against [I]
Plot the mean and standard deviation of kobs (in s−1) on the Y-axis against inhibitor concentration (in M) after reaction 
initiation by enzyme addition (in the final solution) on the X-axis (Figure 7C/F). The plot of kobs against inhibitor 
concentration [I] is linear for 1-step irreversible inhibitors and for 2-step irreversible inhibitors at non-saturating 
inhibitor concentrations ([I] << 0.1Ki

app).

4.	 Fit kobs against [I] to obtain kchem
app

Fit kobs against inhibitor concentration to Equation ix to obtain apparent inhibitor potency kchem
app from the linear slope. 

Constrain Y-intercept kctrl = kobs of the uninhibited control (Figure 7F). Calculate kchem reflecting inhibitor potency for 
1-step irreversible covalent inhibition with Sample Calculation 4. Calculate kinact/KI

app and kinact/KI for 2-step irreversible 
inhibitors at non-saturating inhibitor concentrations ([I] ≤ 0.1K i

app) with Sample Calculation 5 and 6.

𝑘𝑘obs = 𝑘𝑘ctrl + 𝑘𝑘chem [I] (��)app

Nonlinear regression of straight line Y=YIntercept+Slope*X with Y = observed reaction rate kobs (in s−1), X = inhibitor concentration 
(in M), and YIntercept = rate of nonlinearity in uninhibited control kctrl (in s−1, constrained) to find Slope = apparent inactivation rate 
constant kchem

app (in M−1s−1).

5.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental progress curves to the progress curves simulated with 
scripts KinGen and KinDeg (using experimental rate constant kchem = k3) to confirm that the calculated kinetic constants 
are in accordance with the experimental data.

Data Analysis Protocol 1C for 2-Step REV Inhibition

Processing of raw data obtained with Assay Protocol I for 2-step reversible covalent inhibitors.

1.	 Plot signal F against incubation time t
Plot signal (in AU) on the Y-axis against incubation time (in s) on the X-axis for each inhibitor concentration and the 
controls (Figure 8B). Product formation in the uninhibited control F ctrl should be linear. Consult Table 6 (section 5) for 
troubleshooting of nonlinearity of the uninhibited control. Optionally, perform background correction to correct for 
assay artifacts such as bleaching and drift that cause a negative final velocity (vs < 0 AU/s) in the fully inhibited control. 
This correction can be subtraction of the background in the presence of substrate (and inhibitor) but absence of 
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enzyme, or subtraction of the fully inhibited control. Consult the guidelines of your data fitting software for instructions 
on background corrections (e.g. GraphPad Prism).88

2.	 Fit Ft against t to obtain kobs and vs

Fit signal Ft against incubation time t to Equation ii (Figure 8B) to obtain final product formation velocity vs and the 
observed reaction rate kobs from initial equilibrium vi to steady-state equilibrium vs. Do not constrain initial velocity vi or 
final velocity vs. Also fit the progress curve of the uninhibited control (F ctrl) to validate that product formation is strictly 
linear (vi

ctrl = vs
ctrl), because algebraic correction for nonlinearity in the uninhibited control is not possible (illustrated in 

Figure 9). The observed rate kobs reflects the exponential reaction rate from initial noncovalent equilibrium (vi) to final 
steady-state equilibrium (vs).

𝐹𝐹𝑡𝑡 = 𝑣𝑣s 𝑡𝑡 +    
       

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0

𝑣𝑣i − 𝑣𝑣s
(��)

𝑘𝑘obs

Nonlinear regression of user-defined explicit equation Y=(vs*X)+(((vi-vs)/kobs)*(1-EXP(-kobs*X)))+Y0 with Y = signal Ft (in 
AU) and X = incubation time t (in s) to find Y0 = Y-intercept F0 = background signal at t = 0 (in AU), vi = initial slope vi (in AU/s), vs = final slope 
vs (in AU/s), and kobs = observed reaction rate kobs (in s−1).

3.	 Plot and fit vs against [I] to obtain Ki
*app

Apparent steady-state inhibition constant Ki
*app can be calculated from the final velocity vs (obtained in the previous 

step) reflecting enzyme activity after reaching the steady-state inhibitor equilibrium (reaction completion). Plot the 
mean and standard deviation of vs (in AU/s) on the Y-axis against inhibitor concentration (in M) on the X-axis and 
fit to four-parameter nonlinear regression Hill Equation x to obtain apparent steady-state inhibition constant Ki

*app 
(Figure 8D).33 Constrain the top to uninhibited velocity v ctrl (maximum velocity = vs

max) and the bottom to the fully 
inhibited vs (vs

min, minimum velocity). For (background-)corrected product formation, vs
min = 0. Accurate values are only 

obtained when uninhibited product formation is strictly linear (kctrl = 0) or when the rate of spontaneous inactivation 
kctrl is much smaller than the covalent dissociation k6 (Figure 9D). Validate that vs is not driven by spontaneous enzyme 
degradation (kctrl << k6) by also fitting without constraints for vs

max. Calculate steady-state inhibition constant Ki
* with 

Sample Calculation 7.

𝑣𝑣s = 𝑣𝑣s
min +

𝑣𝑣 ctrl − 𝑣𝑣s
min

(�)

1 + �
Ki

*app �
ℎ

    
𝑘𝑘obs

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0

[I]

Nonlinear regression of four-parameter dose-response equation Y=Bottom+(Top-Bottom)/(1+(X/IC50)̂ HillSlope) with Y = 
final product formation velocity vs (in AU/s), X = inhibitor concentration (in M), Bottom = velocity in fully inhibited control vs

min (in AU/s, 
constrained) and Top = maximum velocity in uninhibited control v ctrl (in AU/s, constrained) to find Hillslope = Hill coefficient h (unitless) and 
IC50 = apparent steady-state inhibition constant Ki

*app (in M).

4.	 Optional: Plot and fit kobs against [I] to obtain Ki
app, k5, and k6

This is an optional data processing step to obtain kinetic parameters by fitting to the observed rate kobs (obtained in 
step 2 of Data Analysis 1C), and is used to validate Ki

*app values found in the previous step, to check if nonlinearity in the 
uninhibited control kctrl affects the fit, and/or to generate experimental k5 and k6 values to use in kinetic simulations. 
Plot the mean and standard deviation of kobs (in s−1) on the Y-axis against inhibitor concentration (in M) on the X-axis 
(Figure 8C). Exclude kobs of uninhibited control (kctrl) from the fit. Fit kobs against inhibitor concentration to Equation xi 
to obtain rate constants for the covalent association k5 and covalent dissociation k6, as well as apparent noncovalent 
inhibition constant Ki

app reflecting the rapid (initial) noncovalent equilibrium. Use the inhibitor concentration after 
reaction initiation by enzyme addition (in the final solution). Accurate values are only obtained when uninhibited 
product formation is strictly linear (kctrl = 0). Y-intercept approaching kctrl despite the uninhibited control not being 
included in the fit is a red flag that should not be ignored, as this is indicative of spontaneous enzyme degradation rather 
than k6 dominating kobs at low inhibitor concentrations, for which algebraic corrections are not available (Figure 9C). 
Calculate noncovalent inhibition constant Ki with Sample Calculation 3 and proceed to calculate steady-state inhibition 
constant Ki

* with Sample Calculation 8. Optionally, perform step 6 of Data Analysis 1A to obtain apparent noncovalent 
inhibition constant Ki

app from the initial velocity vi (obtained in step 2 of Data Analysis Protocol 1C).

𝑘𝑘obs = 𝑘𝑘6 + (��)
K i

app + [I]

𝑘𝑘5 [I]

Nonlinear regression of user-defined explicit equation Y=Y0+((kmax*X)/((Kiapp)+X)) with Y = observed reaction rate kobs (in s−1) and 
X = inhibitor concentration (in M) to find Y0 = covalent dissociation rate constant k6 (in s−1), kmax = covalent association rate constant k5 (in 
s−1) and Kiapp = Apparent inhibition constant Ki

app (in M).

5.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental progress curves to the progress curves simulated with 
scripts KinGen and KinDeg to confirm that the calculated kinetic constants are in accordance with the experimental 
data. Experimental estimates of k5 and k6 are generated in the previous step of this protocol.
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Data Analysis Protocol 1D for 2-Step IRREV Inhibition with Substrate Depletion

Processing of raw data obtained with Assay Protocol I for 2-step irreversible covalent inhibitors with 
nonlinearity in the uninhibited control resultant from substrate depletion ([P]t < 0.1[S]0).

Before you start, validate compliance with essential assay reaction conditions such as the Hit-and-
Run model. This algebraic correction for substrate depletion has additional requirements for assay 
conditions, 84 and is only compatible with 2-step irreversible inhibition (Figure 10). Validate that the 
product formation reaction complies with the Hit-and-Run model E + S → E + P (shown in Figure 10A): 
substrate concentration must be far below the KM ([S]0 < 0.1KM) to calculate the pseudo-first order 
reaction rate constant for enzymatic product formation ksub = kcat/KM (M−1s−1). Observed nonlinearity 
in the uninhibited control should be fully attributed to substrate depletion (Figure 10B). Convert the 
maximum signal F ctrl (in AU) into product concentration (in M) using the product coefficient rP (in AU/M 
product) as determined in a separate product calibration experiment.68-69 Validate that the total substrate 
conversion to product exceeds 10% of the initial substrate concentration ([Pctrl]t > 0.1[S]0), and that 
substrate depletion is the only factor that contributes to the observed nonlinearity: uninhibited product 
formation should be linear when incubation times are shorter ([P]t < 0.1[S]0) or enzyme concentration 
is lower. Alternatively, perform kinetic analysis by numeric solving if one or more assumptions are 
violated.80

[P]𝑡𝑡  = 
𝐹𝐹𝑡𝑡  − 𝐹𝐹0

𝑟𝑟P
Calculate: Pt=(Ft-F0)/rp with Pt = product concentration at the end of the incubation [P]t (in M), Ft = signal in uninhibited control at 
the end of the incubation time Ft (in AU), F0 = substrate background signal F0 (in AU) and rp = product coefficient rP (in AU/M product).

1.	 Plot signal F against incubation time t
Plot signal (in AU) on the Y-axis against incubation time (in s) on the X-axis for each inhibitor concentration (Figure 10C). 
Label the columns with the inhibitor concentration (in M).

2.	 Perform background correction
Correct for assay artifacts such as fluorescence bleaching and drift that cause a declining signal in the fully inhibited 
control. This correction can be subtraction of the time-dependent background in absence of enzyme but in presence 
of substrate (and inhibitor), or subtraction of the fully inhibited control. Consult the guidelines of your data fitting 
software for instructions on background corrections (e.g. GraphPad Prism).88

3.	 Globally fit Ft against t to obtain kinact and KI
app

Globally fit the progress curves of time-dependent signal Ft for all inhibitor concentrations to Equation iii (Figure 10C). 
Consult the guidelines of your data fitting software for instructions on user-defined (implicit) equations.66 Exclude the 
dataset of the fully inhibited control from the fit. Constrain [E]0 (in M), [S]0 (in M), and [I] = [I]0 (in M) to their theoretical 
values. Originally, [I]0 was locally optimized,80 but we used fixed values of [I]0 in GraphPad Prism. Constrain product 
coefficient rP (in AU/M product) to the value determined in a separate product calibration experiment. Constrain kinact, 
KI, and ksub to a shared value that must be greater than 0 for all datasets and provide initial values that are in the 
anticipated range. Note that Equation iii is in agreement with equation C.16 in Appendix C of the original publication,84 
but [I]0 and kinact were unintentionally displaced in equation 3 in the main text of this publication. Calculate inactivation 
constant KI and irreversible covalent inhibitor potency kinact/KI with Sample Calculations 1 and 2.

𝐹𝐹𝑡𝑡  = 𝐹𝐹0 + 𝑟𝑟P [S]0 � 1 − 𝑒𝑒 −β�1 − 𝑒𝑒 −α𝑡𝑡� �

(���)

    
𝑘𝑘obs

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0

KI
app + [I]

𝑘𝑘inact [I]
α =

β = �                  �  �           �
𝑘𝑘inact

[E]0 𝑘𝑘sub 
[I]

KI
app 

Nonlinear regression of user-defined explicit equation:	 a=kinact*I0/(I0+KIapp)
	 b=(E0*ksub/kinact)*(KIapp/I0)
	 P=S0*(1−exp(−b*(1−exp(−a*X))))
	 Y=Y0+(rp*P)
with Y = time-dependent signal Ft (in AU), X = incubation time t (in s), rp = product coefficient rP (AU/M product, constrained), E0 = 
maximum unbound enzyme concentration at reaction initiation [E]0 (in M, constrained), S0 = maximum unbound substrate concentration 
at reaction initiation [S]0 (in M, constrained) and I0 = maximum unbound inhibitor concentration [I] (in M, column value) to find globally 
shared values for ksub = product formation rate constant ksub = kcat/KM (in M−1s−1, shared), kinact = maximum rate of inactivation kinact (in 
s−1, shared) and KIapp = apparent inactivation constant KI

app (in M, shared).
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4.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental progress curves to the progress curves simulated with 
script KinSubDpl (using experimental rate constant kinact = k5) to confirm that the calculated kinetic constants are in 
accordance with the experimental data.

Assay Protocol II. Incubation Time-Dependent Potency IC50(t)

The below protocol provides a generic set of steps to accomplishing this type of measurement.

Materials
•	1× Assay/reaction buffer supplemented with co-factors and reducing agent
•	Active enzyme, 4× solution in assay buffer
•	Competitive substrate with continuous or quenched read-out, 4× solution in assay buffer
•	Positive control: vehicle/solvent as DMSO stock, or 2% solution in assay buffer
•	Negative control: known inhibitor or alkylating agent as DMSO stock, or 2× solution in assay buffer
•	Inhibitor: as DMSO stock, or serial dilution of 2× solution in assay buffer with 2% DMSO
•	Optional: Development/quenching solution
•	384-well low volume microplate with nonbinding surface (e.g. Corning 3820 or 4513) for incubation/read-out
•	Optical clear cover/seal (e.g. Perkin Elmer TopSeal-A Plus, #6050185, Corning 6575 Universal Optical Sealing Tape 

or Duck Brand HP260 Packing Tape) for continuous read-out, or a general microplate cover/lid (e.g. Corning 6569 
Microplate Aluminum Sealing Tape) for noncontinuous read-out

•	1.5 mL (Eppendorf) microtubes to prepare stock solutions
•	Optional: 96-well microplate to prepare serial dilution of inhibitor concentration
•	Optional: Microtubes to perform incubations (e.g. Eppendorf Protein Lobind Microtubes, #022431018)
•	Microplate reader equipped with appropriate filters to detect product formation (e.g. CLARIOstar microplate reader)
•	Optional: Automated (acoustic) dispenser (e.g. Labcyte ECHO 550 Liquid Handler acoustic dispenser)

Exemplary assay concentrations

Before you start, optimize assay conditions in the uninhibited control to ensure compliance with 
assumptions and restrictions as outlined for Assay Protocol I (see also Figure 13). It is crucial to ensure 
that uninhibited product formation is linear with incubation time for the duration of the measurement: 
no enzyme degradation (kdeg = 0) or other factors contributing to a nonlinearity in product formation 
in the uninhibited control (kctrl = 0) are allowed, as correction for nonlinearity is not possible in Data 
Analysis Protocol 2. This method is compatible with homogeneous (continuous) assays but also with 
assays that require a development/quenching step to visualize formed product.

1.	 Add inhibitor or control (e.g. 0.2 µL) and assay buffer (e.g. 10 µL) to each well with the uninhibited 
control for full enzyme activity containing the same volume of vehicle/solvent instead of inhibitor 
as outlined in step 1 of Assay Protocol I.

Typically, measurements are performed in triplicate (or more replicates) with at least 8 inhibitor concentrations 
spanning the IC50(t). Inhibitor concentrations might need optimization, but a good starting point is [I] = 0.1-5×IC50(t) 
at the shortest incubation time t. Alternatively, larger-volume incubations can be performed in (Eppendorf) Protein 
Lobind microtubes, from which aliquots are transferred to a microplate after the indicated incubation time. Whether 
incubation in tube or plate is performed is a matter of personal preference, compatibility with lab equipment and 
automation, and convenience of dispensing small volumes.

incubation t

[stock] Volume [conc]t

Enzyme 4 nM 5 µL 0.99 nM

Inhibitor 20 nM 10.2 µL 10.10 nM

Substrate 4 µM 5 µL 0.99 µM

Total 20.2 µL
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2.	 Add substrate in assay buffer to each well (e.g. 5 µL of 4× solution) and homogenize the solutions 
by gentle shaking (1 min at 300 rpm).

The order of substrate or inhibitor addition is not important per se, as long as DMSO stocks are added prior to buffered 
(aqueous) solutions and the enzyme is the last reagent to be added, to avoid unintentional preincubation. Inhibitor 
binding mode must be competitive with substrate. Optionally, gently centrifuge the plate or microtubes (1 min at 1000 
rpm) to ensure assay components are not stuck at the top of the well.

3.	 Add active enzyme in assay buffer to each well (e.g. 5 µL of 4× solution) or tube as outlined in 
step 3 of Assay Protocol I.

The accuracy of the measurement improves if the incubation time is monitored precisely.

4.	 Seal the wells by applying an (optical clear) cover or lid, or close the caps of microtubes to prevent 
evaporation of assay components during incubation.

5.	 Optional: Transfer aliquots (e.g. 20 µL) from the reaction mixture to the microplate after each 
time point; if incubation is performed in large volumes (in Protein Lobind microtubes or 96-well 
NBS plate) rather than incubation of replicates in a 384-well microplate.

6.	 Quenching: Add development solution to the reaction mixture in the microplate to quench the 
product formation reaction for assay formats that require a development/quenching step to 
visualize formed product.

Incubation time t is the elapsed time between reaction initiation by enzyme addition (step 3) and (optional) quenching 
of the enzyme activity by addition of development/quenching solution (step 6).

7.	 Measure formed product after incubation by detection of the product read-out in microplate 
reader.

Follow manufacturer advice on waiting time after addition of development solution before read-out. A typical assay 
measurement window is >2 hours, measuring cumulative product formation every 5-30 min (Figure 11B). The best 
results are obtained when inhibitor concentrations cover at least 50% of the DRC at all incubation times and there is a 
significant decrease from the earliest to the last IC50(t) value (Figure 12D).

8.	 Proceed to Data Analysis Protocol 2 to calculate relevant kinetic parameters for 2-step irreversible 
covalent inhibition.

Data Analysis Protocol

EXP Conditions 2-step IRREV 1-step IRREV 2-step REV

kctrl = 0 2 – –

Data Analysis Protocol 2 for 2-Step IRREV Inhibition

Processing of raw data obtained with Assay Protocol I or Assay Protocol II for 2-step irreversible covalent 
inhibitors.

1.	 Plot signal F against incubation time t
Plot cumulative signal (in AU) on the Y-axis against incubation time (in s) on the X-axis for each inhibitor concentration 
and for the controls (Figure 12B). Label the columns with the inhibitor concentration (in M). It is not possible to 
algebraically correct for spontaneous loss of enzyme activity. Validate that the product formation in the uninhibited 
control F ctrl is linear (vi = vs) by performing steps 1-3 of Data Analysis Protocol 1A with kobs = kctrl. Consult Table 6 
(section 5) for troubleshooting of nonlinearity of the uninhibited control.
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2.	 Perform background correction
Correct for assay artifacts such as fluorescence bleaching and drift that cause a declining signal in the fully inhibited 
control. This correction can be subtraction of the time-dependent background in absence of enzyme but in presence 
of substrate (and inhibitor), or subtraction of the fully inhibited control. Consult the guidelines of your data fitting 
software for instructions on background corrections (e.g. GraphPad Prism).88

3.	 Transpose to plot signal F against inhibitor concentration [I]
For each incubation time, transpose the X and Y values to plot signal Ft (in AU) on the Y-axis against inhibitor 
concentration (in M) on the X-axis. Also include product formation in the uninhibited control F ctrl ([I] = 0).

4.	 Normalize Ft /F ctrl

Normalize Ft to lowest value = 0 and highest value = uninhibited product formation F ctrl to obtain fractional product 
formation in presence of inhibitor Ft/F ctrl. Consult the guidelines of your data fitting software for instructions on data 
normalization to the positive and negative controls.88

5.	 Plot and fit Ft /F ctrl against [I] to obtain the incubation time-dependent potency IC50(t)
Plot the dose-response curve of fractional signal Ft/F ctrl against inhibitor concentration (in M), and fit to four-parameter 
nonlinear regression Hill Equation xii to obtain the incubation time-dependent potency IC50(t) (Figure  12C).33 Use 
the inhibitor concentration during incubation: after reaction initiation by enzyme addition but before the (optional) 
addition of development solution (Assay Protocol II, step 3).

            = 
1

(���)

1 + �
IC50(𝑡𝑡)

�
ℎ

    
𝑘𝑘obs

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0

[I]

𝐹𝐹𝑡𝑡

𝐹𝐹 ctrl

Nonlinear regression of four-parameter dose-response equation Y=Bottom+(Top-Bottom)/(1+(IC50/X)̂ HillSlope) with Y = 
fractional product signal Ft /F ctrl (unitless), X = inhibitor concentration [I] (in M), Bottom = normalized fully inhibited product signal = 
0 (unitless, constrained), and Top = normalized uninhibited product signal Ft

ctrl/F0
ctrl = 1 (unitless, constrained) to find Hillslope = Hill 

coefficient h (unitless) and IC50 = incubation time-dependent potency IC50(t) (in M).

6.	 Plot and fit IC50(t) against t to obtain kinact and KI

Plot the mean and standard deviation of IC50(t) (in M) on the Y-axis against incubation time t (in s) on the X-axis 
(Figure 12D). The rate of covalent bond formation at saturating inhibitor concentration kinact and inactivation constant KI 
are obtained by solving implicit Equation iv (shown in Figure 12E).81 Use the substrate concentration during incubation 
(Assay Protocol II, step 3): after reaction initiation by enzyme addition but before (optional) addition of development/
quenching solution. It is important that the Michaelis constant KM be accurate for the reaction conditions (buffer, 
temperature, substrate), as this value is directly used to correct inactivation constant KI for substrate competition. 
Consult the guidelines of your data-fitting software (e.g. GraphPad Prism) 66 for instructions on solving implicit 
equations (where Y appears on both sides of the equal sign). Proceed to Sample Calculation 2 to calculate irreversible 
covalent inhibitor potency kinact/KI with propagation of error.

IC50(𝑡𝑡) = KI �1 + [S]0 � � 2 − 2𝑒𝑒− η 𝑘𝑘inact 𝑡𝑡
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1�  with  η = (��)
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IC50(𝑡𝑡)

�
ℎ    

𝑘𝑘obs
     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0

[I]IC50(𝑡𝑡)

KM η 𝑘𝑘inact 𝑡𝑡
IC50(𝑡𝑡)

KI �1 + [S]0 � + IC50(𝑡𝑡)
KM

Nonlinear regression of user-defined implicit equation: Y=(KI*(1+(S/KM)))*(((2−(2*EXP(−(Y/((KI*(1+(S/KM)))+Y))*kinact 
*X)))/((Y/((KI*(1+(S/KM)))+Y))*kinact*X))−1), with Y = incubation time-dependent potency IC50(t) (in M), X = incubation time t 
(in s), S = maximum unbound substrate concentration at reaction initiation [S]0 (in M, constrained), and KM = Michaelis constant KM (in M, 
constrained) to find kinact = inactivation rate constant kinact (in s−1) and KI = inactivation constant KI (in M).

7.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental read-out to the product formation simulated with scripts 
KinGen and KinDeg (using experimental rate constant kinact = k5) to confirm that the calculated kinetic constants are in 
accordance with the experimental data and found IC50(t) values.
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Assay Protocol III. Preincubation Time-Dependent Inhibition Without Dilution

The protocol below provides a generic set of steps to accomplishing this type of measurement.

Materials
•	1× Assay/reaction buffer supplemented with co-factors and reducing agent
•	Active enzyme, 2× solution in assay buffer
•	Substrate with continuous or quenched read-out, 11× solution in assay buffer
•	Positive control: vehicle/solvent as DMSO stock, or 2% solution in assay buffer
•	Negative control: known inhibitor or alkylating agent as DMSO stock, or 2× solution in assay buffer
•	Inhibitor: as DMSO stock, or serial dilution of 2× solution in assay buffer with 2% DMSO
•	Optional: Development/quenching solution
•	1.5 mL (Eppendorf) microtubes to prepare stock solutions
•	384-well low volume microplate with nonbinding surface (e.g. Corning 3820 or 4513) for preincubation/read-out
•	General microplate cover/lid (e.g. Corning 6569 Microplate Aluminum Sealing Tape) if preincubation is conducted 

in a microplate
•	Optional: 96-well microplate to prepare serial dilution of inhibitor concentration
•	Optional: Microtubes to perform preincubations (e.g. Eppendorf Protein Lobind Microtubes, #022431018)
•	Microplate reader equipped with appropriate filters to detect product formation (e.g. CLARIOstar microplate reader)
•	Optional: Automated (acoustic) dispenser (e.g. Labcyte ECHO 550 Liquid Handler acoustic dispenser)

Exemplary assay concentrations

Before you start, optimize assay conditions in the uninhibited control to ensure compliance with 
assumptions and restrictions, as outlined in section 2.3 and in Assay Protocol I. Consult Table 6 (section 5) 
for common optimization and troubleshooting options. Specific adjustments for Method  III are that 
substrate concentration should be relatively low ([S]0 << KM) to minimize disruption of the noncovalent 
E + I ↔ EI equilibrium or reduction of reaction rates by competition (illustrated in Figure 14A); adjustment 
of the enzyme concentration might be required to ensure that maximum 10% of the substrate is 
processed during the read-out ([P]t < 0.1[S]0) and product formation is linear in the uninhibited control. 
Furthermore, incubation time t must be relatively short to minimize additional time-dependent enzyme 
inhibition after substrate addition. As a rule of thumb, incubation must be much shorter than the 
shortest preincubation (t << t'), unless the product formation read-out is continuous (more details in 
Data Analysis Protocol 3, step 3). Validate that enough product is formed for a good signal/noise ratio 
(Z’ > 0.5) by calculating the Z’-score from the uninhibited and inhibited controls (ideally 8 replicates) in a 
separate experiment.87 This method is compatible with homogeneous (continuous) assays but also with 
assays that require a development/quenching step to visualize formed product. Note that this protocol 
was designed for preincubation and read-out in a 384-well microplate.

1.	 Add inhibitor or control (e.g. 0.2 µL) and assay buffer (e.g. 10 µL) to each well with the uninhibited 
control for full enzyme activity containing the same volume vehicle/solvent instead of inhibitor as 
outlined in step 1 of Assay Protocol I.

Gently shake to mix DMSO with the aqueous buffer. Typically, measurements are performed in triplicate (or more 
replicates) with at least 8 inhibitor concentrations for at least 5 preincubation times. Inhibitor concentrations might need 
optimization, but a rational starting point is to use inhibitor concentrations below 5×IC50 at the shortest preincubation 
time t': inhibition is expected to improve in a time-dependent manner and the best results are obtained when full 
inhibition is not achieved already at the shortest preincubation time. Alternatively, larger-volume preincubations (e.g. 
>200 µL) can be performed in (Eppendorf) microtubes from which aliquots (e.g. 20.2 µL) are transferred to a microplate 
after the indicated preincubation time. Whether preincubation is performed in a tube or microplate is a matter of 
personal preference, compatibility with lab equipment and automation, and convenience of dispensing small volumes.

preincubation t' incubation t

[stock] Volume [conc]t' [stock] Volume [conc]t

Enzyme 2 nM 10 µL 0.99 nM – – 0.90 nM

Inhibitor 20 nM 10.2 µL 10.10 nM – – 9.19 nM

Substrate – – – 11 µM 2 µL 0.99 µM

Total 20.2 µL 22.2 µL
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2.	 Add active enzyme in assay buffer to each well (e.g. 10 µL of 2× solution) or tube to start 
preincubation of enzyme with inhibitor and homogenize the solution by gently shaking (1 min at 
300 rpm). Alternatively, dispensing the enzyme at a high flow rate will also mix the components.

The order of enzyme and inhibitor addition is not important per se, as long as DMSO stocks are added prior to 
buffered (aqueous) solutions. Inhibitor must be present in excess during preincubation ([I]0 > 10[E]0). Optionally, gently 
centrifuge the plate or microtubes (1 min at 1000 rpm) to ensure assay components are not stuck at the top of the well.

3.	 Seal the wells with a cover or lid, and close the caps of microtubes to prevent evaporation of 
assay components during preincubation.

4.	 Optional: Transfer aliquots (e.g. 20.2 µL) from the reaction mixture to the microplate after 
completion of preincubation if performed in larger volumes.

5.	 Add substrate in assay buffer (e.g. 2 µL of 11× solution) to (at least) three replicates after 
preincubation time t'.

Typically, preincubation can run anywhere from several minutes to hours depending on the enzyme stability and 
anticipated inhibitor potency, with superior accuracy if the preincubation time is monitored precisely. Substrate should 
be added in a negligible volume (Vsub < 0.1Vt') to minimize disruption of the noncovalent equilibria by dilution (Vt = Vt') 
(Figure 14A). Because at steady-state the equilibrium can be disrupted by dilution in too much competitive substrate, 
keep the substrate volume Vsub and substrate concentration low ([S]0 < 0.1KM) for successful analysis of 2-step reversible 
inhibitors (Data Analysis 3C). Optionally, homogenize the solutions by gentle shaking (300 rpm) and centrifuge the plate 
or microtubes (1 min at 1000 rpm) to ensure that assay components are not stuck at the top of the well.

6.	 Quenching: Add development solution to the reaction mixture in the microplate to quench the 
product formation reaction if read-out of product formation requires a development/quenching 
step to visualize formed product after incubation time t.

Follow manufacturer advice on waiting time after addition of development solution before read-out. Incubation time 
t is the elapsed time between onset of product formation by substrate addition (step 5) and addition of development/
quenching solution (step 6). A possible advantage to the use of a quenched assay is the possibility to store the samples 
after addition of quenching/development solution (step 6) and measure product formation (step 7) in all samples 
after completion of the final preincubation rather than performing multiple separate measurements (after each 
preincubation time).

7.	 Measure formed product after incubation by detection of the product read-out in microplate 
reader.

Incubation time (after substrate addition) is relatively short (t << LN(2)/kobs) to minimize additional (time-dependent) 
inhibition of enzyme activity during incubation (illustrated in Figure 14B).

8.	 Repeat steps 4-7 of Assay Protocol III for at least another four preincubation times.
Preincubation time t' is the elapsed time between onset of inhibition by mixing enzyme and inhibitor (step 2) and 
addition of substrate (step 5). A typical preincubation assay consists of multiple hours of measuring enzyme activity 
every 5-30 min, depending on enzyme stability and inhibitor reaction rates. Best results are obtained if the incubation 
time t used to calculate enzyme activity is kept constant at all preincubation times.

9.	 Proceed to Data Analysis Protocol 3 to convert the raw experimental data into preincubation 
time-dependent enzyme activity.
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Data Analysis Protocol 3 for all binding modes

Processing of raw experimental data obtained with Assay Protocol III.

1.	 Plot signal F against incubation time t
Plot signal F (in AU) on the Y-axis against the incubation time (in s) on the X-axis for each inhibitor concentration and 
for the controls (Figure 14B). Do this separately for each preincubation time. Proceed to step 3 of this protocol for 
continuous read-out assays that require a longer incubation time to produce enough product for a good signal/noise 
ratio.

2.	 Fit Ft against t to obtain vt'

Fit signal F against incubation time t to Equation xiii (Figure  15B/Figure  17B, left) to obtain preincubation time-
dependent product formation velocity vt' from the linear slope. Consult Table  6 (section  5) for troubleshooting if 
product formation is not linear.

𝐹𝐹𝑡𝑡  = 𝐹𝐹0 + 𝑣𝑣t' 𝑡𝑡 (����)
Nonlinear regression of straight line Y=YIntercept+Slope*X with Y = signal Ft (in AU) and X = incubation time t (in s) to find YIntercept 
= background signal at reaction initiation F0 (in AU) and Slope = preincubation time-dependent product formation velocity vt' (in AU/s).

3.	 Alternative for continuous: Fit Ft against t to obtain vt'

This is an alternative method to obtain vt' from the initial velocity for assays with a continuous read-out, using the 
initial velocity in progress curve analysis (Method I). Fit signal Ft against incubation time t to exponential association 
Equation xiv (Figure 15B/Figure 17B, right) to obtain preincubation time-dependent product formation velocity vt' 
from the initial velocity. This resolves issues with low signal/noise ratios for continuous read-out assays where vt' is not 
linear (due to additional covalent modification during the incubation) by allowing longer incubation times to produce 
sufficient signal.

𝐹𝐹𝑡𝑡 = 𝑣𝑣s 𝑡𝑡 +    
       

       [1 − 𝑒𝑒−𝑘𝑘𝑡𝑡 ] + 𝐹𝐹0

𝑣𝑣t' − 𝑣𝑣s
(���)

𝑘𝑘
Nonlinear regression of user-defined explicit equation Y=(vs*X)+(((vi-vs)/kobs)*(1-EXP(-kobs*X)))+Y0 with Y = signal Ft (in 
AU) and X = incubation time t (in s) to find Y0 = Y-intercept F0 = background signal at t = 0 (in AU), vi = initial slope = preincubation time-
dependent product formation velocity vt' (in AU/s), vs = final slope vs (in AU/s) and kobs = nonlinearity reaction rate k (in s−1).

4.	 Proceed to Data Analysis Protocols to obtain the appropriate kinetic parameters for each 
covalent binding mode: Data  Analysis  Protocol  3Ai or 3Aii for 2-step irreversible inhibitors, 
Data Analysis Protocol 3Bi or 3Bii for 1-step irreversible inhibitors, and Data Analysis Protocol 3C 
for 2-step reversible inhibitors.

Selection of a data analysis method for inhibitors with an irreversible binding mode depends on the desired visual 
representation as well as personal preference. Generally, Data Analysis Protocols 3Ai and 3Bi have less data processing/
manipulation and are more informative for comparison of various inhibitors on a single enzyme target, as they are 
compatible with assessment of inhibitor potency simultaneous with visual assessment of time-dependent enzyme 
stability kctrl (Figure 16B and Figure 18B). Alternative Data Analysis Protocols 3Aii and 3Bii involve normalization of the 
enzyme activity that aids visual assessment of inhibitory potency of a single inhibitor on multiple enzyme targets (that 
might have a variable stability) (Figure 16D and Figure 18D).

Data Analysis Protocol

EXP Conditions 2-step IRREV 1-step IRREV 2-step REV

kctrl = 0 3Ai 3B 3C

kdegE > 0 3Ai or 3Aii 3Bi or 3Bii 3C
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Data Analysis Protocol 3Ai for 2-Step IRREV Inhibition

Processing of experimental data obtained with Assay Protocol III that has been processed according to 
Data Analysis Protocol 3 for 2-step irreversible covalent inhibitors.

1.	 Plot vt' against preincubation time t' for each inhibitor concentration
Plot the mean and standard deviation of vt' (in AU/s) on the Y-axis against preincubation time t' (in s) on the X-axis 
for each inhibitor concentration and the uninhibited control (Figure  15C). Validate that inhibitor concentrations 
are not too high: inhibition should be less than 100% at the shortest t' for at least six inhibitor concentrations. 
Check whether the uninhibited enzyme activity is independent of preincubation time (v0

ctrl  =  vt'
ctrl, Figure  15C): 

an algebraic correction for enzyme instability (kctrl  >  0, Figure  16B) can be performed in step 4 of this protocol by 
accounting for nonlinearity in the uninhibited control in the secondary kobs plot (Figure 16C). Alternatively, proceed to 
Alternative Data Analysis Protocol 3Aii to correct for enzyme instability (v0

ctrl > vt'
ctrl) by normalization of the enzyme 

activity vt'/vt'
ctrl (Figure 16D-E).

2.	 Fit vt' against preincubation time t' to obtain kobs

Fit the mean and standard deviation of vt' against preincubation time t' (Figure 15C/Figure 16B) to Equation v. Constrain 
vs = value in fully inhibited control to obtain the observed reaction rate kobs from initial velocity vi (Y-intercept) to full 
inactivation (Plateau = 0). A lack of initial noncovalent complex (vi = v0

ctrl) is indicative of 1-step binding behavior.

𝑣𝑣t' = 𝑣𝑣s  + �𝑣𝑣i − 𝑣𝑣s� 𝑒𝑒−𝑘𝑘obst' (�)
Nonlinear regression of exponential one-phase decay equation Y=(Y0-Plateau)*EXP(-k*X)+Plateau with Y = preincubation time-
dependent product formation velocity vt' (in AU/s), X = preincubation time t' (in s), and Plateau = final velocity in the fully inhibited control 
vs (in AU/s, constrained) to find Y0 = Y-intercept = initial velocity vi (in AU/s) and k = observed reaction rate kobs (in s−1).

3.	 Plot kobs against [I]
Plot the mean and standard deviation of kobs (in s−1) on the Y-axis against inhibitor concentration (in M) during 
preincubation (before addition of substrate) on the X-axis (Figure 15D/Figure 16C). The plot of kobs against [I] should 
reach a maximum kobs at saturating inhibitor concentration. Note that a linear curve is indicative of 1-step binding 
behavior at non-saturating inhibitor concentrations ([I] << 0.1KI

app: see Figure 3F) with vi = v0
ctrl (shared Y-intercept in 

the previous step). Proceed to step 4 of Data Analysis Protocol 3Bi after it has been validated that the linear curve is not 
resultant from saturating inhibitor concentrations ([I] >> 10KI

app: see Figure 3G) as identified by vi << v0
ctrl, by repeating 

the measurement with lower inhibitor concentrations.

4.	 Fit kobs against [I] to obtain kinact and KI

Fit kobs against inhibitor concentration during preincubation to Equation xv to obtain maximum inactivation rate 
constant kinact and inactivation constant KI. Constrain kctrl = kobs of the uninhibited control (Figure 16C). Inactivation 
constant KI does not have to be corrected for substrate competition because preincubation is conducted in absence 
of competing substrate. Calculate irreversible covalent inhibitor potency kinact/KI with propagation of error with 
Sample Calculation 2.

𝑘𝑘obs = 𝑘𝑘ctrl + (��)
KI + [I]

𝑘𝑘inact [I]

Nonlinear regression of user-defined explicit equation Y=Y0+((kmax*X)/((KI)+X)) with Y = observed reaction rate kobs (in s−1), X = 
inhibitor concentration during preincubation (in M), and Y0 = rate of nonlinearity in uninhibited control kctrl (in s−1, constrained) to find 
kmax = maximum reaction rate kinact (in s−1) and KI = Inactivation constant KI (in M).

5.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental read-out to the product formation simulated with scripts 
KinGen and KinDeg (using experimental rate constant kinact = k5) to confirm that the calculated kinetic constants are in 
accordance with the experimental data. Also perform simulations with KinVol and KinVolDeg to confirm that addition 
of substrate does not significantly affect the noncovalent interactions.
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Alternative Data Analysis Protocol 3Aii for 2-Step IRREV Inhibition

Processing of experimental data obtained with Assay Protocol III that has been processed according to 
Data Analysis Protocol 3 for 2-step irreversible covalent inhibitors.

1.	 Plot vt' against preincubation time t' for each inhibitor concentration
Plot the mean and standard deviation of vt' (in AU/s) on the Y-axis against preincubation time t' (in s) on the X-axis for 
each inhibitor concentration and the uninhibited control (Figure 15C/Figure 16B). Validate that inhibitor concentrations 
are not too high: inhibition should be less than 100% at the shortest t' for at least six inhibitor concentrations.

2.	 Normalize vt' to obtain vt'/v ctrl

Normalize vt' of each inhibitor concentration and the controls to lowest value = 0 (or full inhibition control) and highest 
value = uninhibited product formation vt'

ctrl to obtain normalized enzyme activity vt'/v ctrl. Perform this correction 
separately for each preincubation time.

3.	 Plot and fit vt'/v ctrl against preincubation time t' to obtain kobs

Plot the mean and standard deviation of vt'/v ctrl on the Y-axis against preincubation time t' (in s) on the X-axis 
(Figure  16D). Fit to exponential decay Equation xvi to obtain kobs from initial velocity vi/v0

ctrl to full inactivation 
(Plateau = 0). A lack of initial noncovalent complex (vi/v0

ctrl = 1) is indicative of 1-step binding behavior.

�  
𝑣𝑣t'  � = �  

𝑣𝑣i   � 𝑒𝑒−𝑘𝑘obst' (���)

    
𝑘𝑘obs

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0
IC50(𝑡𝑡)

𝑣𝑣t'
ctrl 𝑣𝑣0

ctrl

Nonlinear regression of exponential one-phase decay equation Y=(Y0-Plateau)*EXP(-k*X)+Plateau with Y = normalized 
preincubation time-dependent product formation velocity vt'/v ctrl (unitless), X = preincubation time t' (in s), and Plateau = normalized final 
velocity vs/vs

ctrl = 0 (unitless, constrained) to find Y0 = Y-intercept = normalized initial velocity vi/v0
ctrl (unitless) and k = observed reaction 

rate kobs (in s−1).

4.	 Plot kobs against [I]
Plot the mean and standard deviation of kobs (in s−1) on the Y-axis against inhibitor concentration (in M) during 
preincubation (before addition of substrate) on the X-axis (Figure  16E). The plot of kobs against [I] should have a 
Y-intercept = 0 and reach a maximum kobs at saturating inhibitor concentration. Note that a linear curve is indicative of 
1-step binding behavior at non‑saturating inhibitor concentrations ([I] << 0.1KI

app: see Figure 3F) with vi = v0
ctrl (shared 

Y-intercept = 1 in the previous step). Proceed to step 5 of Data Analysis Protocol 3Bii after it has been validated that 
the linear curve is not resultant from saturating inhibitor concentrations ([I] >> 10KI

app: see Figure 3G) as identified 
by vi  <<  v0

ctrl (shared Y-intercept = 0 in the previous step), by repeating the measurement with lower inhibitor 
concentrations.

5.	 Fit kobs against [I] to obtain kinact and KI

Fit kobs against inhibitor concentration during preincubation to Equation xvii to obtain maximum inactivation rate 
constant kinact and inactivation constant KI (Figure 16E). Do not correct for enzyme instability (kctrl > 0), as this correction 
has already been performed by normalizing vt' to vt'/v ctrl in step 2 of this protocol. Inactivation constant KI does not 
have to be corrected for substrate competition because preincubation is conducted in absence of competing substrate. 
Calculate irreversible covalent inhibitor potency kinact/KI with propagation of error with Sample Calculation 2.

𝑘𝑘obs = (����)
KI + [I]

𝑘𝑘inact [I]

Nonlinear regression of user-defined explicit equation Y=Y0+((kmax*X)/((KI)+X)) with Y = observed reaction rate kobs (in s−1), X = 
inhibitor concentration during preincubation (in M), and Y0 = 0 (in s−1, constrained) to find kmax = maximum reaction rate kinact (in s−1) and 
KI = Inactivation constant KI (in M).

6.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental read-out to the product formation simulated with scripts 
KinGen and KinDeg (using experimental rate constant kinact = k5) to confirm that the calculated kinetic constants are in 
accordance with the experimental data. Also perform simulations with KinVol and KinVolDeg to confirm that addition 
of substrate does not significantly affect the noncovalent interactions.
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Data Analysis Protocol 3Bi for 1-step IRREV Inhibition

Processing of experimental data obtained with Assay Protocol III that has been processed according to 
Data Analysis Protocol 3 for 1-step irreversible covalent inhibitors and 2-step irreversible inhibitors at 
non‑saturating inhibitor concentrations ([I] ≤ 0.1KI).

1.	 Plot vt' against preincubation time t' for each inhibitor concentration
Plot the mean and standard deviation of vt' (in AU/s) on the Y-axis against preincubation time t' (in s) on the X-axis 
for each inhibitor concentration and the uninhibited control (Figure  17C). Validate that inhibitor concentrations 
are not too high: inhibition should be less than 100% at the shortest t' for at least six inhibitor concentrations. 
Check whether the uninhibited enzyme activity is independent of preincubation time (v0

ctrl  =  vt'
ctrl, Figure  17C): 

an algebraic correction for enzyme instability (kctrl  >  0, Figure  18B) can be performed in step 4 of this protocol by 
accounting for nonlinearity in the uninhibited control in the secondary kobs plot (Figure 18C). Alternatively, proceed to 
Alternative Data Analysis Protocol 3Bii to correct for enzyme instability (v0

ctrl > vt'
ctrl) by normalization of the enzyme 

activity vt'/vt'
ctrl (Figure 18D-E).

2.	 Fit vt' against preincubation time t' to obtain kobs

Fit the mean and standard deviation of vt' against preincubation time t' (Figure 17C/Figure 18B) to Equation v. Constrain 
vs = value in fully inhibited control to obtain the observed reaction rate kobs from initial velocity vi (Y-intercept) to full 
inactivation (Plateau = 0). A lack of initial noncovalent complex (vi = v0

ctrl) is indicative of 1-step binding behavior.

𝑣𝑣t' = 𝑣𝑣s  + �𝑣𝑣i − 𝑣𝑣s� 𝑒𝑒−𝑘𝑘obst' (�)
Nonlinear regression of exponential one-phase decay equation Y=(Y0-Plateau)*EXP(-k*X)+Plateau with Y = preincubation time-
dependent product formation velocity vt' (in AU/s), X = preincubation time t' (in s), and Plateau = final velocity in the fully inhibited control 
vs (in AU/s, constrained) to find Y0 = Y-intercept = initial velocity vi = uninhibited initial velocity v0

ctrl (in AU/s, shared value), and k = observed 
reaction rate kobs (in s−1).

3.	 Plot kobs against [I]
Plot the mean and standard deviation of kobs (in s−1) on the Y-axis against inhibitor concentration (in M) during 
preincubation (before addition of substrate) on the X-axis (Figure 17D/Figure 18C). The plot of kobs against inhibitor 
concentration [I] is linear for 1-step irreversible inhibitors and for 2-step irreversible inhibitors at non‑saturating 
inhibitor concentrations ([I] << 0.1KI).

4.	 Fit kobs against [I] to obtain kchem

Fit kobs against inhibitor concentration during preincubation to Equation xviii to obtain inhibitor potency kchem from 
the linear slope. Constrain Y-intercept kctrl = kobs of the uninhibited control (Figure 18C). Inhibitor potency kchem does 
not have to be corrected for substrate competition because preincubation is conducted in absence of competing 
substrate. Calculate kinact/KI for 2-step irreversible inhibitors at non‑saturating inhibitor concentrations ([I] ≤ 0.1KI) with 
Sample Calculation 9.

𝑘𝑘obs = 𝑘𝑘ctrl + 𝑘𝑘chem [I] (�����)
Nonlinear regression of straight line Y=YIntercept+Slope*X with Y = observed reaction rate kobs (in s−1), X = inhibitor concentration 
during preincubation (in M) and YIntercept = rate of nonlinearity in uninhibited control kctrl (in s−1, constrained) to find Slope = inactivation 
rate constant kchem (in M−1s−1).

5.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental read-out to the product formation simulated with scripts 
KinGen and KinDeg (using experimental rate constant kchem = k3) to confirm that the calculated kinetic constants are in 
accordance with the experimental data. Also perform simulations with KinVol and KinVolDeg to confirm that addition 
of substrate does not significantly affect the reaction rates by dilution and/or competition.
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Alternative Data Analysis Protocol 3Bii for 1-step IRREV Inhibition

Processing of experimental data obtained with Assay Protocol III that has been processed according to 
Data Analysis Protocol 3 for 1-step irreversible covalent inhibitors and 2-step irreversible inhibitors at 
non‑saturating inhibitor concentrations ([I] ≤ 0.1KI).

1.	 Plot vt' against preincubation time t' for each inhibitor concentration
Plot the mean and standard deviation of vt' (in AU/s) on the Y-axis against preincubation time t' (in s) on the X-axis for 
each inhibitor concentration and the uninhibited control (Figure 17C/Figure 18B). Validate that inhibitor concentrations 
are not too high: inhibition should be less than 100% at the shortest t' for at least six inhibitor concentrations.

2.	 Normalize vt' to obtain vt'/v ctrl

Normalize vt' of each inhibitor concentration and the controls to lowest value = 0 (or full inhibition control) and highest 
value = uninhibited product formation vt'

ctrl to obtain normalized enzyme activity vt'/v ctrl. Perform this correction 
separately for each preincubation time.

3.	 Plot and fit vt'/v ctrl against preincubation time t' to obtain kobs

Plot the mean and standard deviation of vt'/v ctrl on the Y-axis against preincubation time t' (in s) on the X-axis 
(Figure  18D). Fit to exponential decay Equation xix to obtain kobs from initial velocity vi /v0

ctrl to full inactivation 
(Plateau = 0). A lack of initial noncovalent complex (vi /v0

ctrl = 1) is indicative of 1-step binding behavior.

�  
𝑣𝑣t'  � = 𝑒𝑒−𝑘𝑘obst' (���)

    
𝑘𝑘obs

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0
IC50(𝑡𝑡)

𝑣𝑣t'
ctrl

Nonlinear regression of exponential one-phase decay equation Y=(Y0-Plateau)*EXP(-k*X)+Plateau with Y = normalized 
preincubation time-dependent product formation velocity vt'/v ctrl (unitless), X = preincubation time t' (in s), Y0 = Y-intercept = normalized 
initial velocity vi /v0

ctrl = 1 (unitless, constrained), and Plateau = normalized final velocity vs /vs
ctrl = 0 (unitless, constrained) to find k = 

observed reaction rate kobs (in s−1).

4.	 Plot kobs against [I]
Plot the mean and standard deviation of kobs (in s−1) on the Y-axis against inhibitor concentration (in M) during 
preincubation (before addition of substrate) on the X-axis (Figure 18E). The plot of kobs against inhibitor concentration [I] 
is linear for 1-step irreversible inhibitors and for 2-step irreversible inhibitors at non‑saturating inhibitor concentrations 
([I] << 0.1KI).

5.	 Fit kobs against [I] to obtain kchem

Fit kobs against inhibitor concentration during preincubation to Equation xx to obtain inhibitor potency kchem from the 
linear slope (Figure 18E). Do not correct for enzyme instability (kctrl > 0), as this correction has already been performed 
by normalizing vt' to vt'/v ctrl in step 2 of this protocol. Inhibitor potency kchem does not have to be corrected for substrate 
competition because preincubation is conducted in absence of competing substrate. Calculate kinact/KI for 2-step 
irreversible inhibitors at non-saturating inhibitor concentrations ([I] ≤ 0.1KI) with Sample Calculation 9. Alternatively, 
inhibitor potency kchem or kinact/KI can be directly calculated from a single kobs and [I] with Sample Calculation 10.

𝑘𝑘obs = 𝑘𝑘chem [I] (��)
Nonlinear regression of straight line Y=YIntercept+Slope*X with Y = observed reaction rate kobs (in s−1), X = inhibitor concentration 
during preincubation (in M), and YIntercept = 0 (in s−1, constrained) to find Slope = inactivation rate constant kchem (in M−1s−1).

6.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental read-out to the product formation simulated with scripts 
KinGen and KinDeg (using experimental rate constant kchem = k3) to confirm that the calculated kinetic constants are in 
accordance with the experimental data. Also perform simulations with KinVol and KinVolDeg to confirm that addition 
of substrate does not significantly affect the reaction rates by dilution and/or competition.
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Data Analysis Protocol 3C for 2-Step REV Inhibition

Processing of experimental data obtained with Assay Protocol III that has been processed according to 
Data Analysis Protocol 3 for 2-step reversible covalent inhibitors.

1.	 Plot vt' against preincubation time t' for each inhibitor concentration
Plot the mean and standard deviation of vt' (in AU/s) on the Y-axis against preincubation time t' (in s) on the X-axis for 
each inhibitor concentration and the uninhibited control (Figure 19C/Figure 20B). Validate that inhibitor concentrations 
are not too high: inhibition should be less than 100% at the shortest t' for at least six inhibitor concentrations. Enzyme 
activity is never truly independent of preincubation time (v0

ctrl > vt'
ctrl) and kinetic analysis of reversible inhibitors is very 

sensitive to small deviations (as illustrated in Figure 9). Therefore, correction for enzyme instability is always performed 
by normalization of the enzyme activity vt'/vt'

ctrl in the next step (illustrated in Figure 20).

2.	 Normalize vt' to obtain vt'/v ctrl

Normalize vt' of each inhibitor concentration and the controls to lowest value = 0 (or full inhibition control) and highest 
value = uninhibited product formation vt'

ctrl to obtain normalized enzyme activity vt'/v ctrl (Figure 20C). Perform this 
correction separately for each preincubation time.

3.	 Plot and fit vt'/v ctrl against preincubation time t' to obtain kobs and vs/vs
ctrl

Plot the mean and standard deviation of vt'/v ctrl on the Y-axis against preincubation time t' (in s) on the X-axis (Figure 20C). 
Fit to exponential decay Equation xxi to obtain kobs from initial velocity vi /v0

ctrl reflecting rapid noncovalent equilibrium 
(Y-intercept vi /v0

ctrl ≤ 1) to the final velocity vs /vs
ctrl reflecting steady-state equilibrium (Plateau vs /vs

ctrl ≥ 0).

�  
𝑣𝑣t'  � = �  

𝑣𝑣s  � + �  
𝑣𝑣i    −   𝑣𝑣s   � 𝑒𝑒−𝑘𝑘obst' (���)

    
𝑘𝑘obs

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0
IC50(𝑡𝑡)

𝑣𝑣t'
ctrl 𝑣𝑣s

ctrl 𝑣𝑣0
ctrl 𝑣𝑣s

ctrl

Nonlinear regression of exponential one-phase decay equation Y=(Y0-Plateau)*EXP(-k*X)+Plateau with Y = normalized 
preincubation time-dependent product formation velocity vt'/v ctrl (unitless) and X = preincubation time t' (in s) to find Y0 = Y-intercept = 
normalized initial velocity vi /v0

ctrl (unitless), Plateau = normalized final velocity vs /vs
ctrl (unitless), and k = observed reaction rate kobs (in s−1).

4.	 Plot and fit vs/vs
ctrl against [I] to obtain Ki

*

Steady-state inhibition constant Ki
* can be calculated from vs /vs

ctrl (obtained in the previous step) reflecting remaining 
fractional enzyme activity after reaching the steady-state inhibitor equilibrium (reaction completion) (Figure 20E). Plot 
the mean and standard deviation of vs /vs

ctrl on the Y-axis against inhibitor concentration (in M) during preincubation 
(before addition of substrate) on the X-axis (Figure 20E), and fit the dose-response curve to four-parameter nonlinear 
regression Hill Equation xxii to obtain steady-state inhibition constant Ki

*.33 The maximum product formation 
velocity at reaction completion corresponds with the uninhibited enzyme activity vs

ctrl/vs
ctrl = 1 and minimum velocity  

vs
min/vs

ctrl  =  0 for (background-)corrected enzyme activity in the full inhibition control. Steady-state equilibrium 
constant Ki

* does not have to be corrected for substrate competition because preincubation is conducted in absence 
of competing substrate.

�  
𝑣𝑣s  � = 1 + 1

(����)

1 + �  
K i

*
 �

ℎ

    
𝑘𝑘obs

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0

[I]𝑣𝑣s
ctrl

Nonlinear regression of four-parameter dose-response equation Y=Bottom+(Top-Bottom)/(1+(X/IC50)̂ HillSlope) with Y 
= fractional steady-state product formation velocity vs /vs

ctrl (unitless), X = inhibitor concentration during preincubation (in M), Bottom 
= velocity in fully inhibited control vs

min/vs
ctrl = 0 (unitless, constrained), and Top = uninhibited enzyme activity vs /vs

ctrl = 1 (unitless, 
constrained) to find Hillslope = Hill coefficient h (unitless) and IC50 = steady-state inhibition constant Ki

* (in M).

5.	 Optional: Plot and fit kobs against [I] to obtain Ki, k5, and k6

This is an optional data processing step to obtain kinetic parameters by fitting to the observed rate kobs (obtained in 
step 3 of Data Analysis Protocol 3C), and can be used to validate Ki

* values found in the previous step or to find values 
for k5 and k6 to use in kinetic simulations (next step in this protocol). Plot the mean and standard deviation of kobs (in 
s−1) on the Y-axis against inhibitor concentration during preincubation (in M) on the X-axis (Figure 20D). Exclude the 
uninhibited control (kctrl = 0 for normalized enzyme activity) from the fit because Y-intercept = k6 rather than kctrl. Fit kobs 
against inhibitor concentration to Equation xxiii to obtain rate constants for the covalent association k5 and covalent 
dissociation k6 as well as noncovalent inhibition constant Ki reflecting the rapid (initial) noncovalent equilibrium. 
Noncovalent equilibrium constant Ki does not have to be corrected for substrate competition because preincubation 
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Assay Protocol IV. Preincubation Time-Dependent Inhibition  
With Dilution/Competition

The protocol below provides a generic set of steps to accomplish this type of measurement.

Materials
•	1× Assay/reaction buffer supplemented with co-factors and reducing agent
•	Active enzyme, 200× solution in assay buffer
•	Substrate with continuous or quenched read-out, 1× solution in assay buffer
•	Positive control: vehicle/solvent as DMSO stock, or 2% solution in assay buffer
•	Negative control: known inhibitor or alkylating agent as DMSO stock, or 200× solution in assay buffer
•	Inhibitor: as DMSO stock, or serial dilution of 200× solution in assay buffer with 2% DMSO
•	Optional: Development/quenching solution
•	1.5 mL (Eppendorf) microtubes to prepare stock solutions
•	384-well low volume microplate with nonbinding surface (e.g. Corning 3820 or 4513) for preincubation
•	Microplate cover/lid (e.g. Corning 6569 Microplate Aluminum Sealing Tape) to seal 384-well plate during preincubation
•	96-well low volume microplate with nonbinding surface (e.g. Corning 3650 or 3820) for quenching and read-out
•	Optional: 96-well microplate to prepare serial dilution of inhibitor concentration
•	Optional: Microtubes to perform preincubations (e.g. Eppendorf Protein Lobind Microtubes, #022431018)
•	Optional: 384-well low volume microplate with nonbinding surface (e.g. Corning 3820 or 4513) for read-out
•	Microplate reader equipped with appropriate filters to detect product formation (e.g. CLARIOstar microplate reader)
•	Optional: Automated (acoustic) dispenser (e.g. Labcyte ECHO 550 Liquid Handler acoustic dispenser)

Exemplary assay concentrations

Before you start, optimize assay conditions in the uninhibited control to ensure compliance with 
assumptions and restrictions, as outlined in Assay Protocol  I. Consult Table 6 (section 5) for common 
optimization and troubleshooting options.

incubation t' incubation t

[stock] Volume [conc]t' [stock] Volume [conc]t

Enzyme 200 nM 10 µL 99 nM – 1 µL 1.0 nM

Inhibitor 2000 nM 10.2 µL 1010 nM – 1 µL 10 nM

Substrate – – – 10 µM 198 µL 9.9 µM

Total 20.2 µL 200 µL

is conducted in absence of competing substrate. Proceed to Sample Calculation 8 to calculate steady-state inhibition 
constant Ki

* from experimental values of Ki, k5, and k6.

𝑘𝑘obs = 𝑘𝑘6 + (�����)
K i + [I]

𝑘𝑘5 [I]

Nonlinear regression of user-defined explicit equation Y=Y0+((kmax*X)/((Ki)+X)) with Y = observed reaction rate kobs (in s−1) and X = 
inhibitor concentration during preincubation (in M) to find Y0 = covalent dissociation rate constant k6 (in s−1), kmax = covalent association 
rate constant k5 (in s−1), and Ki = inhibition constant Ki (in M).

6.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental read-out to the product formation simulated with scripts 
KinGen and KinDeg to confirm that the calculated kinetic constants are in accordance with the experimental data. Also 
perform simulations with KinVol and KinVolDeg to confirm that addition of substrate does not significantly affect the 
noncovalent interactions/equilibria or reaction rates by dilution and/or competition. Experimental estimates of k5 and 
k6 are generated in the previous step of this protocol.
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Specific adjustments for Method IV
Substrate should be added in a large volume (Vsub >> Vt') and/or at a high concentration ([S]0 >> KM) 
to quench time-dependent enzyme inhibition (as illustrated in Figure 21). Enzyme concentration after 
dilution [Etotal]t should be adjusted to correspond to maximum 10% substrate conversion until the end 
of the incubation in the uninhibited control ([P]t < 0.1[S]0), and substrate should be present in excess 
([S]0  >  10[Etotal]t). Preincubation-dependent enzyme activity should be calculated from initial, linear 
product formation after substrate addition. Validate that enough product is formed for a good signal:noise  
ratio (Z’ > 0.5) by calculating the Z’-score from the uninhibited and inhibited controls (ideally 8 replicates) 
in a separate experiment.87 This method is compatible with homogeneous (continuous) assays but 
also with assays that require a development/quenching step to visualize formed product. Note that 
preincubation in very small volumes (<10 µL) is not representative/reliable and the volume after 
100-fold dilution in substrate will often exceed the maximum well volume of assay plates. Therefore, 
preincubation is typically performed in a larger volume (tube or plate) from which aliquots are removed 
at the end of the preincubation. In this protocol, we perform incubations in triplicate (20 µL per replicate) 
in a 384-well plate, from which 2 µL aliquots are removed and quenched in 198 µL substrate in a 96-well 
plate that is also used for read-out. Optionally, it is possible to then transfer 20 µL to a 384-well plate for 
read-out, but multiple transfers of assays solutions will introduce errors. Alternatively, preincubation can 
be performed in microtubes or a 96-well plate.

1.	 Add inhibitor or control (e.g. 0.2 µL) and assay buffer (e.g. 10 µL) to each well with the uninhibited 
control for full enzyme activity containing the same volume vehicle/solvent instead of inhibitor, 
as outlined in step 1 of Assay Protocol III.

Gently shake to mix DMSO with the aqueous buffer. Typically, measurements are performed in triplicate (or more 
replicates) with at least 8 inhibitor concentrations for at least 5 preincubation times. Inhibitor concentrations might 
need optimization, but a rational starting point is to use inhibitor concentrations below 5×IC50 at the shortest 
preincubation time t': inhibition is expected to improve in a time-dependent manner, and the best results are obtained 
when full inhibition is not achieved already at the shortest preincubation time. Whether preincubation is performed 
in a tube or microplate is a matter of personal preference, compatibility with lab equipment and automation, and 
convenience of dispensing small volumes.

2.	 Add active enzyme in assay buffer to each well (e.g. 10 µL of 200× solution) or tube to start 
preincubation of enzyme with inhibitor and homogenize the solution by gently shaking (1 min at 
300 rpm). Alternatively, dispensing the enzyme at a high flow rate will also mix the components.

The order of enzyme and inhibitor addition is not important per se, as long as DMSO stocks are added prior to 
buffered (aqueous) solutions. Inhibitor must be present in excess during preincubation ([I]0 > 10[E]0). Optionally, gently 
centrifuge the plate or microtubes (1 min at 1000 rpm) to ensure assay components are not stuck at the top of the well.

3.	 Seal the wells with a cover or lid, and close the caps of microtubes to prevent evaporation of 
assay components during preincubation.

4.	 Remove a single aliquot in volume Vt' (e.g. 2 µL) from the reaction mixture, and transfer to a 
96‑well microplate already containing a large volume (volume Vsub) of substrate (e.g. 198 µL of 1× 
solution in assay buffer) after preincubation time t'.

Substrate should be added in a large volume (Vt << Vt') and/or at a high concentration ([S] >> KM) to quench time-
dependent addition enzyme inhibition during incubation by dilution ([I]t  <<  [I]t') or competition (increasing KI

app or 
decreasing kchem

app). Dilution to inhibitor concentration far below the equilibrium concentration ([I]t << Ki
app) promotes 

dissociation of noncovalently bound inhibitor after substrate addition (illustrated in Figure 21A). The accuracy of the 
measurement improves if the preincubation time is monitored precisely. Optionally, homogenize the solutions by 
gentle shaking (300 rpm) and centrifuge the plate (1 min at 1000 rpm) to ensure assay components are not stuck at 
the top of the well.

5.	 Quenching: Add development solution to the reaction mixture in the microplate to quench the 
product formation reaction if read-out of product formation requires a development/quenching 
step to visualize formed product after incubation time t.

Follow manufacturer advice on waiting time after addition of development solution before read-out. Incubation time 
t is the elapsed time between onset of product formation by substrate addition (step 4) and addition of development/
quenching solution (step 5). A possible advantage to the use of a quenched assay is the ability to store the samples 



147

Kinetic Evaluation of Covalent Inhibition in Enzymatic Assays

3

Data Analysis Protocol 4 for 1-step and 2-step IRREV Inhibition

Processing of raw experimental data obtained with Assay Protocol IV for irreversible inhibitors.

1.	 Plot signal F against incubation time t
Plot signal F (in AU) on the Y-axis against the incubation time (in s) on the X-axis for each inhibitor concentration and for 
the controls (Figure 22B, Figure 24B). Do this separately for each preincubation time.

2.	 Fit Ft against t to obtain vt'

Fit signal Ft against incubation time t to Equation xiii (Figure 22B, Figure 24B) to obtain preincubation time-dependent 
product formation velocity vt' from the linear slope. Linear product formation is indicative of effective disruption of 
additional covalent modification during incubation by dilution in excess substrate (Figure 21A). If product formation is 
not linear: consult Table 6 (section 5) for troubleshooting or change to Data Analysis Protocol 3.

𝐹𝐹𝑡𝑡  = 𝐹𝐹0 + 𝑣𝑣t' 𝑡𝑡 (����)
Nonlinear regression of straight line Y=YIntercept+Slope*X with Y = signal Ft (in AU) and X = incubation time t (in s) to find YIntercept 
= background signal at reaction initiation F0 (in AU) and Slope = preincubation time-dependent product formation velocity vt' (in AU/s).

3.	 Proceed to Data Analysis Protocols to obtain the appropriate kinetic parameters for each 
covalent binding mode: Data Analysis Protocol 4Ai or 4Aii for 2-step irreversible inhibitors and 
Data Analysis Protocol 4Bi or 4Bii for 1-step irreversible inhibitors

Selection of a data analysis protocols for inhibitors with an irreversible binding mode depends on the desired visual 
representation as well as personal preference. Generally, Data Analysis Protocols 4Ai and 4Bi have less data processing/
manipulation and are more informative for comparison of various inhibitors on a single enzyme target, as they are 
compatible with assessment of inhibitor potency simultaneous with visual assessment of time-dependent enzyme 
stability kctrl (Figure 23B‑C, Figure 25B‑C). Alternative Data Analysis Protocols 4Aii and 4Bii involve normalization of the 
enzyme activity that aids visual assessment of inhibitory potency of a single inhibitor on multiple enzyme targets (that 
might have a variable stability) (Figure 23D‑E, Figure 25D‑E).

Data Analysis Protocol

EXP Conditions 2-step IRREV 1-step IRREV 2-step REV

kctrl = 0 4Ai or 4Aii 4Bi or 4Bii –

kdegE > 0 4Ai or 4Aii 4Bi or 4Bii –

after addition of quenching/development solution (step 5) and measure product formation (step 6) in all samples 
after completion of the final preincubation rather than performing multiple separate measurements (after each 
preincubation time).

6.	 Optional: Transfer aliquot (e.g. 20 µL) to a 384-well microplate for read-out.
Typically, the total volume after dilution in substrate solution (Vt = Vsub + Vt') exceeds the maximum well volume of 
a 384‑well microplate. Transfer an appropriate amount of reaction mixture (at least two technical replicates) to a 
microplate. This step can be skipped if read-out is performed in a 96-well plate.

7.	 Measure formed product after incubation by detection of the product read-out in reader.
Incubation time t (after substrate addition) is arbitrary as long as product formation is linear in uninhibited as well as 
inhibited samples (Figure 21B).

8.	 Repeat steps 4-7 of Assay Protocol IV for at least another four preincubation times.
Preincubation time t' is the elapsed time between onset of inhibition by mixing enzyme and inhibitor (step 2) and 
addition of substrate (step 4). A typical preincubation assay is multiple hours measuring enzyme activity every 5-30 
min, depending on enzyme stability and inhibitor reaction rates. Best results are obtained if the incubation time t used 
to calculate enzyme activity is kept constant at all preincubation times.

9.	 Proceed to Data  Analysis  Protocol  4 to convert the raw experimental data into preincubation 
time-dependent enzyme activity.
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Data Analysis Protocol 4Ai for 2-step IRREV Inhibition

Processing of experimental data obtained with Assay Protocol IV that has been processed according to 
Data Analysis Protocol 4 for 2-step irreversible inhibitors.

1.	 Plot vt' against preincubation time t' for each inhibitor concentration
Plot the mean and standard deviation of vt' (in AU/s) on the Y-axis against preincubation time t' (in s) on the X-axis for 
each inhibitor concentration and the uninhibited control (Figure 22C). Validate that inhibitor concentrations are not 
too high: inhibition should be less than 100% at the shortest t' for at least six inhibitor concentrations. Check whether 
the uninhibited enzyme activity is independent of preincubation time (v0

ctrl = vt'
ctrl): an algebraic correction for enzyme 

instability (kctrl > 0, Figure 23B) can be performed in step 4 of this protocol by accounting for nonlinearity in the uninhibited 
control in the secondary kobs plot (Figure  23C). Alternatively, proceed to Alternative  Data  Analysis  Protocol  4Bii to 
correct for enzyme instability (v0

ctrl > vt'
ctrl) by normalization of the enzyme activity vt'/vt'

ctrl (Figure 23D‑E).

2.	 Fit vt' against preincubation time t' to obtain kobs

Fit the mean and standard deviation of vt' against preincubation time t' (Figure  22C/Figure  23B) for each inhibitor 
concentration to bounded exponential decay Equation vi with shared value for initial velocity vi to obtain the observed 
reaction rate kobs from initial velocity vi (Y-intercept) to full inactivation (vs in fully inhibited control). A lack of initial 
noncovalent complex (vi = v0

ctrl) is indicative of effective disruption of noncovalent interactions by dilution in excess 
substrate. Validate this by fitting without constraints for vi. Proceed to Data Analysis Protocol 3Ai if deviations (vi < v0

ctrl) 
are observed.

𝑣𝑣t' = 𝑣𝑣ctrl 𝑒𝑒−𝑘𝑘obst' (��)0

Nonlinear regression of exponential one-phase decay equation Y=(Y0-Plateau)*EXP(-k*X)+Plateau with Y = preincubation time-
dependent product formation velocity vt' (in AU/s), X = preincubation time t' (in s) and Plateau = final velocity vs = 0 or vs

ctrl in fully inhibited 
control (in AU/s, constrained) to find Y0 = Y-intercept = initial velocity vi = uninhibited velocity v0

ctrl (in AU/s, shared value) and k = observed 
reaction rate kobs (in s−1).

3.	 Plot kobs against [I]
Plot the mean and standard deviation of kobs (in s−1) on the Y-axis against inhibitor concentration (in M) during 
preincubation (before addition of substrate) on the X-axis (Figure 22D/Figure 23C). The plot of kobs against [I] should 
reach a maximum kobs at saturating inhibitor concentration. Note that a linear curve is indicative of 1-step binding 
behavior at non-saturating inhibitor concentrations ([I] << 0.1KI

app: see Figure 3F) with vi = v0
ctrl (shared Y-intercept in 

the previous step). Proceed to step 4 of Data Analysis Protocol 4Bi after it has been validated that the linear curve is not 
resultant from saturating inhibitor concentrations ([I] >> 10KI

app: see Figure 3G) as identified by vi << v0
ctrl, by repeating 

the measurement with lower inhibitor concentrations.

4.	 Fit kobs against [I] to obtain kinact and KI

Fit kobs against inhibitor concentration during preincubation to Equation xv to obtain maximum inactivation rate 
constant kinact and inactivation constant KI. Constrain kctrl = kobs of the uninhibited control (Figure 23C). Inactivation 
constant KI does not have to be corrected for substrate competition because preincubation is conducted in absence 
of competing substrate. Calculate irreversible covalent inhibitor potency kinact/KI with propagation of error with 
Sample Calculation 2.

𝑘𝑘obs = 𝑘𝑘ctrl + (��)
KI + [I]

𝑘𝑘inact [I]

Nonlinear regression of user-defined explicit equation Y=Y0+((kmax*X)/((KI)+X)) with Y = observed reaction rate kobs (in s−1), X = 
inhibitor concentration during preincubation (in M), and Y0 = rate of nonlinearity in uninhibited control kctrl (in s−1, constrained) to find 
kmax = maximum reaction rate kinact (in s−1), and KI = Inactivation constant KI (in M).

5.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental read-out to the product formation simulated with scripts 
KinVol and KinVolDeg (using experimental rate constant kinact = k5) to confirm that the calculated kinetic constants are 
in accordance with the experimental data.
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Alternative Data Analysis Protocol 4Aii for 2-step IRREV Inhibition

Processing of experimental data obtained with Assay Protocol IV that has been processed according to 
Data Analysis Protocol 4 for 2-step irreversible inhibitors.

1.	 Plot vt' against preincubation time t' for each inhibitor concentration
Plot the mean and standard deviation of vt' (in AU/s) on the Y-axis against preincubation time t' (in s) on the X-axis for 
each inhibitor concentration and the uninhibited control (Figure 23B). Validate that inhibitor concentrations are not too 
high: inhibition should be less than 100% at the shortest t' for at least six inhibitor concentrations.

2.	 Normalize vt' to obtain vt'/v ctrl

Normalize vt' of each inhibitor concentration and the controls to lowest value = 0 (or full inhibition control) and highest 
value = uninhibited product formation vt'

ctrl to obtain normalized enzyme activity vt'/v ctrl. Perform this correction 
separately for each preincubation time.

3.	 Plot and fit vt'/v ctrl against preincubation time t' to obtain kobs

Plot the mean and standard deviation of vt'/v ctrl on the Y-axis against preincubation time t' (in s) on the X-axis (Figure 23D). 
Fit to exponential decay Equation xix to obtain kobs from initial velocity vi /v0

ctrl to full inactivation (Plateau = 0). A lack 
of initial noncovalent complex (vi = v0

ctrl) is indicative of effective disruption of noncovalent interactions by dilution in 
excess substrate. Validate this by fitting without constraints for vi. Proceed to Data Analysis Protocol 3Aii if deviations 
(vi < v0

ctrl) are observed.

�  
𝑣𝑣t'  � = 𝑒𝑒−𝑘𝑘obst' (���)

    
𝑘𝑘obs

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0
IC50(𝑡𝑡)

𝑣𝑣t'
ctrl

Nonlinear regression of exponential one-phase decay equation Y=(Y0-Plateau)*EXP(-k*X)+Plateau with Y = normalized 
preincubation time-dependent product formation velocity vt'/v ctrl (unitless), X = preincubation time t' (in s), Y0 = Y-intercept = normalized 
initial velocity vi/v0

ctrl = 1 (unitless, constrained), and Plateau = normalized final velocity vs /vs
ctrl = 0 (unitless, constrained) to find k = 

observed reaction rate kobs (in s−1).

4.	 Plot kobs against [I]
Plot the mean and standard deviation of kobs (in s−1) on the Y-axis against inhibitor concentration (in M) during 
preincubation (before addition of substrate) on the X-axis (Figure  23E). The plot of kobs against [I] should reach a 
maximum kobs at saturating inhibitor concentration. Note that a linear curve is indicative of 1-step binding behavior 
at non-saturating inhibitor concentrations ([I] << 0.1KI

app: see Figure 3F) with vi = v0
ctrl (shared Y-intercept = 1 in the 

previous step). Proceed to step 5 of Data Analysis Protocol 4Bii after it has been validated that the linear curve is not 
resultant from saturating inhibitor concentrations ([I]  >>  10KI

app: see Figure  3G) as identified by vi  <<  v0
ctrl (shared 

Y-intercept = 0 in the previous step), by repeating the measurement with lower inhibitor concentrations.

5.	 Fit kobs against [I] to obtain kinact and KI

Fit kobs against inhibitor concentration during preincubation to Equation xvii to obtain maximum inactivation rate 
constant kinact and inactivation constant KI (Figure 23E). Do not correct for enzyme instability (kctrl > 0), as this correction 
has already been performed by normalizing vt'. Inactivation constant KI does not have to be corrected for substrate 
competition because preincubation is conducted in absence of competing substrate. Calculate irreversible covalent 
inhibitor potency kinact/KI with propagation of error with Sample Calculation 2.

𝑘𝑘obs = (����)
KI + [I]

𝑘𝑘inact [I]

Nonlinear regression of user-defined explicit equation Y=Y0+((kmax*X)/((KI)+X)) with Y = observed reaction rate kobs (in s−1), X = 
inhibitor concentration during preincubation (in M), and Y0 = 0 (in s−1, constrained) to find kmax = maximum reaction rate kinact (in s−1) and 
KI = Inactivation constant KI (in M).

6.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental read-out to the product formation simulated with scripts 
KinVol and KinVolDeg (using experimental rate constant kinact = k5) to confirm that the calculated kinetic constants are 
in accordance with the experimental data.
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Data Analysis Protocol 4Bi for 1-step IRREV Inhibition

Processing of experimental data obtained with Assay Protocol IV that has been processed according to 
Data Analysis Protocol 4 for 1-step irreversible covalent inhibitors and 2-step irreversible inhibitors at 
non‑saturating inhibitor concentrations ([I] ≤ 0.1KI).

1.	 Plot vt' against preincubation time t' for each inhibitor concentration
Plot the mean and standard deviation of vt' (in AU/s) on the Y-axis against preincubation time t' (in s) on the X-axis for 
each inhibitor concentration and the uninhibited control (Figure 24C). Validate that inhibitor concentrations are not 
too high: inhibition should be less than 100% at the shortest t' for at least six inhibitor concentrations. Check whether 
the uninhibited enzyme activity is independent of preincubation time (v0

ctrl = vt'
ctrl): an algebraic correction for enzyme 

instability (kctrl > 0, Figure 25B) can be performed in step 4 of this protocol by accounting for nonlinearity in the uninhibited 
control in the secondary kobs plot (Figure  25C). Alternatively, proceed to Alternative  Data  Analysis  Protocol  4Bii to 
correct for enzyme instability (v0

ctrl > vt'
ctrl) by normalization of the enzyme activity vt' /vt'

ctrl (Figure 25D‑E).

2.	 Fit vt' against preincubation time t' to obtain kobs

Fit the mean and standard deviation of vt' against preincubation time t' (Figure 24C/Figure 25B) for each inhibitor 
concentration to bounded exponential decay Equation vi. Constrain initial velocity vi to a shared value to obtain 
observed reaction rate kobs from initial velocity vi (Y-intercept) to full inactivation (vs  =  0 or value in fully inhibited 
control).

𝑣𝑣t' = 𝑣𝑣ctrl 𝑒𝑒−𝑘𝑘obst' (��)0

Nonlinear regression of exponential one-phase decay equation Y=(Y0-Plateau)*EXP(-k*X)+Plateau with Y = preincubation time-
dependent product formation velocity vt' (in AU/s), X = preincubation time t' (in s), and Plateau = final velocity vs = 0 or vs

ctrl in fully inhibited 
control (in AU/s, constrained) to find Y0 = Y-intercept = initial velocity vi = uninhibited velocity v0

ctrl (in AU/s, shared value) and k = observed 
reaction rate kobs (in s−1).

3.	 Plot kobs against [I]
Plot the mean and standard deviation of kobs (in s−1) on the Y-axis against inhibitor concentration (in M) during 
preincubation (before addition of substrate) on the X-axis (Figure 24D/Figure 25C). The plot of kobs against inhibitor 
concentration [I] is linear for 1-step irreversible inhibitors and for 2-step irreversible inhibitors at non-saturating 
inhibitor concentrations ([I] << 0.1KI).

4.	 Fit kobs against [I] to obtain kchem

Fit kobs against inhibitor concentration during preincubation (in M) to Equation xviii to obtain inhibitor potency kchem 
from the linear slope. Constrain Y-intercept to kctrl: kobs of the uninhibited control (Figure 25C). Inhibitor potency kchem 
does not have to be corrected for substrate competition because preincubation is conducted in absence of competing 
substrate. Calculate kinact/KI for 2-step irreversible inhibitors at non-saturating inhibitor concentrations ([I] ≤ 0.1KI) with 
Sample Calculation 9.

𝑘𝑘obs = 𝑘𝑘ctrl + 𝑘𝑘chem [I] (�����)
Nonlinear regression of straight line Y=YIntercept+Slope*X with Y = observed reaction rate kobs (in s−1), X = inhibitor concentration 
during preincubation (in M), and YIntercept = rate of nonlinearity in uninhibited control kctrl (in s−1, constrained) to find Slope = inactivation 
rate constant kchem (in M−1s−1).

5.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental read-out to the product formation simulated with scripts 
KinVol and KinVolDeg (using experimental rate constant kchem = k3), to confirm that the calculated kinetic constants are 
in accordance with the experimental data.
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Alternative Data Analysis Protocol 4Bii for 1-step IRREV Inhibition

Processing of experimental data obtained with Assay Protocol IV that has been processed according to 
Data Analysis Protocol 4 for 1-step irreversible covalent inhibitors and 2-step irreversible inhibitors at 
non‑saturating inhibitor concentrations ([I] ≤ 0.1KI).

1.	 Plot vt' against preincubation time t' for each inhibitor concentration
Plot the mean and standard deviation of vt' (in AU/s) on the Y-axis against preincubation time t' (in s) on the X-axis for 
each inhibitor concentration and the uninhibited control (Figure 25B). Validate that inhibitor concentrations are not too 
high: inhibition should be less than 100% at the shortest t' for at least six inhibitor concentrations.

2.	 Normalize vt' to obtain vt'/v ctrl

Normalize vt' of each inhibitor concentration and the controls to lowest value = 0 (or full inhibition control) and highest 
value = uninhibited product formation vt'

ctrl to obtain normalized enzyme activity vt' /v ctrl. Perform this correction 
separately for each preincubation time.

3.	 Plot and fit vt'/v ctrl against preincubation time t' to obtain kobs

Plot the mean and standard deviation of vt' /v ctrl on the Y-axis against preincubation time t' (in s) on the X-axis 
(Figure 25D). Fit to exponential decay Equation xix to obtain kobs from initial velocity vi /v0

ctrl (shared value) to full 
inactivation (Plateau = 0).

�  
𝑣𝑣t'  � = 𝑒𝑒−𝑘𝑘obst' (���)

    
𝑘𝑘obs

     [1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 ] + 𝐹𝐹0
IC50(𝑡𝑡)

𝑣𝑣t'
ctrl

Nonlinear regression of exponential one-phase decay equation Y = (Y0-Plateau)*EXP(-k*X) + Plateau with Y = normalized 
preincubation time-dependent product formation velocity vt' /v ctrl (unitless), X = preincubation time t' (in s), Plateau = normalized final 
velocity vs /vs

ctrl = 0 (unitless, constrained), and Y0 = Y-intercept = normalized initial velocity vi /v0
ctrl = 1 (unitless, constrained) to find k = 

observed reaction rate kobs (in s−1).

4.	 Plot kobs against [I]
Plot the mean and standard deviation of kobs (in s−1) on the Y-axis against inhibitor concentration (in M) during 
preincubation (before addition of substrate) on the X-axis (Figure 25E). The plot of kobs against inhibitor concentration [I] 
is linear for 1-step irreversible inhibitors and for 2-step irreversible inhibitors at non-saturating inhibitor concentrations 
([I] << 0.1KI).

5.	 Fit kobs against [I] to obtain kchem

Fit kobs against inhibitor concentration during preincubation to Equation xx to obtain inhibitor potency kchem from 
the linear slope (Figure  25E). Do not correct for enzyme instability (kctrl  >  0), as this correction has already been 
performed by normalizing vt' to vt' /v ctrl in step 2 of this protocol. Inhibitor potency kchem does not have to be corrected 
for substrate competition because preincubation is conducted in absence of competing substrate. Calculate kinact/KI 
for 2-step irreversible inhibitors at non‑saturating inhibitor concentrations ([I] ≤ 0.1KI) with propagation of error with 
Sample Calculation 9. Alternatively, inhibitor potency kchem or kinact/KI can be directly calculated from a single kobs and 
[I] with Sample Calculation 10.

𝑘𝑘obs = 𝑘𝑘chem [I] (��)
Nonlinear regression of straight line Y = YIntercept + Slope*X with Y = observed reaction rate kobs (in s−1), X = inhibitor 
concentration during preincubation (in M), and YIntercept = 0 (in s−1, constrained) to find Slope = inactivation rate constant kchem (in M−1s−1).

6.	 Optional: Validate experimental kinetic parameters with kinetic simulations
Proceed to Kinetic Simulations 1 to compare the experimental read-out to the product formation simulated with scripts 
KinVol and KinVolDeg (using experimental rate constant kchem = k3), to confirm that the calculated kinetic constants are 
in accordance with the experimental data. 
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4.1.	 Sample Calculations

The values obtained in the data analysis protocols have to be converted into relevant inhibition parameters. 
These are fairly straightforward linear calculations and can be performed with more basic software like Microsoft 
EXCEL. For each equation, the values on the right-hand side of the equal sign are known, so it becomes a linear 
calculation to obtain the parameter on the left-hand side. The calculations are listed in order of appearance in the 
manuscript. We have outlined the key assumptions and a little background on the used variables for improved 
readability and direct applicability following the protocols.

Sample Calculation 1. Calculate KI from KI
app

Apparent inactivation constant KI
app (in M) found in Data  Analysis  Protocols  1A or 1D for competitive 2-step 

irreversible inhibitors is corrected for substrate competition to obtain inactivation constant KI (in M), with 
propagation of error. Use substrate concentration [S] (in M) after reaction initiation and KM (in M) as determined 
for these specific assay conditions (buffer, temperature, enzyme, substrate). Proceed to Sample Calculation 2 to 
calculate kinact/KI.

K I =  K I
app
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 �
[S]

σK I
 =     �                  �
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Sample Calculation 2. Calculate kinact/KI from kinact and KI

Irreversible covalent inhibitor potency kinact/KI (in M−1s−1) is calculated from kinact (in s−1) and KI (in M) values 
found in Data Analysis Protocols 1A, 1D, 2, 3Ai, 3Aii, 4Ai or 4Aii and Sample Calculation 1 for 2-step irreversible 
inhibitors, with propagation of error.
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Sample Calculation 3. Calculate Ki from Ki
app

Apparent inhibition constant Ki
app (in M) found in Data Analysis Protocols 1A, 1C, 3Ai, 3Aii or 3C for competitive 

2-step (ir)reversible inhibitors is corrected for substrate competition to obtain inhibition constant Ki (in M) for the 
initial noncovalent equilibrium.89 Use substrate concentration [S] (in M) after reaction initiation and KM (in M) as 
determined for these specific assay conditions (buffer, temperature, enzyme, substrate). Inhibition constant Ki 
approximates inactivation constant KI for 2-step irreversible inhibitors if covalent bond formation is rate-limiting 
(rapid equilibrium assumption).
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Sample Calculation 4. Calculate kchem from kchem
app

Apparent inhibitor potency kchem
app (in M−1s−1) found in Data Analysis Protocol 1B for competitive 1-step 

irreversible inhibitors is corrected for substrate competition to obtain inhibition potency kchem (in M−1s−1) with 
propagation of error. Use substrate concentration [S] (in M) after reaction initiation and KM (in M) as determined 
for these specific assay conditions (buffer, temperature, enzyme, substrate).
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Sample Calculation 5. Calculate kinact/KI
app from kchem

app

The linear slope kchem
app (in M−1s−1) found in Data Analysis Protocol 1B for 2-step irreversible inhibitors equals  

kinact/KI
app when all inhibitor concentrations are non-saturating ([I]  ≤  0.1K i

app). It is not possible to obtain 
individual values of kinact and KI from a linear graph, but it is possible to estimate the upper and lower limits: KI

app 

is much larger than the highest inhibitor concentration if this concentration is non-saturating (KI
app >> [I]max). An 

unchanged slope upon constraining the Y-intercept kctrl (step 5 in Data Analysis Protocol 1B) to the experimental 
value for the uninhibited control validates that all inhibitor concentrations are non-saturating (see Figure 3F) 
rather than saturating (see Figure 3G). Proceed to Sample Calculation 6 to calculate kinact/KI.
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Sample Calculation 6. Calculate kinact/KI from kinact/KI
app

Apparent inactivation potency kinact/KI
app (in M−1s−1) found in Data Analysis Protocols 1A or 1D, or calculated in 

Sample Calculation 5 for competitive 2-step irreversible inhibitors is corrected for substrate competition to obtain 
kinact/KI (in M) with propagation of error. Use substrate concentration [S] (in M) after reaction initiation and KM 
(in M) as determined for these specific assay conditions (buffer, temperature, enzyme, substrate).
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Sample Calculation 7. Calculate Ki
* from Ki

*app

Apparent steady-state inhibition constant Ki
*app (in M) found in Data Analysis Protocols 1C or 3C for competitive 

2-step reversible covalent inhibitors is corrected for substrate competition to obtain steady-state inhibition 
constant Ki

* (in M). Use substrate concentration [S] (in M) after reaction initiation and KM (in M) as determined 
for these specific assay conditions (buffer, temperature, enzyme, substrate).
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Sample Calculation 8. Calculate Ki
* from Ki, k5, and k6

Steady-state inhibition constant Ki
* (in M) of 2-step reversible inhibitors can be calculated from experimental 

values of Ki (in M), k5 (in s−1), and k6 (in s−1) found with Data Analysis Protocols 1C or 3C, and Sample Calculation 3. 
Reliable (relatively) small k6-values can only be obtained with more sensitive methods such as rapid dilution 
assays.29, 33 The uninhibited control must be strictly linear (kctrl = 0) for values found with Data Analysis Protocol 1C. 
This calculation is not the preferred method to obtain Ki

* due to its sensitivity to (experimental) errors in k6 and 
contribution of kctrl: values obtained in Data Analysis Protocol 1C or 3C and Sample Calculation 7 should generally 
be considered as more reliable.
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Sample Calculation 9. Calculate kinact/KI from kchem

The linear slope kchem (in M−1s−1) found in Data Analysis Protocols 3Bi, 3Bii, 4Bi or 4Bii for 2-step irreversible 
inhibitors equals kinact/KI when all inhibitor concentrations are non-saturating ([I] ≤ 0.1KI). It is not possible to 
obtain individual values of kinact and KI from a linear graph, but it is possible to estimate the upper and lower limits: 
KI is much larger than the highest inhibitor concentration if this concentration is non-saturating (KI >> [I]max). An 
unchanged slope upon constraining the Y-intercept kctrl to the experimental value for the uninhibited control in 
step 4 of Data Analysis Protocols 3Bi and 4Bi validates that all inhibitor concentrations are non-saturating (see 
Figure 3F) rather than saturating (see Figure 3G).

𝑘𝑘chem = � 
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Sample Calculation 10. Calculate kchem or kinact/KI from kobs and [I]
Divide the kobs-value (in s−1) obtained in Alternative Data Analysis Protocols 3Bii or 4Bii by its corresponding 
inhibitor concentration (in M) to calculate irreversible inhibitor potency kchem (in M−1s−1) or kinact/KI (in M−1s−1). This 
calculation is only accurate for normalized kobs values (unaffected by contribution of kctrl), in absence of competing 
substrate, and (only applicable for 2-step irreversible inhibitors) at non-saturating inhibitor concentration.
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4.2.	 Kinetic simulations

The figures illustrating the protocols in this work are generated using kinetic simulation scripts. These scripts are 
available online and can be used to validate the obtained kinetic parameters or help in optimizing your assay. 
On a more educational level, these scripts can show what your assay result could look like when using wildly 
different parameters to obtain more insight into how these affect your assay. A tutorial on how to perform kinetic 
simulations can be found on the website of our kinetic simulation scripts. Note: loading this page for the first time 
can take up to 5 minutes, and involves an automatic redirection (reloading) to the Landing Page.

Materials
•	Kinetic Simulation Script (https://tinyurl.com/kineticsimulations) 
•	Software to open csv files (e.g. EXCEL)
•	Data fitting software (e.g. GraphPad Prism)
•	Experimental values found in Data Analysis Protocols 1-4

Kinetic Simulation 1. Validation of Experimental Values
Perform kinetic simulations to validate that calculated kinetic parameters are in accordance with experimental 
RAW data. Estimate microscopic rate constants from reported (literature) values, or use association rate 
constants k1 = k3 = 106-109 M−1s−1 (rapid noncovalent association) to calculate the dissociation rate constants 
from the experimental equilibrium constants: k4 = Ki × k3 (Table S1) and k2 = (KM × k1) − kcat (Figure S1). Ideally, also 
simulate the HTS reaction conditions to validate that the calculated kinetic constants give rise to the experimental 
inhibition or IC50.35

Kinetic Simulation 2. Rational Design of Validation Assays
Perform kinetic simulations with the calculated kinetic parameters to rationalize assay conditions for subsequent 
validation assays such as the minimum/maximum (pre)incubation times for reversibility assays or MS detection 
of the covalent adduct (formulas can be found in Table 5).

Table 5  |  Calculations to rationalize assay conditions.
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5.	 Troubleshooting

Like with any experimental method, our described methods will also require the necessary 
optimization. Since data analysis depends heavily on the experimental input, it is very 
important to optimize assay conditions, rather than trying to apply data corrections, to obtain 
reliable kinetic parameters. As the assay conditions will vary widely, depending on the enzyme 
used,79 we can only give general pointers on the optimization of the assay conditions (Table 6). 
Luckily, many model substrates come with a satisfactory user manual or are described in 
extensive methods papers.68-69 These resources generally state reagents required for the reaction 
(e.g. fresh reducing agent, for cysteine-based catalysis) or additives that stabilize the read-out 
(such as BSA or Tween-20; to prevent aspecific aggregation). The control for full inhibition 
of (catalytic) cysteines is typically a thiol-alkylating reagent such as iodoacetamide (IAc) or 
N-methylmaleimide (NEM), or a known inhibitor.

As the assay performance is essential to get reliable fits, we recommend focusing on potential 
experimental problems before looking into issues with fitting. A great guide for general 
assay optimization can be found online in the assay guidance manual of the NCATS.90 A 
comprehensive troubleshooting table with potential solutions that deal with various issues 
causing a troublesome read-out can be found on the next pages (Table 6). For the first half 
of Table 6, these solutions are generally related to the assay conditions and can generally be 
executed in the optimization stage. The latter half of Table 6 is more geared towards after the 
data analysis of an initial experiment. The problems and accompanying solutions deal more 
with the experimental setup: how much inhibitor or substrate one needs to add becomes more 
apparent after these first data points. Some solutions, like changing inhibitor or substrate 
concentrations, can be simulated with our set of interactive kinetic simulation scripts. For 
better understanding and help in optimizing, we recommend simulating these conditions with 
our scripts to see what would happen when changing the concentrations.

Sample Calculation 9. Calculate kinact/KI from kchem

The linear slope kchem (in M−1s−1) found in Data Analysis Protocols 3Bi, 3Bii, 4Bi or 4Bii for 2-step irreversible 
inhibitors equals kinact/KI when all inhibitor concentrations are non-saturating ([I] ≤ 0.1KI). It is not possible to 
obtain individual values of kinact and KI from a linear graph, but it is possible to estimate the upper and lower limits: 
KI is much larger than the highest inhibitor concentration if this concentration is non-saturating (KI >> [I]max). An 
unchanged slope upon constraining the Y-intercept kctrl to the experimental value for the uninhibited control in 
step 4 of Data Analysis Protocols 3Bi and 4Bi validates that all inhibitor concentrations are non-saturating (see 
Figure 3F) rather than saturating (see Figure 3G).
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Sample Calculation 10. Calculate kchem or kinact/KI from kobs and [I]
Divide the kobs-value (in s−1) obtained in Alternative Data Analysis Protocols 3Bii or 4Bii by its corresponding 
inhibitor concentration (in M) to calculate irreversible inhibitor potency kchem (in M−1s−1) or kinact/KI (in M−1s−1). This 
calculation is only accurate for normalized kobs values (unaffected by contribution of kctrl), in absence of competing 
substrate, and (only applicable for 2-step irreversible inhibitors) at non-saturating inhibitor concentration.
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4.2.	 Kinetic simulations

The figures illustrating the protocols in this work are generated using kinetic simulation scripts. These scripts are 
available online and can be used to validate the obtained kinetic parameters or help in optimizing your assay. 
On a more educational level, these scripts can show what your assay result could look like when using wildly 
different parameters to obtain more insight into how these affect your assay. A tutorial on how to perform kinetic 
simulations can be found on the website of our kinetic simulation scripts. Note: loading this page for the first time 
can take up to 5 minutes, and involves an automatic redirection (reloading) to the Landing Page.

Materials
•	Kinetic Simulation Script (https://tinyurl.com/kineticsimulations) 
•	Software to open csv files (e.g. EXCEL)
•	Data fitting software (e.g. GraphPad Prism)
•	Experimental values found in Data Analysis Protocols 1-4

Kinetic Simulation 1. Validation of Experimental Values
Perform kinetic simulations to validate that calculated kinetic parameters are in accordance with experimental 
RAW data. Estimate microscopic rate constants from reported (literature) values, or use association rate 
constants k1 = k3 = 106-109 M−1s−1 (rapid noncovalent association) to calculate the dissociation rate constants 
from the experimental equilibrium constants: k4 = Ki × k3 (Table S1) and k2 = (KM × k1) − kcat (Figure S1). Ideally, also 
simulate the HTS reaction conditions to validate that the calculated kinetic constants give rise to the experimental 
inhibition or IC50.35

Kinetic Simulation 2. Rational Design of Validation Assays
Perform kinetic simulations with the calculated kinetic parameters to rationalize assay conditions for subsequent 
validation assays such as the minimum/maximum (pre)incubation times for reversibility assays or MS detection 
of the covalent adduct (formulas can be found in Table 5).

Table 5  |  Calculations to rationalize assay conditions.

Reaction conditions for linearity in uninhibited control E + S ↔ ES → E + P

Maximum enzyme concentration [E]0 for 10% substrate conversion 
during incubation in the uninhibited control ([S]0 ≥ 10[E]0) 

Maximum incubation time t for 10% substrate conversion in the 
uninhibited control ([S]0 ≥ 10[E]0) 

Reaction conditions for covalent occupancy E + I ↔ EI → EI*

Expected covalent occupancy [EI*]t'/[E]0 after preincubation t' (in 
absence of competitor)

Minimum preincubation time t' (in absence of competitor) to 
reach covalent occupancy [EI*]t'/[E]0 ≥ 0.6
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Table 6  |  Troubleshooting and Optimization Experimental Assay Conditions.

Problem Possible cause Solutions

Difference 
positive and 

negative 
control is not 

significant 
(poor Z’-score)

Enzyme is not active 
(enough)

Increase [E] (not always possible with very potent inhibitors)
Increase [S] to increase absolute maximum signal
Optimize buffer components
Switch to a substrate that is processed faster
Activate enzyme with fresh reagents (e.g. DTT, ATP) in single-use aliquots
Minimize freeze/thaw cycles

Signal product is not 
significant compared to 

substrate

Change fluorophore/read-out
Optimize buffer components

Negative control or 
inhibitor does not inhibit

Change to reported (specific) inhibitor
Use thiol-alkylating reagent (e.g. NEM, IAc) for cysteines
Use no-enzyme as negative control
Increase concentration of inhibitor
Make fresh dilution/aliquots of inhibitor solution

DMSO in positive control 
acts as inhibitor

Validate: compare enzyme activity with/without DMSO
Reduce DMSO to max. 1% of final solution

Machine settings/
sensitivity

Check if [P] is within the sensitivity range of used machine
Optimize gain settings for [P] = 0-20% [S]0
Check if correct wavelengths/settings are selected

Pipetting error
Frequently replace pipette tips to avoid contamination of positive control with 
inhibitor (from negative control)
Avoid well-to-well contamination by using an automated dispenser

Nonlinear 
uninhibited 

product 
formation 
curve F ctrl

Substrate depletion
([P]t > 0.1[S]0)

Decrease [E]
Increase [S]
Shorter incubation time

Spontaneous inactivation 
of enzyme (kdeg > 0)

Optimize buffer conditions for stability
Use nonbinding surface plates
Shorter incubation time

Drift/evaporation Cover/seal plate with optical clear cover
Shorter incubation time

Pre-steady state kinetics
(lag phase)

Increase [S] to reach E + S ↔ ES equilibrium faster
Preincubate enzyme with reducing agent/ATP

Solution is not 
homogeneous Introduce mixing step before addition of final component

Fluorescence bleaching/
quenching

Optimize excitation conditions (e.g. lower no. of flashes)
Longer measurement intervals/less measurements

Linear inhibited 
progress 
curve Ft

Inhibition is not 
time‑dependent

(or kobs is too slow)

Longer (pre)incubation time (t > 0.1t½)
Increase [I]
Reduce [S] to decrease competition
Activate enzyme with fresh reagents (e.g. DTT, ATP)
Validate with different enzyme batch/construct

Full initial 
inhibition for 

all [I]
(vi = 0)

Noncovalent affinity is too 
potent ([I] >> Ki

app)

Reduce [I]
Higher [S] to increase competition (higher Ki

app)
Use method based on covalency (Method IV or direct detection)

kobs is too fast for 
detection/resolvable range 

(inhibition is not slow-
binding)

Shorter minimal (pre)incubation time
Higher [S] to increase competition (slower kobs)
Reduce [I] (slower kobs)

Table 6 continues on the next page
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Problem Possible cause Solutions

F0 is not 
constant

Delay between enzyme 
addition and read-out

Reduce [E] (less substrate conversion during delay)
Correcting t = 0 for actual time after addition
Use injector in plate reader
Validate row effect: change lay-out of plate (first well has higher F0 than last 
well, but containing same components) and reduce number of samples in one 
measurement.

Fluorescence interference 
inhibitor

Validate: check F0 for inhibitor (no substrate and enzyme), substrate 
(no enzyme) and substrate and inhibitor (no enzyme)
Exclude high [I]
Background subtraction (subtract values substrate/inhibitor without enzyme 
from enzyme/substrate/inhibitor signal)

Pipetting error substrate Check for bubbles when pipetting
Use low-binding tips

kobs values are 
low compared 
to uninhibited 

control kctrl

Enzyme is unstable
(high kctrl)

Optimize assay conditions to improve linearity of uninhibited control  
(lower kctrl)
Use preincubation protocol (Method III & IV): higher kobs without competition

Enzyme is not reactive
(low kobs)

Optimize buffer conditions to increase enzyme reactivity
Add (fresh) reagents (e.g. DTT, ATP) in single-use aliquots
Validate with different enzyme batch/construct
Too many freeze/thaw cycles

Low inhibitor 
concentration

([I] << Ki
app)

Decrease [S] to reduce competition
Increase [I]
Use preincubation protocol (Method III & IV): higher kobs without competition

Slow reaction kobs

Reduce [S] (less competition)
Longer (pre)incubation time (t > 0.1t½)
Use preincubation protocol (Method III & IV): higher kobs without competition
Optimize buffer conditions to increase enzyme reactivity

kobs vs. [I] is 
linear

Inhibitor has 1-step 
binding mode

Validate: Y-intercept = kctrl in kobs vs. [I] plot
Validate: vi = v0

ctrl in [P]t vs. t or vt' vs. t' plots
Increase [I] to exclude 2-step [I] << KI

app

Decrease [S] to exclude 2-step [I] << KI
app

2-step IRREV inhibitor is 
non-saturating

([I] << KI
app)

Validate: Y-intercept = kctrl in kobs vs. [I] plot
Validate: vi = v0

ctrl in [P]t vs. t or vt' vs. t' plots
Fit kobs vs. [I] to linear function for combined value kinact/KI

Increase [I]
Decrease [S] to reduce competition (lower KI

app)
Use preincubation protocol (Method III & IV): no competition

2-step IRREV inhibitor is 
saturating

([I] >> KI
app)

Validate: Y-intercept > kctrl in kobs vs. [I] plot
Validate: vi < v0

ctrl in [P]t vs. t or vt' vs. t' plots
Decrease [I]
Increase [S] to increase competition (higher KI

app)

kobs decreases 
with increasing 

[I]

Inhibitor concentration 
beyond resolvable range: 
noncovalent affinity is too 

potent ([I] >> Ki
app)

Optimize [I] range (vi = 0.1-0.9×v ctrl)
Increase [S] (increase competition to increase Ki

app)
Exclude unlikely values from fit

Incorrect formula to 
calculate kobs

Validate if correct equation is used to determine kobs;  
reversible covalent/irreversible covalent, 1-step/2-step etc.

Table 6  |  Troubleshooting and Optimization Experimental Assay Conditions. (continued)
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6.	 Conclusion

The background of covalent inhibition kinetics and critical parameters for enzyme activity 
assays can be found in section 2. It is recommended to refer to this section before setting up 
your kinetic inhibition experiments as well as the core references by Copeland to get a general 
background on enzyme activity assays.32-33 We would like to reiterate that good experimental 
performance is essential for obtaining reliable parameters for your covalent inhibitor. Our 
kinetic simulation scripts can help validate the found values by ‘rerunning’ the experiment 
without human error or experimental artifacts. Not only will this give insight into the reliability 
of your assay, but it can also help to improve the assay setup and can show what wildly different 
values of concentrations would do for the read-out. In fact, figures in this manuscript have been 
created this way, and can as such be reproduced. Keep in mind that these are simulations, and 
real-life examples will always deviate due to machine artifacts or pipetting errors. Nevertheless, 
with a working activity assay and these instructions in hand, adequate analysis of covalent 
inhibitors should be very feasible.
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8.	 Supporting Information

8.1.	 Symbols

E	 Unbound enzyme
I	 Unbound inhibitor
EI	 Noncovalent enzyme–inhibitor complex
EI*	 Covalent enzyme–inhibitor adduct
S	 Unbound substrate
ES	 Noncovalent enzyme–substrate complex
P	 (Detectable) product
k1	 Second order association rate constant for E + S ↔ ES reaction (in M−1s−1)
k2	 First order dissociation rate constant for E + S ↔ ES equilibrium (in s−1)
k3	 Second order association rate constant for E + I ↔ EI reaction (in M−1s−1)
k4	 First order dissociation rate constant for E + I ↔ EI equilibrium (in s−1)
k5	 First order association rate constant for EI → EI* reaction (in s−1)
k6	 First order dissociation rate constant for EI ↔ EI* equilibrium (in s−1)
Ft	 Detected signal reflecting product formation in presence of inhibitor after incubation t (in AU)
F ctrl	 Detected signal reflecting product formation in the uninhibited control (in AU)
F0	 Background signal at reaction initiation (in AU)
rP	 Product coefficient for detected signal per formed product (in AU/M)
vi	 Initial product formation velocity in presence of inhibitor (in AU/s)
vs	 Steady-state/final product formation velocity in presence of inhibitor (in AU/s)
vt'	 Product formation velocity after preincubation t' (in AU/s)
v ctrl	 Product formation velocity in the uninhibited control (in AU/s)
vt'

ctrl	 Product formation velocity in the uninhibited control after preincubation t' (in AU/s)
v0

ctrl	 Product formation velocity in the uninhibited control without preincubation: t'= 0 (in AU/s)
t	 Incubation time after onset of product formation (in s)
t'	 Preincubation time after onset of enzyme inhibition (in s)
t½	 Half-life for reaction progress (in s)
t½diss	 Half-life for dissociation reaction (in s)
τ	 Target residence time (in s)
kobs	 Observed reaction rate constant (in s−1)
kmax	 Maximum reaction rate constant at saturating inhibitor concentration for 2-step inhibition (in s−1)
kinact	 Inactivation rate constant for EI → EI* at saturating inhibitor concentration for 2-step IRREV inhibition (in s−1)
kctrl	 Reaction rate constant for nonlinearity or loss of enzyme activity in uninhibited control (in s−1)
kdegE	 Enzyme degradation rate constant for E → Edeg (in s−1)
kcat	 Product formation rate constant for ES → E + P (in s−1) at saturating substrate concentration
ksub	 Reaction rate constant for E + S → E + P (in M−1s−1) (= kcat/KM if [S] << 0.1KM)
kchem	 Reaction rate constant for E + I → EI* of 1-step IRREV inhibitors (in M−1s−1)
koff	 Overall dissociation rate constant from bound to unbound enzyme EI + EI* → E + I (in s−1)
Ki	 Inhibition/dissociation constant (in M) for noncovalent E + I ↔ EI equilibrium of 2-step inhibition
Ki

app	 Apparent noncovalent inhibition constant (in M): with substrate competition
Ki

*	 Steady-state inhibition constant (in M) for E + I ↔ EI + EI* equilibrium of 2-step REV inhibition
Ki

*app	 Apparent steady-state inhibition constant (in M): with substrate competition
KI	 Inactivation constant for E + I → EI* (in M) of 2-step IRREV inhibition
KI

app	 Apparent inactivation constant (in M): with substrate competition
KM	 Michaelis-Menten constant for E + S → E + P (in M)
kinact/KI	 Inactivation efficiency: reaction rate constant for E + I → EI* of 2-step IRREV inhibitors (in M−1s−1)
IC50	 Inhibitor concentration resulting in half-maximum inhibition (in M)
IC50(t)	 Inhibitor concentration resulting in half-maximum inhibition after incubation time t (in M)
[Etotal]	 Combined total concentration of all enzyme species (Etotal = E + EI + EI* + ES + Edeg + EIdeg + EI*deg + ESdeg)
[E]0	 Unbound enzyme concentration at reaction initiation (before binding to inhibitor/substrate)
[I]0	 Unbound inhibitor concentration at onset of inhibition (before binding to enzyme)
[S]0	 Unbound substrate concentration at onset of product formation (before binding to enzyme)
[EI]eq	 Noncovalent EI concentration at (steady-state) equilibrium
[X]0	 Concentration of component X at reaction initiation (before binding to other reaction components)
[X]t	 Concentration of component X at incubation time t
[X]t'	 Concentration of component X at preincubation time t'
Vt	 Incubation reaction volume containing enzyme, inhibitor and substrate (Vt = Vt' + Vsub)
Vt'	 Preincubation reaction volume containing enzyme and inhibitor
Vsub	 Volume containing substrate
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8.2.	 Kinetic Parameters and Microscopic Rate Constants

Table S1  |  Kinetic parameters and microscopic rate constants for pseudo-first order reactions.

1-step REV 2-step REV 2-step IRREV 1-step IRREV

Ki (M) –

Ki
* (M) – – –

KI (M) – – –
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8.3.	 Similarities Michael-Menten Enzyme Kinetics and 2-step IRREV Inhibition

Figure S1  |  Similarities and differences between MM enzyme kinetics and 2-step IRREV inhibition. Simulated 
for substrate S1 with KinSubDpl (left) and 2-step IRREV inhibitor C with KinGen (right). (A) Binding mode. 
(B) Time-dependent product formation at [S] = KM (left) or [I] = KI (right). The biggest difference here is that a 
linear or an exponential model is fitted. (C) Secondary plot fits a bounded one-phase exponential equation. The 
maximum is driven by the rate of the second (irreversible) step and relevant kinetic parameters are derived from 
the maximum and the concentration at half-maximum. (D) Similarities in parameters for kinetic description of 
substrate hydrolysis for enzymes complying with Michaelis-Menten kinetics, and inactivation potency of 2-step 
IRREV inhibitors. KD = dissociation constant for noncovalent E + S ↔ ES equilibrium (M). k1 = association rate constant for E + S ↔ ES equilibrium 

(M−1s−1). k2 = dissociation rate constant for E + S ↔ ES equilibrium (s−1). kcat = rate constant for irreversible ES → E + P reaction (s−1). KM = Michaelis 

constant for substrate hydrolysis (M). Ki = inhibition constant for noncovalent E + I ↔ EI equilibrium (M). k3 = association rate constant for E + I ↔ EI 

equilibrium (M−1s−1). k4 = dissociation rate constant for E + I ↔ EI equilibrium (s−1). kinact = k5 = association rate constant for EI → EI* reaction (s−1).  

KI = inactivation constant for 2-step inactivation (M). v0 = [S]-dependent initial velocity (M/s). Vmax = maximum initial velocity (M/s). kobs = [I]-dependent 

observed rate constant for reaction from [EI*] = 0% to [EI*] = 100% (s−1).
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8.4.	 Linear vs. Nonlinear Regression

Linear regression methods are sometimes used to analyze preincubation-dependent enzyme inhibition 
(Method III and IV) because linear regression does not require dedicated graphical software, and benchmark 
protocols promoting linear regression originate from a time that computation with nonlinear regression 
was not readily available.82-83 Here, observed reaction rate kobs is calculated from the linear slope of the 
natural logarithm of the percentage remaining enzyme activity against preincubation time (Figure S2A). 
The straight line enables relatively simple visual inspection of the fit. For readers that prefer this visual 
output, we recommend fitting the data by nonlinear regression but plotting the preincubation time-
dependent enzyme activity on a semilog scale (Figure S2B).

Figure S2  |  Comparison of linear and nonlinear regression illustrated with the data of inhibitor C in Method III 
(original data in Figure  15C). (A) Linear regression. Reaction rate kobs is obtained from the negative slope 
of the natural logarithm of percentage enzyme activity against preincubation time t'. LN(enzyme activity) 
= LN(100% × vt'/v ctrl). Negative values for LN(enzyme activity) corresponding with enzyme activity below 1% are 
excluded as assay sensitivity is normally insufficient to accurately distinguish 99% from 99.9% inhibition though 
this error will significantly affect the linear fit of kobs. (B) Nonlinear regression. Plot preincubation time-dependent 
enzyme activity against preincubation time on a semilog scale for visual inspection of the fit.
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Mons, E.; Jansen, I.D.C.; Loboda, J.; van Doodewaerd, B.R.; Hermans, J.; Verdoes, M.; van Boeckel, C.A.A.;  
van Veelen, P.A.; Turk, B.; Turk, D.; Ovaa, H. The Alkyne Moiety as a Latent Electrophile in Irreversible Covalent 
Small Molecule Inhibitors of Cathepsin K. J. Am. Chem. Soc. 2019, 141, 3507-3514. doi:10.1021/jacs.8b11027
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Abstract. Irreversible covalent inhibitors can have a beneficial pharmacokinetic/
pharmacodynamics profile but are still often avoided due to the risk of indiscriminate covalent 
reactivity and the resulting adverse effects. To overcome this potential liability, we introduced 
an alkyne moiety as a latent electrophile into small molecule inhibitors of cathepsin K (CatK). 
Alkyne-based inhibitors do not show indiscriminate thiol reactivity but potently inhibit CatK 
protease activity by formation of an irreversible covalent bond with the catalytic cysteine 
residue, confirmed by crystal structure analysis. The rate of covalent bond formation (kinact) 
does not correlate with electrophilicity of the alkyne moiety, indicative of a proximity-driven 
reactivity. Inhibition of CatK-mediated bone resorption is validated in human osteoclasts. 
Together, this work illustrates the potential of alkynes as latent electrophiles in small molecule 
inhibitors, enabling the development of irreversible covalent inhibitors with an improved 
safety profile.
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1.	 Introduction

Irreversible covalent inhibition of a target protein minimizes the required systemic drug 
exposure as protein activity can only be restored by de novo protein synthesis, resulting in a 
prolonged therapeutic effect long after the compound is cleared from the blood.1-2 Strategically 
placing an electrophilic moiety on the inhibitor will allow it to undergo attack by a nucleophilic 
amino acid residue upon binding to the target protein, forming a(n) (ir)reversible bond that is 
much stronger than typical noncovalent interactions. However, the ability to form a covalent 
bond with the target enzyme has raised concerns about indiscriminate reactivity with off-
target proteins,3-5 even though some of the most prescribed drugs are covalent irreversible 
binders.6-7 This led to the disfavor of covalent modifiers as drug candidates until the recent 
successful development of irreversible covalent kinase inhibitors ibrutinib and afatinib, which 
form an irreversible covalent bond between an acrylamide warhead and a nonconserved 
cysteine residue on the ATP-binding site 2, 8-10 but also with nontargeted cellular thiols.11 The 
ability to form covalent adducts with off-target proteins has been linked to an increased risk of 
unpredictable idiosyncratic toxicity along with the daily drug dose administered to patients.11-14 
This risk can be reduced by incorporating less reactive electrophilic moieties into irreversible 
covalent inhibitors. 

Terminal alkynes are generally considered “inert” toward cellular components – in absence 
of radical initiators, metal catalysts, and metabolic activators – and are therefore often 
used in bioorthogonal approaches as chemoselective “Click” handles.15-16 However, our 
group has shown a C-terminal propargyl moiety on ubiquitin to react in an activity-based 
manner with the catalytic cysteine residue in deubiquitinating enzymes (DUBs), forming an 
irreversible thioether bond via an in situ thiol–alkyne addition (Figure 1A).17 Markovnikov 
hydrothiolation of (terminal) alkynes with aliphatic thiols has been described for metal-
catalyzed reactions,19-22 but has not been reported to occur outside the active site of a cysteine 

Figure 1  |  Terminal alkyne moiety as latent electrophile for thiol–alkyne addition. (A) ABPs with ubiquitin 
recognition element and propargyl (Prg) warhead covalently modify the catalytic Cys in CysDUB proteases, 
forming a Markovnikov-type thiovinyl adduct. (B) The nitrile warhead in the established covalent inhibitor 
odanacatib (ODN) forms a reversible covalent adduct with catalytic Cys25 of cysteine protease CatK.18
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protease under physiological conditions. The alkyne moiety on ubiquitin did not react with 
cysteine residues present in nontargeted proteins nor with excess thiol. Work by Sommer et 
al. revealed that the catalytic triad does not have to be intact for covalent bond formation, 
indicating a proximity-driven reactivity. 23 It is believed that the reactivity of the alkyne resulted 
from a template effect – recognition of (large) protein fragments driving the formation of the 
thermodynamically unfavored Markovnikov-type thiovinyl product 24 – and here we show 
that strong enough binding can be achieved with a small molecule recognition part. This 
study highlights the potential of alkynes as latent electrophiles in irreversible covalent small 
molecule inhibitors, as demonstrated for cathepsin K (CatK). CatK is a cysteine protease that 
is highly expressed in osteoclasts and is the most important protease in bone degradation.25 
Implicated in diseases such as osteoporosis, its inhibition has been of therapeutic interest for 
the past decade.26 The most promising small molecule CatK inhibitor to date was odanacatib 
(ODN),18 a nonlysosomotropic inhibitor with a nitrile moiety as reversible covalent warhead 
that binds to catalytic Cys25 (Figure 1B). ODN has a high selectivity for CatK versus other 
cathepsins and only has to be taken once weekly because of its very long half-life of 66-93 h.27 
Clinical development was terminated after phase III clinical trials showed side effects including 
increased stroke risks and cardiovascular events.28-30 It is currently unclear whether this is due 
to inhibition of nonskeletal degradation properties of CatK or because of off-target inhibition.31 
Nonetheless, the close proximity of the nitrile moiety relative to Cys25 made it a suitable model 
to incorporate an alkyne moiety as electrophile.

2.	 Results and Discussion

Synthesis and design. Derivatives of ODN were obtained by functionalization of precursor 1, 
according to reported procedures (Figure 2, Scheme S1).32-33 Replacing the nitrile with an 
alkyne led to compromised solubility in aqueous media for alkyne EM03, which could be 
overcome by removal of the hydrophobic cyclopropane in nitrile EM02, propargyl EM04, 
and monomethylated propargyl EM05. The cyclopropane moiety is not essential for CatK 
inhibition but was introduced in the development of ODN to reduce metabolic liabilities.18 
Alkyne electrophilicity increases if an electron-withdrawing substituent is introduced on the 
terminal position,20, 34 while remaining less electrophilic than acrylamides. Therefore, electron-

Figure 2  |  Design of nitriles ODN and EM02, nonactivated alkyne analogues EM03-EM05, and electron-deficient 
bromoalkyne analogue EM06. Synthesis and yields can be found in Scheme S1.
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deficient alkyne EM06 was taken along to investigate the effect of electrophilicity on the 
inhibitor selectivity. Conjugate addition of cysteine has been reported for electron-deficient 
internal alkynes such as the 2-butynamide warhead – the electrophile in irreversible covalent 
BTK inhibitor acalabrutinib.20, 35-36

Indiscriminate thiol reactivity. Indiscriminate thiol reactivity was assessed following an 
established protocol in which nitrile-based inhibitors form an irreversible covalent adduct 
with cysteine (Figure 3).37 Nitrile-based inhibitors ODN and EM02 show adduct formation 
that increases upon increasing the pH of the buffer, as do acrylamide-based kinase inhibitors 
ibrutinib and afatinib, and irreversible pan-cathepsin inhibitor E-64.38 The cysteine adduct was 
not detected for alkyne-based inhibitors EM03, EM04, and EM05, supporting our hypothesis 
that the nonactivated alkyne is not reactive toward cysteine residues in nontargeted proteins. 
As expected,36 adduct formation with electron-deficient alkynes EM06 and acalabrutinib 
was observed, underlining the importance of alkyne electrophilicity in indiscriminate thiol 
reactivity. Glutathione (GSH), a tripeptide with a cellular concentration of 0.5-10 mM,39 is a 
commonly used biological thiol to assess the risk of idiosyncratic toxicity. Covalent adduct was 
observed upon incubation with 5 mM GSH for acrylamides and electron-deficient alkynes, as 
reported,11, 36 but not for any of the nitriles or nonactivated alkynes. The lack of nitrile adduct 
detection with nitriles ODN and EM02 is not representative, as these form a reversible covalent 
adduct with GSH that quickly dissociates under denaturing conditions.

In vitro inhibition. A recurring issue in CatK drug development is the difference in amino 
acids at the active site for rodentCatK compared to humanCatK, thus reducing the apparent 
potency of ODN up to 182-fold in mice and rats.40 The potency of our inhibitors was assessed 

Figure 3  |  Indiscriminate thiol reactivity assessed by LC-MS analysis following established protocol.37 
(A) Schematic overview. Thiol adducts formed upon incubation with cysteine are quantified from LC-MS UV 
traces. Nitrile warheads form an irreversible adduct with cysteine. (B) Adduct formation upon 23 h incubation 
with 10 mM cysteine or 5 mM GSH at 37 °C in aqueous buffer. Details in Table S1. * Reversible adduct.
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Compound Electrophile pH 5.5 pH 7.5 pH 8.0 pH 7.5

ODN nitrile <1% 17% 48%    <1% *

EM02 nitrile 5% 91% 98%    <1% *

EM03 alkyne <1% <1% <1% <1%

EM04 alkyne <1% <1% <1% <1%

EM05 alkyne <1% <1% <1% 2%

EM06 bromoalkyne <1% 55% 66% 47%

E-64 epoxysuccinate <1% 68% 79% 64%

afatinib acrylamide 92% 98% 95% 94%

ibrutinib acrylamide 9% 99% 96% 91%

acalabrutinib 2-butynamide 19% 98% 97% 95%
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in an in vitro activity assay on recombinant human cathepsins (Table 1). As reported, ODN 
is selective for hCatK with an IC50 below 1 nM. Noncovalent interactions were optimized 
for ODN, and we anticipated that replacing the polarized nitrile moiety by a nonpolarized 
alkyne moiety would decrease the noncovalent interaction with active site residues, thereby 
reducing the noncovalent affinity (Ki). This is indeed reflected in increased IC50 values for all 
alkyne-based inhibitors. Selectivity for CatK over related human cathepsins CatS, CatV, CatL, 
and CatB was conserved for alkynes EM04 and EM05, while all selectivity is lost for electron-
deficient alkyne EM06. Inhibition of hCatK activity was validated in a gel-based probe labeling 
experiment with quenched activity-based probe (qABP) BMV109 (Figure S2).

Binding mode of alkynes is irreversible and covalent. Reversibility of hCatK inhibition 
was assessed in a jump dilution assay. 41 Recombinant hCatK was incubated with inhibitor at 
high concentration to allow full active site occupation and subsequently diluted 300-fold into 
fluorogenic substrate (Z-FR-AMC) solution (Figure 4). For reversible inhibitors, rapid/jump 
dilution induces inhibitor dissociation from the enzyme when the inhibitor concentrations 
before and after dilution span the IC50, resulting in an increase of substrate hydrolysis. For 
inhibitors with an irreversible binding mode, dilution does not induce inhibitor dissociation 
and does not affect enzyme inhibition. The progress curves show that ODN is a (fast) reversible 
inhibitor, while inhibition by alkynes EM04, EM05, and EM06 is irreversible. The covalent 
nature of the cathepsin–inhibitor interaction was elucidated by LC-MS analysis of intact CatK 
and CatK–inhibitor adducts (Figure 5). An increase in the deconvoluted mass corresponding 
to addition of the inhibitor to hCatK was observed for nitrile ODN and alkynes EM04, EM05, 
and EM06, confirming the formation of a covalent hCatK–inhibitor adduct. For ODN, unbound 
CatK was predominantly detected despite the inhibitor concentration far above the Ki

*. This 

Table 1  |  IC50 values (nM) against proteolytic activity of recombinant purified cysteine proteases.

Preincubation of human cysteine protease and inhibitor for 30 min prior to addition of fluorogenic substrate. 
Mean ± SD for a single representative experiment (triplicate measurement). N.A. = not available. Dose-response 
curves are available in Figure S1.

hCatK hCatL hCatS hCatV hCatB papain

ODN 0.56 ± 0.0022 (5.8 ± 0.72)×103 24 ± 0.57 600 ± 40 63 ± 2.5 690 ± 58

EM02 0.57 ± 0.0090 >103 18 ± 0.30 910 ± 110 21 ± 0.66 230 ± 12

EM03 (26 ± 2.2)×103 >105 >105 >105 >105 >105

EM04 290 ± 8.7 >105 (11 ± 0.84)×103 (24 ± 1.4)×103 (9.4 ± 0.63)×103 (14 ± 1.8)×103

EM05 350 ± 12 >105 (16 ± 1.8)×103 (46 ± 2.3)×103 (40 ± 4.4)×103 (22 ± 3.9)×103

EM06 47 ± 1.8 100 ± 4.6 55 ± 2.9 16 ± 0.88 99 ± 5.9 (6.3 ± 0.73)×103

EM07 351 ± 7.6 N.A. N.A. N.A. N.A. N.A.

E-64 1.9 ± 0.032 3.4 ± 0.18 N.A. N.A. N.A. 2.4 ± 0.82
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is probably due to the reversible covalent binding mode; the denaturing conditions of LC-MS 
analysis induce reversible inhibitor dissociation, but the off-rate for ODN is slow enough to still 
detect the adduct.

Figure 4  |  Jump dilution assay to evaluate reversibility of inhibitor binding. (A) Principle of jump dilution. 
300‑fold dilution results in inhibitor concentrations corresponding to full inhibition (before dilution) to full activity 
(after dilution). (B) Progress curves for hCatK proteolytic activity after dilution in 4 µM Z-FR-AMC. Control: E-64 
is an irreversible pan-cathepsin inhibitor. Progress curves for control samples (without dilution) are available in 
Figure S3.

Figure 5  |  Intact protein MS analysis. Representative ionization envelope (left) and deconvoluted electrospray 
ionization mass spectrum (right) upon incubation of recombinant hCatK for 6 h with excess inhibitor. Covalent 
adduct is detected by an increase in m/z values and deconvoluted mass (in Da).

A

Dilute in substrate

Read-out

Preincubate enzyme 
and inhibitor

B

DMSO

ODN

EM04

EM05

EM06

E-64

Time (min)

Su
bs

tr
at

e 
hy

dr
ol

ys
is

 (A
.U

.)

0

20

0 60 90

Jump Dilution

10

30
[inhibitor] (µM)

0.0001 0.001 0.01 0.1 1 10

300x dilution

En
zy

m
e 

ac
tiv

ity
 (%

)

0

100

ODN
+525 Da

hCatK
(unbound)

EM04
+498 Da

EM05
+512 Da

EM06
+577 Da

24,244

20,000 25,000 30,000

Deconvoluted mass (Da)

Calc. 24,244 Da

23,719

24,217

Calc. 24,217 Da

24,231

Calc. 24,231 Da

24,296

Calc. 24,296 Da

800 1200 2000 2400

m/z (Da)
1600

1105
1057

1013
1158

1216

1280

1102
1055

1011
1155

1213

1276

1102
1053

1009

1154

1212

1032
989

949
1078

1130

1156

1032
989

950

1079

1130

1187

23,719



174

Chapter 4

Alkynes form a covalent thiovinyl bond with catalytic cysteine residue. Covalent CatK–
EM04 adduct was submitted to bottom-up proteomic analysis to identify which amino acid 
residue is modified. In the tryptic digestion of unreacted CatK, the various length variant 
peptides containing the NQGQCGSCW-stretch have both Cys22 and Cys25 labeled with a 
carbamidomethyl group due to the alkylation reaction with iodoacetamide during the sample 
processing (Table S2). After reaction with alkyne EM04, these peptides disappear, but various 
peptides containing the NQGQCGSCW-stretch appear labeled with one carbamidomethyl 
group and one inhibitor. Tandem mass spectrometric analysis by HCD and EThcD analysis of 
peptide NQGQCGSCWAFSSVGALEGQLKKK indicates EM04 is on the second cysteine residue 
(Cys25; Table S3). Together, this clearly shows that one of these cysteine residues is labeled, 
most likely catalytic Cys25.

The formation of a vinyl thioether linkage between catalytic Cys25 on hCatK and the internal 
carbon of the alkyne moiety was confirmed by solving the crystal structure of CatK–EM07 
adduct (Figure 6). Mature CatK was inactivated with MMTS (S-methyl methanethiosulfonate) 
for purification and storage, and reactivated with DTT in the presence of alkyne inhibitors 
at high concentration (200 µM) to prevent self-degradation of CatK. Solubility of alkynes 
EM04 and EM05 was not sufficient, which was contributed to the fluoroleucine moiety. We 
therefore synthesized alkyne EM07 – a closely related derivative in which the fluorine on the 
l-leucine building block was replaced by a proton to improve solubility (synthesis shown in 
Scheme S2). The resulting CatK–EM07 adduct was crystallized using a sitting drop method, 
and the structure could be solved at 1.7 Å resolution using maximum-likelihood free-kick (ML 
FK) electron density map.42 The refined structure unambiguously revealed the presence of a 
bond between the thiol atom of Cys25 and the internal carbon in alkyne EM07, with a C–S 
distance of 1.8 Å (Figure 6B).

Figure 6  |  Crystal structure of covalent CatK–EM07 adduct. (A) Structure of EM07 before and after covalent 
bond formation with CatK. (B) X-ray structure of EM07 bound to catalytic Cys25 in CatK. Coordinates and structure 
factors for the CatK–EM07 adduct have been submitted to the protein data bank (PDB), accession number 6QBS. 
Data analysis, refinement statistics and details are provided in Figure S4.
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Kinetic evaluation. The apparent potency of irreversible covalent inhibitors increases upon 
longer incubation with the enzyme, since the interaction of inhibitor with enzyme is not 
at equilibrium.1, 43-46 As a result, the potency of these compounds can better be assessed by 
comparison of the kinact/KI ratio, which can be derived from the progress curve of substrate 
hydrolysis when the reaction is initiated by addition of the enzyme.43 Interestingly, the maximum 
rate of covalent bond formation (kinact) did not correlate with reactivity of the alkyne, as kinact 
for alkyne EM05 is faster than for electron-deficient alkyne EM06 (Table 2). We hypothesize 
that halogen bonding by the terminal bromine with the thiol moiety on hCatK positions the 
alkyne less optimal relative to the cysteine residue thus reducing the rate of proximity-driven 
C–S bond formation.47 The rate of covalent bond formation for ODN (k5) is faster than for the 
alkynes (kinact), also when correcting for the reverse reaction (k6).

Inhibition of bone resorption activity in osteoclasts. Having established the covalent 
and irreversible inhibition of CatK on purified recombinant enzyme, we decided to test 
the inhibitory properties in a biologically relevant setting; inhibition of bone resorption by 
osteoclasts (OCs). OCs are the cells that degrade the bone matrix by secretion of acid and 
CatK into the resorption lacunae, resulting in the cleavage of collagen type I (Figure S6A). OCs 
are essential in bone repair, and aberrant activity is observed in numerous diseases including 
osteoporosis, rheumatoid arthritis, giant cell tumor of the bone, and bone metastases.48-50 

Table 2  |  In vitro kinetic evaluation of hCatK inhibition.

Activity assay using 100 pM recombinant hCatK and 4 µM fluorogenic substrate Z-FR-AMC. Reaction initialization 
by addition of CatK. Mean ± SD for a single representative experiment (triplicate measurement). Progress curves 
and fits are available in Figure S5.

Irreversible covalent

k3

k4

kinact

noncovalent complex covalent adductunbound inhibitor and enzyme

+

kinact (×10−3 s−1) KI
app (nM) kinact/KI (×103 M−1s−1)

EM04 0.19 ± 0.012 211 ± 47 0.95 ± 0.22

EM05 0.79 ± 0.061 3255 ± 602 0.26 ± 0.052

EM06 0.32 ± 0.045 193 ± 83 1.8 ± 0.81

E-64 1.3 ± 0. 086 11 ± 1.6 N.A.

Reversible covalent

k3

k4

noncovalent complex covalent adductunbound inhibitor and enzyme

+
k5

k6

k5 (×10−3 s−1) k6 (×10−3 s−1) Ki
app (nM) Ki

* (nM)

ODN 2.0 ± 0.76 0.66 5.7 ± 4.6 0.41 ± 0.071
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Inhibition of osteoclastic CatK was studied by culturing OCs on cortical bone slices in the 
presence of inhibitor. Mature OCs were obtained by treatment of CD14+ monocytes with 
M-CSF (macrophage colony stimulating factor) and RANKL (receptor activator of nuclear 
factor κB ligand) to stimulate differentiation to mature OCs (Figure 7A).51 Mature OCs are 
formed by merging of mononuclear osteoclast precursors to form large multinucleated cells, 
a process that continued until the end of the culturing period. When the culturing medium 
was refreshed (every 3 days), inhibitor was freshly added to make sure there always is inhibitor 
present to inhibit CatK in the newly formed mature OCs. The OCs were cultured on bone slices 
for sufficient time to clearly observe bone resorption. After culturing for 21 days, the OCs were 
washed off the bone slices and the resorption pits were stained to visualize bone resorption 
activity. OCs with normal CatK activity form trenches, resorbing the bone while they move 
over the surface of the bone. Previously published observations in OCs from CatK−/− mice show 
that OCs lacking CatK are still able to form shallow pits, but unable to form trenches, with 
accumulation of collagen I fragments in the lysosomes.52

Staining of bone slices for bone resorption showed formation of deep trenches for samples 
treated with 3 nM ODN, while 15 nM ODN resulted in the formation of shallow pits 
(Figure 7B), corresponding to an effective dose of around 15 nM.53 Treatment with EM04 
successfully inhibited bone resorption at concentrations from 80 nM, while inhibition with 
EM05 was nonconclusive; we observed trenches as well as pits at all tested concentrations. 
Quantification of the total resorption area confirmed these observations, even though it is 
not possible to distinguish between shallow pits and deep trenches (Figure S6). From this 
experiment, we concluded that alkynes EM04 and EM05 inhibit bone resorption with a higher 
potency than expected based on their potency to inhibit recombinant CatK.

Next, we treated the OC lysates with cathepsin qABP BMV109 to assess whether the observed 
inhibition of bone resorption could be correlated with CatK activity (Figure 7C). CatK activity 
for OCs treated with DMSO is low, which is expected because mature CatK in its uninhibited 
form is self-degrading,54 and the observed bone resorption is the result of secreted mature 
CatK activity. Additionally, we expect that intracellular CatK is predominantly catalytic inactive 
proCatK, which is activated by cleavage of the activation peptide, an autoproteolytic event that 
requires an environment with a low pH for example lysosomes and the resorption lacunae.55 
Interestingly, we observe a strong increase of mature CatK activity in all samples treated with 
ODN, while samples with EM04 or EM05 do not show any CatK activity. The observed increase 
in mature CatK activity for ODN-treated samples does not reflect the actual intracellular 
proteolytic activity, but is the result of displacement of reversibly bound ODN by excess of 
irreversible qABP BMV109. Alkynes EM04 and EM05 form an irreversible covalent bond with 
CatK, and can thus not be displaced by BMV109. Western blotting for CatK revealed an increase 
in the intracellular levels of mature CatK for OCs that were treated with high concentration of 
any inhibitor, which could be the result of inhibition of proteolytic CatK activity, which would 
normally degrade mature CatK.

Counting OCs that were cultured on plastic revealed an increase in the number of OCs for 
the highest concentrations of ODN, EM04 and EM05 (Figure S7). This is in agreement with 
previous reports that observed an increase of OC maturation as a response to CatK activity 
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loss; the same number of bone marrow cells from CatK−/− mice led to a greater number of 
active OCs compared to bone marrow cells from the control mice.52 A significant increase in 
CatK expression upon 100 nM ODN treatment has been reported, without an increase in the 
number of OCs.56 We hypothesize that complete inhibition of CatK activity stimulates the 
maturation of OCs, and further investigations are advised to identify the feedback mechanism. 

Figure 7  |  Inhibition of CatK activity in human osteoclasts (OCs). (A) Maturation of OCs from monocytes (top) 
and schematic overview of cellular assay (bottom). CD14+ monocytes on bone slices were treated with M-CSF 
(day 0) and RANKL (day 3) to stimulate differentiation to mature OCs. Medium containing either inhibitor or 
DMSO was refreshed on day 7, 10, 13, and 16. On day 21, OCs were washed away and lysed, and bone slices 
were stained to visualize bone resorption. Normal OCs predominantly form deep trenches (paths), while OCs 
lacking CatK form small pits (circular dots). (B) Bone resorption visualized by staining of resorption pits with 
Coomassie Brilliant Blue. More staining means more resorption pits and, thus, more bone resorption activity. 
(C) CatK activity and expression in OC lysates. Top: fluorescence scan of CatK bound to irreversible qABP BMV109 
shows mature, active CatK. Middle/bottom: Western blotting against CatK shows total amount of CatK present in 
OC lysates. Darker bands indicate more CatK activity/expression. Full gel scans can be found in Figure S8.
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3.	 Conclusion

To conclude, nonactivated alkynes are not only suitable as latent electrophiles in (large) 
peptides but also in small molecule inhibitors, as demonstrated here for inhibition of cysteine 
protease cathepsin K (CatK). Alkyne-based covalent inhibitors do not show indiscriminate 
thiol reactivity but do form an irreversible covalent bond formation with CatK, as confirmed by 
MS analysis of intact CatK–inhibitor adducts. X-ray crystallography confirmed the formation 
of the Markovnikov-type product between the active site cysteine thiol and the internal carbon 
of the alkyne moiety. Kinetic evaluation shows that the rate of covalent bond formation (kinact) 
does not correlate with electrophilicity of the alkyne, supporting our hypothesis of proximity-
driven reactivity. Optimization of the alkyne position relative to the cysteine residue could 
result in more potent compounds with faster covalent bond formation while not compromising 
on indiscriminate thiol reactivity. Treatment of human osteoclasts (OCs) with alkynes EM04 
and EM05 showed a potent inhibition of CatK-mediated bone resorption activity, with only 
a 5-fold difference in effective dose between ODN and EM04. Further investigations into the 
biological effect of irreversible inhibition of CatK are ongoing.

Finally, we urge everyone using the alkyne moiety as a Click handle to be careful with the 
assumption that the nonactivated alkyne is truly bioorthogonal; the binding of a small 
molecule inhibitor can be strong enough to initiate a thiol–alkyne reaction when the alkyne 
moiety is positioned in close proximity to a cysteine residue. More importantly, based on the 
proof-of-concept studies described herein, we foresee latent electrophiles such as the alkyne to 
be of great value in future development of cysteine-targeting covalent inhibitory drugs with a 
reduced risk of idiosyncratic toxicity.
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4.	 Materials and Methods: Biochemistry

General
Assay buffers are freshly supplemented with DTT (Chem-Impex, #00127), stored in single-use aliquots at −20 °C 
(1M aqueous solution). Protease incubations in larger volumes (>50 µL) were performed in Protein Lobind 
Microtubes (Eppendorf, #022431018) to minimize loss of enzyme and activity. Established irreversible cathepsin 
inhibitor E-64 (Apollo Sci, #BIMI2157), reversible covalent CatK inhibitor odanacatib (ODN; in-house synthesis, 
see section 5.2), thiol-alkylating agent iodoacetamide (IAc; SigmaAldrich, #I6125) were taken along as controls. 

4.1.	 Indiscriminate Thiol Reactivity

Inhibitor (10 mM in DMSO) was diluted 100-fold in aqueous buffer containing 10 mM cysteine or 5 mM GSH, to a 
final concentration of 100 µM inhibitor. Aqueous buffers were freshly supplemented with cysteine or GSH, and 
consisted of PBS pH 7.5 (10 mM phosphate buffer pH7.5, 140 mM NaCl, 2.7 mM KCl), PBS pH 8.0, and MES pH5.5 
(50 mM MES pH5.5, 25 mM EDTA). Reaction mixtures were incubated at 37 °C for 23 h under gentle agitation 
(300 rpm), after which the reaction was quenched by 2-fold dilution in 0.1% FA in 1% DMSO (aq). The samples 
were submitted to LC-MS analysis as soon as possible, at most 5 h post quenching. Samples were analyzed on 
the Waters Alliance 2795 Separation Module system equipped with Waters 2996 Photodiode Array Detector 
(190-750 nm), Waters Xbridge C18 column (2.1×30 mm, 3.5 µm) and LCT ESI- Orthogonal Acceleration Time of 
Flight Mass Spectrometer. Samples were run with a 13 min gradient using 2 mobile phases: A = 1% MeCN, 
0.1% FA in water and B = 1% water and 0.1% FA in MeCN. Data processing was performed using Waters MassLynx 
Mass Spectrometry Software 4.1. UV trace area was calculated by defining the start and end of the peaks using 
the ‘Edit – integrated peaks’ functionality. The intensity of UV signal was determined at a fixed wavelength, 
corresponding to maximum absorption by the compound and adduct: 265 nm (ODN and analogues), 192 nm (E-
64), 260 nm (afatinib/ibrutinib) or 292 nm (acalabrutinib). Adduct formation was quantified from peak 
integration of the UV trace for the peaks corresponding to the intact compound and thiol adduct, and normalized 
to 100%. More details can be found in section 7.2.

4.2.	 In vitro Activity Assays (Fluorogenic Substrate Cleavage)

Human recombinant cathepsin K/L/V/S/B for in vitro activity assays were prepared as published previously.58-60 
Purified human cathepsins are diluted in freshly prepared reaction buffer (50 mM MES pH5.5, 25 mM EDTA, 
2.5 mM DTT), CatK reaction buffers were freshly supplemented with 0.05% Tween20 (v/v). Papain (SigmaAldrich, 
#P3125) was diluted in freshly prepared reaction buffer consisting of 50 mM Tris pH7.6, 100 mM NaCl, 1 mM 
DTT, 1 mg/mL CHAPS and 0.5 mg/mL BGG. Controls are E-64 for cathepsins and iodoacetamide for papain. 
Activity assays were conducted in Corning 3820 Low Volume 384 Well Assay Plate in a final assay volume of 20 
µL. Compounds were transferred using an ECHO 550 Liquid Handler (Labcyte Inc) acoustic dispenser. Plates were 
shaken at 600 rpm for 1 min and centrifuged at 1000 rpm for 1 min prior to incubation. Protease activity was 
quantified using synthetic fluorogenic peptide substrate: Z-FR-AMC (Bachem, #I-1160), Z-RR-AMC (SigmaAldrich, 
#C5429), or Z-FVR-AMC. Fluorescence intensity (λex = 350 nm, λem = 440 nm) was measured every 2 min in 
arbitrary units (A.U.) on a CLARIOstar (BMG Labtech) microplate reader. All measurements were performed 
in triplicate. Data were plotted and analyzed using GraphPad Prism 8. Graphical data represents the mean ± 
standard deviation for a single representative experiment.

Adduct = 100%
�UVadduct + UVinhibitor �

UVadduct
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Potency (IC50)
Inhibitors (200 nL, 100× final concentration in DMSO) were dispensed using an ECHO acoustic dispenser and 
diluted with reaction buffer (10 µL). Purified human cathepsin (5 µL, 4× final concentration, see below) was added 
and the reaction mixture was incubated for 30 min at room temperature. Fluorogenic substrate (5 µL, 4× final 
concentration, see below) was added and fluorescence was measured every 2 min for 90 min. Dose‑response 
curves were calculated from the initial velocity vi (slope 0-20 min, steady state kinetics), and fitted to obtain 
IC50‑values using nonlinear least squares curve fitting (GraphPad Prism: [inhibitor] vs. response – variable slope 
(four parameters)) with fixed values for the top (DMSO control) and bottom (E-64 for cathepsins; IAc for papain). 
More details can be found in section 7.3.

Protease [E] (nM) Fluorogenic substrate [S] (µM) KM (µM) Ref

hCatK 0.15 Z-FR-AMC 40 48.5 61

hCatL 0.005 Z-FR-AMC 4 2.2 62

hCatS 1 Z-FVR-AMC 8 8 62

hCatV 0.025 Z-FR-AMC 4 4.8 63

hCatB 1 Z-RR-AMC 25 173 64

Papain 3 Z-FR-AMC 10 420 65

Concentrations reported above are final concentrations (after addition of substrate)

Jump Dilution Assay
Recombinant purified CatK (EnzoLifeSci, #BML-SE553-0010) in assay buffer containing 10 mM DTT was activated 
at 37 °C for 10 min before addition to inhibitor. The plate is mixed (600 rpm, 1 min) and centrifuged (1000 rpm, 
1 min). Inhibitors and CatK are preincubated at 37 °C for 40 min, followed by preincubation at 26 °C for 20 min. 
Then, samples are diluted 300-fold in reaction buffer containing substrate (jump dilution samples), or substrate 
is added without significant dilution (control samples). The plates are shaken (600  rpm, 26  °C, 1  min) and 
centrifuged (1000  rpm, 1  min) prior to read-out. The total volume/well and final concentration of CatK and 
Z-FR-AMC were kept constant between the controls and jump dilution samples. Inhibitor concentrations were 
selected to correspond to full inhibition prior to dilution (3×IC90), and full activity after dilution (IC10), which was 
validated in the control samples without dilution. Positive and negative controls are DMSO and E-64 (19 nM). 
More details and results can be found in section 7.4.

Jump dilution samples. Inhibitor (100 nL) was transferred to a 384-well plate and DMSO (1 µL) was added, 
followed by CatK (8.9 µL; 120 nM). The reaction mixtures were mixed, centrifuged and preincubated as described 
above. Then 1 µL was diluted 100-fold in Z-FR-AMC (4 µM), of which 30 µL was diluted 3-fold in Z-FR-AMC 
(4 µM): final CatK concentration = 0.35 nM. An aliquot (25 µL) was transferred to a 384-well plate for read-out.

Control samples. Inhibitor (2.5-250 nL) was transferred to a 384-well plate with DMSO backfill to 250 nL, and 
DMSO (2.25 µL) was added, followed by CatK (17.5 µL; 0.5 nM). The reaction mixtures were mixed, centrifuged 
and preincubated as described above. Then 5 µL Z-FR-AMC (20 µM) was added (final CatK concentration is 0.35 
nM) and submitted for read-out.

ODN EM04 EM05 EM06

3×IC90 = [I] before 300-fold dilution 5.6 nM 33 µM 50 µM 5 µM

IC10 = [I] after 300-fold dilution 0.019 nM 0.11 µM 0.17 µM 0.017 µM
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Kinetic Progress Curve Analysis
Inhibitors (200 nL; 100× final concentration in DMSO) were dispensed using an ECHO acoustic dispenser and 
diluted with reaction buffer (10 µL). Fluorogenic substrate Z-FR-AMC (5 µL; 16 µM, 4× final concentration) was 
added and the reaction was started by addition of CatK (5 µL; 400 pM, 4× final concentration). Fluorescence 
intensity was measured every 2 min for 60 min, and data were analyzed using GraphPad Prism 8 to obtain 
kinetic parameters. Measurements were performed in triplicate (n = 3). Baseline was removed (GraphPad 
Prism: Remove Baseline and Column Math – Value-Baseline with Baseline = First Row) to give the corrected 
fluorescence intensity Ft (in RFU). Data analysis was tailored to inhibitor binding mode (as determined in jump 
dilution assays). More details and results can be found in section 7.7.

2-step irreversible covalent inhibitors. Time-dependent fluorescence intensity Ft (in RFU) was plotted against 
incubation time t (in s) for each inhibitor concentration, and the first 60 min were fitted to the one-phase 
exponential association equation below to find the initial velocity vi (in RFU/s) and the observed reaction rate 
constant kobs (in s−1) for time-dependent formation of fluorescent product AMC. The progress curve of the 
uninhibited DMSO control was also fitted to find kctrl.

The means and standard errors of kobs (in s−1) were plotted against inhibitor concentration (in M), and fitted to 
the equation below to obtain maximum inactivation rate constant kinact (in s−1) and apparent inactivation 
constant KI

app (in M) in presence of 4 µM Z-FR-AMC. Nonlinearity in uninhibited kctrl was constrained to the kobs 
of the uninhibited control.

A correction for substrate competition was performed to obtain inactivation constant KI (in M) with Gaussian 
error propagation. The KM value for hCatK Z-FR-AMC affinity was constrained to the reported KM = 48.5 µM.61

2-step reversible covalent inhibitors. Time-dependent fluorescence intensity Ft (in RFU) was plotted against 
incubation time t (in s) for each inhibitor concentration, and the first 60 min were fitted to the one-phase 
exponential association equation below to find the initial velocity vi (in RFU/s), steady-state velocity vs (in RFU/s), 
and the observed reaction rate constant kobs (in s−1) for time-dependent formation of fluorescent product AMC. 
The progress curve of the uninhibited DMSO control was also fitted to find kctrl and vs

ctrl.

The means and standard errors of kobs (in s−1) were plotted against inhibitor concentration (in M), and fitted to 
the equation below to obtain covalent association rate constant k5 (in s−1), covalent dissociation rate constant k6 

(in s−1), and apparent inhibition constant Ki
app (in M). To obtain stable values, the value for k6 was constrained to 

kctrl.
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The means and standard errors of steady-state velocity vs (in RFU/s) were plotted against inhibitor concentration 
(in M), and fitted to Morrison’s quadratic equation with constraints for [E]0 = 0.1 nM, [S]0 = 4 µM, and KM = 48.5 
µM to obtain steady-state inhibition constant Ki

* (in M).

4.3.	 Activity Assays with qABP (In-gel Fluorescence)

Recombinant purified CatK (50 nM) in assay buffer (50 mM  MES pH5.5, 25  mM EDTA, 2.5  mM DTT, 0.05% 
Tween20) was incubated with inhibitor (100 µM) for 2 h at 37 °C. Then, quenched fluorescent probe BMV109 
(500  nM) was added,66 and the reaction mixture was incubated at 37  °C for an additional 2  h. The reaction 
was quenched by addition of loading buffer (3× SDS-PAGE loading buffer, NuPAGE, Invitrogen) containing 
β-mercaptoethanol as a reducing agent and boiling the samples for 10 min at 94 °C. Samples were loaded on 
12% Bis-Tris gels (Invitrogen) and resolved by SDS-PAGE gel electrophoresis with MES (NuPAGE MES SDS running 
buffer 20×, Novex by Life Technologies) as running buffer. Labeled enzyme was visualized by in-gel fluorescence 
using Typhoon FLA 9500 imaging system (GE Healthcare Life Sci) (λex = 635 nm, λem = 665 nm). Subsequently, 
gels were stained with InstantBlue™ Ultrafast Protein Stain (Expedeon Protein Solutions) and scanned using an 
Amersham Imager 600. More details and results can be found in section 7.3.

4.4.	 MS Analysis of Covalent Adduct

Recombinant purified CatK (~1.5 µM) in reaction buffer (20 µL) was incubated with inhibitor (100 µM) at 37 °C 
for 6 h to form the covalent adduct prior to MS analysis. Reaction buffer (50 mM MES pH5.5, 25 mM EDTA, 
2.5 mM DTT) was not supplemented with Tween20. 

Intact protein MS
1 µL injections of the samples containing covalent adduct were made onto a Waters XEVO-G2 XS QTOF UPLC-MS 
system with a Waters Acquity CM detector. Chromatographic separation was carried out on a Waters ACQUITY 
UPLC Protein BEH C4 Column (300 Å, 1.7 µm, 2.1×50 mm) over a 12 min gradient elution of 2-100% MeCN in 
water (0.1% FA) at a flow rate of 0.500 mL/min. For the first 4 min the flow was diverted to the waste to avoid 
contamination of the MS with high concentrations of buffer components. After 4 min, the gradient was started 
and the elution flow was ionized with an ESI ionization source in positive ion mode. The data was analyzed 
using Waters MassLynx Mass Spectrometry Software V4.1. The total mass of the adduct was obtained by 
deconvolution of electrospray ionization mass spectrum envelope (average isotopes) with the MaxEnt1 function. 

Bottom-up MS/MS
Samples containing unbound CatK and preformed CatK–EM04 adduct were run on a 4-12% polyacrylamide 
gradient gel (NuPAGE Bis-Tris Precast Gel, Life Technologies), and stained with Coomassie protein stain. The 
CatK band was cut out, and the proteins subjected to reduction with DTT, alkylation with iodoacetamide and 
in-gel trypsin digestion using Proteineer DP digestion robot (Bruker). Tryptic peptides were extracted from 
the gel slices, lyophilized, dissolved in 95:3:0.1 water/MeCN/FA (v/v/v) and subsequently analyzed by on‐line 
C18 nanoHPLC MS/MS with a system consisting of an Easy nLC 1200 gradient HPLC system (Thermo, Bremen, 
Germany), and a LUMOS mass spectrometer (Thermo). Digests were injected onto a homemade precolumn 
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(100 µm×15 mm; Reprosil-Pur C18-AQ 3 µm, Dr. Maisch, Ammerbuch, Germany) and eluted via a homemade 
analytical nano-HPLC column (75 µm×15 cm; Reprosil-Pur C18-AQ 3 µm). The gradient was run from 0% to 
50% solvent B (20:80:0.1 water/MeCN/FA (v/v/v)) in 20 min. The nano-HPLC column was drawn to a tip of ∼5 
µm and acted as the electrospray needle of the MS source. The LUMOS mass spectrometer was operated in 
data-dependent MS/MS (top-10 mode) with collision energy at 32 V and recording of the MS2 spectrum in the 
orbitrap. In the master scan (MS1) the resolution was 120,000, the scan range 400-1500, at an AGC target of 
400,000 @maximum fill time of 50 ms. Dynamic exclusion after n = 1 with exclusion duration of 10 s. Charge 
states 2-5 were included. For MS2 precursors were isolated with the quadrupole with an isolation width of 
1.2 Da. HCD collision energy was set to 32 V. First mass was set to 110 Da. The MS2 scan resolution was 30,000 
with an AGC target of 50,000 @maximum fill time of 60 ms. EThcD was performed at an AGC value of 50,000, 
at a max fill time of 240 ms, and performed with an additional activation of 15 V. Fragment ion spectra were 
recorded at 120,000 resolution. In a post-analysis process, raw data were first converted to peak lists using 
Proteome Discoverer version 2.2 (Thermo Electron), and then submitted to the Homo sapiens database (71591 
entries), using Mascot v2.2.04 (www.matrixscience.com) for protein identification. Mascot searches were with 
10 ppm and 0.02 Da deviation for precursor and fragment mass, respectively, and trypsin as enzyme. Up to four 
missed cleavages were allowed, and methionine oxidation, and carbamidomethyl on cysteine, and the warhead 
on cysteine and lysine were set as a variable modification. More details and results can be found in section 7.5.

4.5.	 Protein Crystallography

Expression, purification, and activation of hCatK. pPIC9 vector (Invitrogen) carrying cDNA of human 
procathepsin K (Deutsche Ressourcenzentrum für Genomforschung) was introduced into P. Pastoris strain GS115 
(Invitrogen) by electroporation. The highest expressing transformant was selected by screening according to 
Invitrogen Pichia Expression kit (Invitrogen, #K1710-01). Large scale expression took place in ten 5L Erlenmeyer 
flasks of 400 mL of BMMY with the addition of 40 µL antifoam 204 (Sigma, #A8311) per flask, feeding interval 
1% MeOH per day and 22 °C for 4 days. The supernatant was then collected, concentrated to 300 mL and diluted 
at 1:1 ratio with 20 mM HEPES pH7.1. Then 25 mL of SP-sepharose FF (GE Healthcare, #17-079-01) was added 
to the sample and left shaking overnight at 6 °C. Procathepsin K (proCatK) was eluted from the exchanger with 
elution buffer (10 mM HEPES pH7.1, 400 mM NaCl), concentrated to 0.5 mg/mL and stored at −80 °C. Activation 
of proCatK was initiated by adding DTT (5 mM final conc.) to purified proCatK and the sample was diluted at 1:1 
ratio with the activation buffer (100 mM NaOAc pH4) containing 40 µg/mL pepsin (Sigma, #P6887) and incubated 
for 45 min at 37 °C. Pepsin was inactivated by raising pH of the sample to approximately 5.5 with 1M Tris (pH8.5). 
The sample was then purified on MONO S 5/50 column (GE Healthcare, #17-5168-01) on Äkta Express system 
(GE Healthcare). Mature hCatK was captured with elution buffer (50 mM NaOAc pH5.5) at approximately 1M 
NaCl and its proteolytic activity was blocked by incubating with approximately 10-fold molar excess of MMTS 
(Sigma, #208795) for 20 min at 6 °C. The sample was desalted using HiTrap 5 mL column (GE Healthcare) to 
the final buffer (50 mM NaOAc pH5.5, 50 mM NaCl) and stored at −80 °C. Active enzyme concentration was 
determined by titration with E-64 (Sigma, #E3132) based on previously described procedures.40, 55, 62

Adduct formation and crystallization of CatK–EM07 adduct. DTT (final conc. 10 mM) and 160 µL of inhibitor 
EM07 (10 mM stock in DMSO, final inhibitor conc. 200 µM, final conc. DMSO 2%) were added to 8 mL of hCatK 
(approx. 20 µM) and incubated at 37 °C for 8 h. To ensure complete inhibition, the sample was spiked with DTT 
(final 3 mM) after 8 h and left incubating for additional 2 h. The adduct was then centrifuged and supernatant 
was collected and concentrated with Amicon Ultra devices (cut-off 10 kDa) to 15 mg/mL and stored at −80°C. 
Crystals suitable for data collection grew from 20% PEG-3350, 0.2M CaCl2 at 20 °C with sitting drop method. 
For the optimization, the adduct was diluted to 10 mg/mL and drop sizes of both precipitant and adduct were 
varied. Best diffracting crystal grew from the drop consisting of 0.5 µL of adduct and 1 µL of precipitant. The 
crystal was soaked in 35% PEG-3350, 0.2M CaCl2 for 10 seconds for cryoprotection.
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Data collection, structure determination, and refinement for X-ray diffraction. Diffraction data was collected at 
XRD2 beamline at Elettra synchrotron, Trieste67 under cryogenic conditions. Data were first processed with XDS 
software,68 and the unmerged HKL file was used as an input for Pointless, Aimless and Ctruncate (CCP4 suite) 69‑71 
to obtain the merged MTZ file. The CatK part of the 2FTD model from the Protein Data Bank72 was used for 
molecular replacement with Molrep (CCP4 suite).73 The refinement was done with MAIN software74 with ML FK 
target function.42 Inhibitor EM07 was introduced in the model during refinement and fitted in the difference 
ML  FK map. The geometric restraints for EM07 were generated by PURY.75 The established adduct was then 
further refined. Figures were generated in PyMOL v2.2.0. More details and results can be found in section 7.6.

4.6.	 Human Osteoclast Activity

Isolation of CD14+ cells from PBMCs. Osteoclast precursors (CD14+ cells) were isolated from human peripheral 
blood mononuclear cells (PBMCs). Briefly, human buffy coats were obtained from Sanquin Blood Supply 
(Amsterdam, NL), diluted 1:1 with PBS containing 1% citrate, and spun down (800 G for 30 min, without brake) 
in Lymphoprep gradient solution (Elitech). The resulting interphase containing peripheral blood mononuclear 
cells (PBMCs) was collected and washed with 1% citrate in PBS before it was passed through a 40 µm cell strainer 
(Greiner Bio-One) to ensure the recovery of a pure mononuclear cell population. The cells were counted on a 
Muse cell counter (Merck), and cell pellet was resuspended in 80 µL buffer (PBS containing 0.5% BSA and 2 mM 
EDTA) for 107 cells. 20 µL of magnetic MACS CD14 MicroBeads human (Miltenyi Biotec) was added to this cell 
suspension. According to manufacturer instructions, the cells and CD14 microbeads were mixed and incubated 
for 15 min at 4 °C. The column was placed in the magnetic field, rinsed and subsequently the cell suspension was 
applied onto the column. Unlabeled cells pass through. Then the column was removed from the magnet and 
CD14+ cells were flushed out and collected.

Human osteoclast cultures. Osteoclast precursors (CD14+ cells) were plated in CellStar 96 well plates (Greiner 
Bio-One) on plastic and on bovine cortical bone slices (650 µm thick) at a density of 1.3×106 cells/well. Cells were 
cultured for 21 days in α-MEM (Gibco, Paisley, UK) supplemented with 5% fetal calf serum (HyClone), 1× antibiotic 
antimycotic solution containing 100 U/mL penicillin, 100 µg/mL streptomycin and 250 ng/mL amphotericin B 
(Sigma, #A5955), and 25 ng/mL human recombinant M-CSF (R&D systems). After 3 days, the concentration of 
M-CSF was reduced to 10 ng/mL and combined with 2 ng/mL recombinant RANKL (R&D systems) until the end 
of the culture period. From day 7 on, various concentrations of CatK inhibitors were added to the cultures. An 
equal amount of vehicle (DMSO) was added to the control cultures without inhibitors. During culture the cells 
were maintained at 37 °C and 5% CO2 and culture media were refreshed every 3-4 days. After 21 days of culture, 
wells were washed with PBS and either fixed in 4% PBS buffered formaldehyde, stored at 4 °C, and used for 
tartrate-resistant acid phosphatase (TRAcP) staining, or the cells were lysed with lysis buffer (100 mM phosphate 
buffer pH6.0, 0.1% Triton-X100). This cell extract/lysate was stored at −20 °C and used for CatK activity assays 
in osteoclast lysates. The bone slices were stored in MilliQ water at 4 °C for bone resorption visualization. More 
details and results can be found in section 7.8.

Staining of resorption pits on bone slices. Resorption was measured on slices of bovine cortical bone of 650 µm 
thick and fit into a 96-well plate. CD14+ monocytes were cultured on these bone slices for 21 days with M-CSF 
and RANKL and without or with inhibitors in various concentrations, as described above. After this period, the 
cells present on the bovine cortical bone slices were removed with 0.25M NH4OH. The slices were washed in 
distilled water, incubated in a saturated alum (KAl(SO4)2∙12H2O) solution, washed in distilled water, and stained 
with Coomassie Brilliant Blue. Resorption pits were visualized by light microscopy (Leica DFC320). The resorbed 
area micrographs were made with 10× magnification. Total resorbed area was quantified using Image Pro Plus 
(Media Cybernetics) and calculated as a percentage of the total area. 

TRAcP staining and cell counting. The cells were stained for TRAcP using the Leukocyte Acid Phosphatase 
(TRAP) Kit from Sigma (SigmaAldrich, #387A) following manufacturer instructions. Nuclei were visualized with 
4’6-diamino-2-phenylindole dihydrochloride (DAPI). Multinucleated TRAcP+ cells with three or more nuclei  
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were considered osteoclasts and were counted on bone in standardized fields and on plastic per well from a 
combination of light and fluorescence microscopy using a Leica DFC320 FireWire Digital Microscope Camera 
(Leica Microsystems). 

CatK activity in osteoclast lysates (qABP labeling). Osteoclast lysates (stored at −20 °C and thawed before use) 
were treated with quenched fluorescent probe BMV109 (1 µM),66 and the reaction mixture was incubated 
at 37 °C for 2 h. As a positive control, 5 nM recombinant active hCatK (Enzo Lifesci, #BML-SE553-0010) was 
also treated with qABP. The reaction was quenched by addition of loading buffer (3× SDS-PAGE loading buffer, 
NuPAGE, Invitrogen) containing β-mercaptoethanol as a reducing agent and boiling the samples for 10 min at 
94 °C. Samples were loaded on 12% Bis-Tris gels (Invitrogen) and resolved by SDS-PAGE gel electrophoresis with 
MES (NuPAGE MES SDS running buffer 20×, Novex by Life Technologies) as running buffer. Labeled enzyme was 
visualized by in-gel fluorescence using Typhoon FLA 9500 imaging system (GE Healthcare Life Sci) (λex = 635 
nm, λem = 665 nm). Subsequently, gels were stained with InstantBlue Ultrafast Protein Stain (Expedeon Protein 
Solutions) and scanned on an Amersham Imager 600. 

CatK expression in osteoclast lysates (Western blotting). Proteins in osteoclast lysates (stored at −20 °C and 
thawed before use) were resolved using gel electrophoresis conditions described above. Recombinant mature 
hCatK (230 ng) and recombinant proCatK (300 ng) were included as references. Gels were transferred to 
nitrocellulose membrane using a Trans-Blot Turbo Transfer System (Biorad) and subjected to standard Western 
Blotting protocols. Antibodies: primary rabbit anti-CatK (1:500; Abcam, #19027), primary mouse anti-β-Actin 
(1:10,000; SigmaAldrich, #A5441), secondary swine anti-rabbit HRP (1:5,000; Dako, #P0217) and secondary goat 
anti-mouse 800CW (1:5,000; LiCOR, #926-32210). Blots with fluorescent secondary antibodies were scanned 
on a LiCOR Odyssey system v3.0. Blots with HRP secondary antibody were incubated with SuperSignal West 
Dura Extended Duration Substrate (Thermo Sci, #34076) according to manufacturer protocols and scanned on an 
Amersham Imager 600 (chemiluminescence).

5.	 Materials and Methods: Chemical Synthesis

Synthetic schemes can be found in section 7.1 for precursor carboxylic acid 1, inhibitor odanacatib (ODN), and 
odanacatib derivatives EM02-EM06 (Scheme S1), for desfluoro precursor 8 and inhibitor EM07 (Scheme S2), 
for building block cyclopropane propargyl 16 for the synthesis of EM03 (Scheme S3), and for building block 
bromoalkyne 19 for the synthesis of EM06 (Scheme S4).

General. All commercially available reagents and solvents were used as purchased. Nuclear magnetic resonance 
(NMR) spectra were recorded on a Bruker Avance 300 (300 MHz for 1H, 75.00 MHz for 13C) using the residual 
solvent as internal standard (1H: δ 7.26 ppm for CDCl3 and 2.50 ppm for DMSO. 13C: δ 77.16 ppm for CDCl3 
and 39.52 ppm for DMSO). Chemical shifts (δ) are given in ppm and coupling constants (J) are quoted in hertz 
(Hz). Resonances are described as s (singlet), d (doublet), t (triplet), q (quartet), b (broad) and m (multiplet) 
or combinations thereof. Compounds were analyzed using 2D NMR techniques HSQC and HMBC, and coupling 
constants (J) are reported accordingly. 13C NMR (APT) spectra were obtained to assign C–F coupling constants (J) 
when relevant. Analytical LC-MS analysis was performed on a Waters Alliance 2795 Separation Module system 
equipped with Waters 2996 Photodiode Array Detector (190-750 nm), Waters Xbridge C18 column (2.1×100 
mm, 3.5 µm) and LCT ESI− Orthogonal Acceleration Time of Flight Mass Spectrometer. Samples were run with a 
13 min gradient using 2 mobile phases: A = 1% MeCN, 0.1% FA in water and B = 1% water and 0.1% FA in MeCN. 
Data processing was performed using Waters MassLynx Mass Spectrometry Software 4.1. Electrospray Ionization 
(ESI) high-resolution mass spectrometry (HRMS) was carried out using a Waters XEVO-G2 XS QTOF UPLC-MS 
system with a Waters Acquity CM detector in positive ion mode in combination with a Waters Acquity UPLC 
system equipped with a ACQUITY UPLC Protein BEH C4 Column (300 Å, 1.7 µm, 2.1×50 mm) using water/MeCN 
mixtures containing 0.1% FA. Thin Layer Chromatography (TLC) was performed using TLC plates from Merck 
(SiO2, Kieselgel 60 F254 neutral, on aluminum with fluorescence indicator) and compounds were visualized by  
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UV detection (254 nm) unless mentioned otherwise. Flash column chromatography (FCC) purifications were 
performed using Grace Davisil Silica Gel (particle size 40-63 µm, pore diameter 60 Å) and the indicated eluent. 
Reversed phase preparative HPLC/MS was carried out on a Waters AutoPurification system equipped with a 
Waters 2998 photodiode array detector, Waters 3100 mass detector and a Waters 2767 sample manager using 
preparative Waters X-bridge C18 column (5 µm, 30 mm×150 mm or 19 mm×150 mm) in combination with 
water/MeCN mixtures containing 0.1% TFA. Fractions containing the product were automatically collected based 
on observed mass and UV signals after which they were lyophilized to obtain the pure products. Reported yields 
are not optimized.

5.1.	 Synthesis of Precursors 1 and 8 

(4’-bromo-[1,1’-biphenyl]-4-yl)(methyl)sulfane 9
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(4-(methylthio)phenyl)boronic acid (3.81 g, 23 mmol), 1-bromo-4-iodobenzene (5.83 g, 
21 mmol) and sodium carbonate (6.55 g, 62 mmol) were dissolved in a 4:1 (v/v) DME/
water mixture (180 mL). The mixture was degassed with argon for 5 min, then 
bis(triphenylphosphine)palladium(II) dichloride (579 mg, 0.82 mmol) was added and the 

mixture was heated to 100  °C. After stirring for 5 hours, the reaction mixture was allowed to cool to room 
temperature. The reaction was quenched with water and extracted with EtOAc (2X). The combined organic 
layers were washed with brine (2X), dried over Na2SO4, and concentrated under vacuum to give a reddish solid 
as residue (18.5 g). The crude material was coated on silica and purified by FCC (5% diisopropyl ether in heptane) 
to give product 9 as a white solid (4.04 g, 14 mmol, 66%). Spectral data was in agreement with published data.32

2,2,2-trifluoro-1-(4’-(methylthio)-[1,1’-biphenyl]-4-yl)ethanone 10 
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According to published procedure,32 the reaction of (4’-bromo-[1,1’-biphenyl]-4-yl)
(methyl)sulfane 9 (4.04 g, 15 mmol) with ethyl trifluoroacetate (3.44 mL, 29 mmol) 
and n-BuLi (8.68 mL, 2.5M in hexanes, 22 mmol) afforded product 10 as a light-yellow 
solid (2.27 g, 7.7 mmol, 53%). Spectral data was in agreement with published data.32

2,2,2-trifluoro-1-(4’-(methylsulfonyl)-[1,1’-biphenyl]-4-yl)ethanone 11 
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According to published procedure,32 the reaction between 2,2,2-trifluoro-1-(4’-
(methylthio)-[1,1’-biphenyl]-4-yl)ethanone 10 (2.27 g, 7.7 mmol), tetrabutyl
ammonium hydrogen sulfate (130 mg, 0.38 mmol), sodium tungstate dehydrate (126 
mg, 0.38 mmol) and 30% aqueous hydrogen peroxide (2.3 mL, 23 mmol) afforded 
ketone 11 as a white solid (2.42 g). The material was then dehydrated in a Dean-Stark 

setup by drying the water/toluene azeotrope over molecular sieves. The toluene solution (250 mL) was refluxed 
overnight. The solution was then cooled to room temperature and concentrated under vacuum to afford ketone 
11 as a white crystalline solid (2.30 g, 7.0 mmol, 91%) which was used in the next step. Spectral data was in 
agreement with published data.32 1H NMR (300 MHz, CDCl3) δ 8.19 (ddt, J = 8.0, 2.3, 1.1 Hz, 2H), 8.11 – 8.03 (m, 
2H), 7.89 – 7.74 (m, 4H), 3.11 (s, 3H). 13C NMR (75 MHz, CDCl3) δ 180.1 (q, J = 35.4 Hz), 146.0, 144.7, 140.8, 131.0 
(q, J = 2.0 Hz), 129.8, 128.5, 128.4, 128.2, 116.7 (q, J = 291 Hz), 44.7.

2,2,2-trifluoro-1-(4’-(methylsulfonyl)-[1,1’-biphenyl]-4-yl)ethane-1,1-diol 12
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Analysis of ketone 11 in acetone-d6 or DMSO-d6 containing trace amounts of water 
resulted in the (partial) formation of hydrate 12, which was confirmed by the shift of 
the CF3 signal from 180.1 ppm to 123.5 ppm in 13C NMR (APT). 1H NMR (300 MHz, 
DMSO-d6) δ 8.05 – 7.93 (m, 4H), 7.85 – 7.70 (m, 4H), 7.67 (s, 2H), 3.27 (s, 3H). 13C 
NMR (75 MHz, DMSO-d6) δ 144.5, 139.9, 139.0 (d, J = 4.6 Hz), 128.3, 127.7, 127.7, 
126.7, 123.5 (q, J = 289 Hz), 92.5 (q, J = 31.2 Hz), 43.6.
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(S)-4-fluoro-4-methyl-2-(((S)-2,2,2-trifluoro-1-(4’-(methylsulfonyl)-[1,1’-biphenyl]-4-yl)ethyl)amino)pentanoic 
acid (S,S)-1
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According to published procedure,76 the reaction of ketone 11 (1.23 g, 3.8 
mmol) with (S)-ethyl 2-amino-4-fluoro-4-methylpentanoate hydrochloride 
(1.00 g, 4.7 mmol), potassium carbonate (2.07 g, 15 mmol), and subsequent 
reduction with zinc chloride (1.02 g, 7.5 mmol) and sodium borohydride (567 
mg, 15 mmol) afforded a mixture of desired (S,S)-1 and (R,S)-1, which were 
separated by preparative RP-HPLC to yield precursor (S,S)-1 as a white solid 
(460 mg, 1.0 mmol, 27%). Spectral data of (S,S)-1 was in agreement with 

published data.18 LC-MS Rt = 7.32 min, m/z = 462.11 [M+H]+. 1H NMR (300 MHz, CDCl3) δ 8.08 – 7.96 (m, 2H), 
7.83 – 7.73 (m, 2H), 7.68 – 7.59 (m, 2H), 7.51 (d, J = 8.1 Hz, 2H), 4.31 (q, J = 7.1 Hz, 1H), 3.68 (dd, J = 8.1, 4.1 Hz, 
1H), 3.10 (s, 3H), 2.19 (ddd, J = 24.8, 15.1, 4.2 Hz, 1H), 1.99 (ddd, J = 17.7, 15.0, 8.1 Hz, 1H), 1.48 (d, J = 21.8 Hz, 
3H), 1.46 (d, J = 21.7 Hz, 3H). 13C NMR (75 MHz, CDCl3) δ 175.9, 145.8, 140.6, 139.7, 133.9, 129.4, 128.2, 128.2, 
125.3 (q, J = 282 Hz), 95.8 (d, J = 165 Hz), 62.9 (q, J = 29.5 Hz), 56.6, 44.7, 43.6 (d, J = 21.5 Hz), 27.5 (d, J = 24.3 
Hz), 26.8 (d, J = 24.4 Hz).

(S)-4-fluoro-4-methyl-2-(((R)-2,2,2-trifluoro-1-(4’-(methylsulfonyl)-[1,1’-biphenyl]-4-yl)ethyl)amino)pentanoic 
acid (R,S)-1 
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(R,S)-1 was obtained as the minor isomer in above described synthesis. LC-MS 
Rt = 7.04 min, m/z = 462.11 [M+H]+. 1H NMR (300 MHz, CDCl3) δ 8.08 – 7.99 
(m, 2H), 7.82 – 7.73 (m, 2H), 7.67 (d, J = 8.2 Hz, 2H), 7.52 (d, J = 7.9 Hz, 2H), 
4.12 (q, J = 7.1 Hz, 1H), 3.47 – 3.37 (m, 1H), 3.11 (s, 3H), 2.15 – 1.91 (m, 2H), 
1.39 (d, J = 22.1 Hz, 3H), 1.15 (d, J = 21.6 Hz, 3H). 13C NMR (75 MHz, CDCl3) δ 
174.5, 145.6, 140.7, 139.8, 133.0, 129.7, 128.2, 128.1, 124.7 (q, J = 281 Hz), 
96.5 (d, J = 164 Hz), 63.5 (q, J = 29.6 Hz), 56.7, 44.8, 43.1 (d, J = 20.2 Hz), 28.3 

(d, J = 24.3 Hz), 25.5 (d, J = 24.5 Hz).

(2S)-4-Methyl-2-[(1S)-2,2,2-trifluoro-1-(4’-methanesulfonyl-biphenyl-4-yl)-ethylamino]-pentanoic acid (S,S)-8 
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According to published procedure,76 the reaction of ketone 11 (484 mg, 1.5 
mmol) with l-Leucine methyl ester hydrochloride (307 mg, 1.7 mmol), 
potassium carbonate (749 mg, 5.4 mmol), and subsequent reduction with zinc 
chloride (371 mg, 2.7 mmol) and sodium borohydride (207 mg, 5.5 mmol) 
afforded a mixture of (S,S)-8 and (R,S)-8, which could be separated by 
preparative RP-HPLC to yield the major isomer (S,S)-8 as a white solid 
(93.9  mg, 0.21 mmol, 14%). Spectral data of (S,S)-8 was in agreement with 

published data.77 LC-MS Rt = 7.68 min, m/z = 444.14 [M+H]+. 1H NMR (300 MHz, CDCl3) δ 8.06 – 7.96 (m, 2H), 
7.81 – 7.69 (m, 2H), 7.68 – 7.58 (m, 2H), 7.52 (d, J = 8.1 Hz, 2H), 4.18 (q, J = 7.0 Hz, 1H), 3.58 (dd, J = 8.7, 5.3 Hz, 
1H), 3.10 (s, 3H), 1.93 (dp, J = 13.4, 6.5 Hz, 1H), 1.67 – 1.41 (m, 2H), 0.97 (d, J = 6.5 Hz, 3H), 0.95 (d, J = 6.7 Hz, 
3H). 13C NMR (75 MHz, CDCl3) δ 180.3, 145.9, 140.1, 139.6, 135.2, 129.2, 128.1, 128.1, 127.9, 126.0 (q, J = 282 
Hz), 63.2 (q, J = 29.2 Hz), 58.6, 44.7, 42.7, 24.9, 23.0, 21.8.

((R)-2,2,2-trifluoro-1-(4’-(methylsulfonyl)-[1,1’-biphenyl]-4-yl)ethyl)-l-leucine (R,S)-8

N
H

H
N

S
O O

CF3

O

F

N
H

H
N

S
O O

CF3

O

F

Me

N
H

H
N

S
O O

CF3

O

F

N

N
H

H
N

S
O O

CF3

O

F

N

N
H

H
N

S
O O

CF3

O

F

N
H

OH

S
O O

CF3

O

F

N
H

OH

S
O O

CF3

O

N
H

OH

S
O O

CF3

O

N
H

OH

S
O O

CF3

O

F

CF3

S
O O

N
H

H
N

S
O O

CF3

O

OHHO

CF3

S
O O

O

CF3

S

O

Br

S

N
H

H
N

S
O O

CF3

O

F

Br

(R,S)-8 was obtained as the minor isomer in above described synthesis. LC-MS 
Rt = 7.42 min, m/z = 444.14 [M+H]+. 1H NMR (300 MHz, CDCl3) δ 8.11 – 7.95 
(m, 2H), 7.90 – 7.73 (m, 2H), 7.71 – 7.61 (m, 2H), 7.56 (d, J = 8.1 Hz, 2H), 4.31 
(q, J = 7.1 Hz, 1H), 3.18 – 3.12 (m, 1H), 3.11 (s, 3H), 1.97 – 1.77 (m, 1H), 1.54 (t, 
J = 7.1 Hz, 2H), 0.92 (d, J = 6.6 Hz, 3H), 0.76 (d, J = 6.5 Hz, 3H). 13C NMR (75 
MHz, CDCl3) δ 178.7, 145.9, 140.5, 139.7, 133.6, 130.0, 128.2, 128.2, 127.9, 
124.9 (q, J = 281 Hz), 63.0 (q, J = 29.1 Hz), 56.4, 44.8, 42.9, 24.7, 23.2, 21.7. 
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5.2.	 Synthesis of Odanacatib Derivatives

General Procedure A: Amide coupling with HATU/DIPEA in DMAc
Adjustment of reported procedure.78 Precursor (S,S)-1 (60 mg, 0.13 mmol) was dissolved in 3 mL DMAc and 
cooled to 0 °C. Amine (0.16 mmol) and HATU (59 mg, 0.16 mmol) were added. The resulting solution was stirred 
for 15 min and DIPEA (68 mL, 0.39 mmol) was added. The reaction was stirred for 2.5 h. Water was slowly added 
dropwise and the slurry was stirred 2.5 h at room temperature. The mixture was filtered and the solid material 
was washed with a 1:1.2 DMF/water solution, with water, and with 2-propanol. The material was removed from 
the filter by addition of THF. The filtrate was concentrated and purified by FCC (gradient 0-2% MeOH in DCM). 
The product was obtained as a white solid.

General Procedure B: Amide coupling with HATU/Et3N in DMF
Adjustment of reported procedure.33 Precursor (S,S)-1 (21.3 mg, 0.046 mmol) was dissolved in 400 µL DMF and 
cooled to 0 °C. HATU (21.8 mg, 0.057 mmol) and triethylamine (6 µL, 0.043 mmol) were added. To this solution 
was added to amine (0.067 mmol) and further triethylamine (12 µL, 0.086 mmol) was added to the mixture. 
After 2 h, ice cooling was removed and the mixture was stirred an additional 2 h. The reaction mixture was 
concentrated in vacuo, redissolved in EtOAc and extracted with saturated NH4Cl solution (aq) and brine. The 
organic layer was dried over Na2SO4 and filtered. The filtrate was concentrated in vacuo and the residue was 
purified by FCC (gradient 0-2% MeOH in DCM), and if needed, further purified using Reversed phase preparative 
HPLC/MS and lyophilized to obtain product as a white solid.

(S)-N-(1-cyanocyclopropyl)-4-fluoro-4-methyl-2-(((S)-2,2,2-trifluoro-1-(4’-(methylsulfonyl)-[1,1’-biphenyl]-4-yl)
ethyl)amino)pentanamide ODN
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According to general procedure A, the reaction between precursor (S,S)‑1 
(59.8 mg, 0.13 mmol) and 1-amino-cyclopropanecarbonitrile hydro
chloride (18.5 mg, 0.16 mmol) afforded product ODN as a white solid 
(40.7 mg, 0.077 mmol, 60%). TLC Rf = 0.18 (1:1 EtOAc/heptane). LC-MS Rt 
= 7.43 min, m/z = 526.112 [M+H]+. 1H NMR (300 MHz, CDCl3) δ 8.03 (d, J = 
8.4 Hz, 2H), 7.77 (d, J = 8.8 Hz, 2H), 7.65 (d, J = 8.1 Hz, 2H), 7.48 (d, J = 8.1 
Hz, 2H), 7.42 (s, 1H), 4.17 (q, J = 7.2 Hz, 1H), 3.59 (dd, J = 8.9, 3.3 Hz, 1H), 

3.10 (s, 3H), 2.17 – 1.85 (m, 2H), 1.56 – 1.44 (m, 2H), 1.47 (d, J = 21.7 Hz, 3H), 1.44 (d, J = 22.0 Hz, 3H), 1.11 – 0.85 
(m, 2H). 13C NMR (75 MHz, CDCl3) δ 174.4, 145.7, 140.6, 139.9, 134.5, 129.4, 128.2, 128.2, 126.0 (q, J = 279 Hz), 
119.6, 96.8 (d, J = 164 Hz), 63.4 (q, J = 29.3 Hz), 59.0, 44.8, 43.6 (d, J = 19.9 Hz), 28.4 (d, J = 24.4 Hz), 25.8 (d, J = 
24.7 Hz), 20.2, 16.9, 16.5. HRMS (ESI+): calculated for C25H28F4N3O3S [M+H]+ 526.1788, found: 526.1816.

(S)-N-(cyanomethyl)-4-fluoro-4-methyl-2-(((S)-2,2,2-trifluoro-1-(4’-(methylsulfonyl)-[1,1’-biphenyl]-4-yl)ethyl)
amino)pentanamide EM02
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According to general procedure B, the reaction between precursor (S,S)‑1 
(21.3 mg, 0.046 mmol) and aminoacetonitrile (6.2 mg, 0.067 mmol) 
afforded product EM02 as a white solid (15.3 mg, 0.030 mmol, 66%). TLC 
Rf = 0.15 (1:1 EtOAc/heptane). LC-MS Rt = 7.30 min, m/z = 500.144 
[M+H]+. 1H NMR (300 MHz, CDCl3) δ 8.01 (d, J = 8.4 Hz, 2H), 7.76 (d, J = 8.4 
Hz, 2H), 7.65 (d, J = 8.4 Hz, 2H), 7.50 (d, J = 8.2 Hz, 2H), 7.45 (t, J = 6.7 Hz, 
1H), 4.24 (q, J = 7.1 Hz, 1H), 4.21 – 3.96 (m, 2H), 3.66 (dd, J = 8.8, 3.3 Hz, 

1H), 3.10 (s, 3H), 2.21 – 1.89 (m, 2H), 1.47 (d, J = 21.7 Hz, 3H), 1.45 (d, J = 22.0 Hz, 3H). 13C NMR (75 MHz, CDCl3) 
δ 173.8, 145.7, 140.5, 139.7, 134.2, 129.4, 128.2, 128.2, 125.4 (q, J = 283 Hz), 115.7, 96.8 (d, J = 164 Hz), 63.1 (q, 
J = 28.7 Hz), 58.5, 44.7, 43.6 (d, J = 19.9 Hz), 28.4 (d, J = 24.2 Hz), 27.3, 25.7 (d, J = 24.7 Hz). HRMS (ESI+): 
calculated for C23H26F4N3O3S [M+H]+ 500.1631, found: 500.1638.
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(S)-N-(1-ethynylcyclopropyl)-4-fluoro-4-methyl-2-(((S)-2,2,2-trifluoro-1-(4’-(methylsulfonyl)-[1,1’-biphenyl]-4-yl)
ethyl)amino)pentanamide EM03
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According to general procedure A, the reaction between precursor (S,S)‑1 
(60.7 mg, 0.13 mmol) and 1-ethynylcyclopropan-1-amine hydrochloride 
16 (18.3 mg, 0.16 mmol) afforded product EM03 as a white solid (46.6 
mg, 0.089 mmol, 68%). TLC Rf = 0.24 (1:1 EtOAc/heptane). LC-MS Rt = 
7.66 min, m/z = 525.124 [M+H]+. 1H NMR (300 MHz, CDCl3) δ 8.02 (d, J = 
8.5 Hz, 2H), 7.76 (d, J = 8.4 Hz, 2H), 7.62 (d, J = 8.3 Hz, 2H), 7.47 (d, J = 8.1 
Hz, 2H), 7.32 (s, 1H), 4.14 (q, J = 7.2 Hz, 1H), 3.58 (dd, J = 9.0, 3.2 Hz, 1H), 

3.10 (s, 3H), 2.94 (s, 1H), 2.10 (s, 1H), 2.19 – 1.84 (m, 2H), 1.46 (d, J = 21.7 Hz, 6H), 1.43 (d, J = 22.0 Hz, 6H), 1.27 
– 1.07 (m, 2H), 0.95 – 0.86 (m, 1H), 0.75 – 0.66 (m, 1H). 13C NMR (75 MHz, CDCl3) δ 173.9, 145.8, 140.2, 139.7, 
135.0, 129.3, 128.2, 128.0, 125.5 (q, J = 283 Hz), 97.0 (d, J = 163 Hz), 84.7, 67.0, 63.0 (q, J = 28.8 Hz), 59.2, 44.7, 
43.6 (d, J = 19.9 Hz), 28.4 (d, J = 24.3 Hz), 25.7 (d, J = 24.7 Hz), 22.5, 17.7, 17.2. HRMS (ESI+): calculated for 
C26H29F4N2O3S [M+H]+ 525.1835, found: 525.1824.

(S)-4-fluoro-4-methyl-N-(prop-2-yn-1-yl)-2-(((S)-2,2,2-trifluoro-1-(4’-(methylsulfonyl)-[1,1’-biphenyl]-4-yl)ethyl)
amino)pentanamide EM04
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According to general procedure B, the reaction between precursor (S,S)‑1 
(20.6 mg, 0.045 mmol) and propargylamine (10 µL, 0.16 mmol) afforded 
product EM04 as a white solid (11.3 mg, 0.023 mmol, 51%). TLC Rf = 0.25 
(1:1 EtOAc/heptane). LC-MS Rt = 7.50 min, m/z = 499.116 [M+H]+. 1H 
NMR (300 MHz, CDCl3) δ 8.02 (d, J = 8.5 Hz, 2H), 7.76 (d, J = 8.6 Hz, 2H), 
7.63 (d, J = 8.4 Hz, 2H), 7.51 (d, J = 8.1 Hz, 2H), 7.22 (t, J = 5.5 Hz, 1H), 4.23 
(q, J = 7.2 Hz, 1H), 3.94 (qdd, J = 17.6, 5.5, 2.6 Hz, 2H), 3.69 (dd, J = 9.2, 3.1 

Hz, 1H), 3.42 (s, 1H), 3.10 (s, 3H), 2.18 (t, J = 2.6 Hz, 1H), 2.14 – 1.89 (m, 2H), 1.48 (d, J = 21.7 Hz, 3H), 1.45 (d, J = 
22.0 Hz, 3H). 13C NMR (75 MHz, CDCl3) δ 173.8, 145.9, 140.3, 139.7, 134.6, 129.4, 128.2, 128.0, 125.5 (q, J = 283 
Hz), 97.0 (d, J = 164 Hz), 78.9, 71.9, 63.0 (q, J = 28.7 Hz), 58.7, 44.7, 43.7 (d, J = 19.8 Hz), 29.2, 28.6 (d, J = 24.5 
Hz), 25.5 (d, J = 24.8 Hz). HRMS (ESI+): calculated for C24H27F4N2O3S [M+H]+ 499.1679, found: 499.1713.

(S)-N-((R/S)-but-3-yn-2-yl)-4-fluoro-4-methyl-2-(((S)-2,2,2-trifluoro-1-(4’-(methylsulfonyl)-[1,1’-biphenyl]-4-yl)
ethyl)amino)pentanamide EM05
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According to general procedure B, the reaction between precursor (S,S)‑1 
(19.9 mg, 0.043 mmol) and 1-methyl-prop-2-ynylamine hydrochloride 
(16.5 mg, 0.16 mmol) afforded an inseparable 1:1 mixture of diastereo
isomers (S,S,R)-EM05 and (S,S,S)-EM05 as a white solid (10.0 mg, 0.020 
mmol, 45%). Reported ppm-values are average values. TLC Rf = 0.31 (1:1 
EtOAc/heptane). LC-MS Rt = 7.77 min, m/z = 513.130 [M+H]+. 1H NMR 
(300 MHz, CDCl3) δ 8.02 (d, J = 8.6 Hz, 2H), 7.76 (d, J = 8.6 Hz, 2H), 7.63 (d, 

J = 8.3 Hz, 2H), 7.51 (d, J = 8.2 Hz, 2H), 7.21 (d, J = 8.3 Hz, 1H), 4.74 – 4.58 (m, 1H), 4.20 (q, J = 14.5 Hz, 1H), 3.68 
(t, J = 7.7 Hz, 1H), 3.60 (s, 1H), 3.10 (s, 3H), 2.20 (d, J = 9.0 Hz, 1H), 2.16 – 1.86 (m, 2H), 1.47 (dd, J = 22.0, 10.0 Hz, 
6H), 1.24 (d, J = 6.9 Hz, 3H). 13C NMR (75 MHz, CDCl3) δ 173.0, 145.9, 140.2, 139.7, 134.8, 129.4, 128.1, 125.5 (q, 
J = 284 Hz), 97.1 (d, J = 163 Hz), 83.4, 70.8, 63.0 (q, J = 28.6 Hz), 59.0, 44.7, 43.7 (d, J = 19.8 Hz), 36.9, 28.6 (d, J = 
24.3 Hz), 25.4 (d, J = 24.7 Hz), 22.0. HRMS (ESI+): calculated for C25H29F4N2O3S [M+H]+ 513.1835, found: 513.1829.
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(S)-N-(3-bromoprop-2-yn-1-yl)-4-fluoro-4-methyl-2-(((S)-2,2,2-trifluoro-1-(4’-(methylsulfonyl)-[1,1’-biphenyl]-4-
yl)ethyl)amino)pentanamide EM06
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According to general procedure A, the reaction between precursor 
(S,S)‑1 (60.8 mg, 0.13 mmol) and 3-bromoprop-2-yn-1-amine hydro
chloride 19 (26.6 mg, 0.16 mmol) afforded product EM06 as a white 
solid (13.6 mg, 0.024 mmol, 18%). TLC Rf = 0.33 (1:1 EtOAc/heptane). 
LC-MS Rt = 7.93 min, m/z = 577.036 & 579.038 [M+H]+. 1H NMR (300 
MHz, CDCl3) δ 8.03 (d, J = 8.4 Hz, 2H), 7.78 (d, J = 8.4 Hz, 2H), 7.65 (d, J 
= 8.2 Hz, 2H), 7.50 (d, J = 8.1 Hz, 2H), 7.16 (t, J = 5.3 Hz, 1H), 4.21 (q, J = 

7.2 Hz, 1H), 4.13 – 3.81 (m, 2H), 3.68 (dd, J = 9.2, 3.1 Hz, 1H), 3.11 (s, 3H), 2.20 – 1.88 (m, 3H), 1.49 (d, J = 21.7 Hz, 
6H), 1.45 (d, J = 22.0 Hz, 6H). 13C NMR (75 MHz, CDCl3) δ 173.1, 145.9, 140.2, 139.7, 134.8, 129.4, 128.2, 128.1, 
128.0, 125.6 (q, J = 284 Hz), 97.0 (d, J = 163 Hz), 75.5, 62.9 (q, J = 28.6 Hz), 58.9, 44.7, 43.8 (d, J = 19.9 Hz), 43.2, 
30.0, 28.6 (d, J = 24.4 Hz), 25.5 (d, J = 24.7 Hz). HRMS (ESI+): calculated for C24H26BrF4N2O3S [M+H]+ 577.0784, 
found: 577.0809 (minor) & 579.0781 (major).

(S)-4-methyl-N-(prop-2-yn-1-yl)-2-(((S)-2,2,2-trifluoro-1-(4’-(methylsulfonyl)-[1,1’-biphenyl]-4-yl)ethyl)amino)
pentanamide EM07
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According to general procedure B, the reaction between precursor 
(S,S)‑8 (26.9 mg, 0.06 mmol) and propargylamine (14 µL, 0.22 mmol) 
afforded product EM07 as a white solid (10.1 mg, 0.02 mmol, 35%). TLC 
Rf = 0.13 (1:2 EtOAc/heptane). LC-MS Rt = 8.41 min, m/z = 481.01 
[M+H]+. 1H NMR (300 MHz, CDCl3) δ 8.05 – 7.99 (m, 2H), 7.79 – 7.73 (m, 
2H), 7.65 – 7.59 (m, 2H), 7.51 (d, J = 8.1 Hz, 2H), 6.87 (t, J = 5.4 Hz, 1H), 
4.20 (q, J = 7.2 Hz, 1H), 4.05 – 3.84 (m, 2H), 3.43 (dd, J = 8.9, 4.7 Hz, 1H), 

3.11 (s, 3H), 2.19 (t, J = 2.6 Hz, 1H), 1.81 (tt, J = 12.8, 6.4 Hz, 1H), 1.69 – 1.42 (m, 2H), 0.97 (d, J = 6.5 Hz, 3H), 0.96 
(d, J = 6.6 Hz, 3H). 13C NMR (75 MHz, CDCl3) δ 174.4, 145.9, 140.3, 139.7, 134.6, 129.4, 128.2, 128.0, 125.5 (q, J = 
283 Hz), 79.1, 71.9, 63.4 (q, J = 28.7 Hz), 59.8, 44.8, 43.0, 29.2, 25.0, 23.3, 21.9.

5.3.	 Synthesis of Alkyne 16

tert-butyl (1-(methoxy(methyl)carbamoyl)cyclopropyl)carbamate 13

N
H

Boc

N
H

Boc H

O

N
H

Boc N
OMe

Me

O

N
H

Boc OH

O

HCl•H2N

A solution of 1-(Boc-amino)cyclopropanecarboxylic acid (200 mg, 0.99 mmol) in DCM 
(2.5  mL) under argon was cooled to −15 °C. N,O-Dimethylhydroxylamine hydrochloride 
(100 mg, 1.0 mmol) was added, followed by 4-methylmorpholine (113 mL, 1.0 mmol). After 

5 min, 1-(3-methylaminopropyl-3-ethylcarbodiimide hydrochloride (195 mg, 1.0 mmol) was added and the 
reaction was allowed to reach room temperature and stirred overnight. Water was added and the solution was 
extracted with DCM (3X). The combined organic phases were washed with brine, dried over Na2SO4, and 
concentrated in vacuo to obtain pure Weinreb amide 13 as an off-white solid (1.08 g, 0.99 mmol, quantitative). 
TLC Rf = 0.35 (1:1 EtOAc/heptane). 1H NMR (300 MHz, CDCl3) δ 5.22 (s, 1H), 3.74 (s, 3H), 3.18 (s, 3H), 1.44 (q, J = 
5.2 Hz, 2H), 1.44 (s, 9H), 1.03 (q, J = 4.8 Hz, 2H). 13C NMR (75 MHz, DMSO-d6) δ 171.9, 155.3, 78.0, 60.6, 34.0, 
28.2, 21.2, 14.7.

tert-butyl (1-formylcyclopropyl)carbamate 14
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Tert-butyl (1-(methoxy(methyl)carbamoyl)cyclopropyl) carbamate 13 (500 mg, 2.3 mmol) was 
dissolved in anhydrous Et2O (50 mL) under argon and cooled to 0 °C. Lithium Aluminum Hydride 
(3.0 mL, 1M in Et2O, 3.0 mmol) was added dropwise and the reaction mixture was stirred for 2 h 

at this temperature. The reaction was quenched by addition of 1N HCl (2.5 mL) and stirred vigorously for a few 
minutes. The organic layer was extracted with 1N HCl and brine, dried over Na2SO4, filtered and concentrated to 
obtain the product aldehyde 14 as a colorless oil. Use crude in the next step. TLC Rf = 0.47 (1:1 EtOAc/heptane).
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tert-butyl (1-ethynylcyclopropyl)carbamate 15
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Dimethyl (1-diazo-2-oxopropyl)phosphonate (443 mL, 2.8 mmol) was dissolved in MeCN (25 mL) 
and potassium carbonate (767 mg, 5.6 mmol) was added. The suspension was stirred at room 
temperature for 10 min, then the freshly prepared aldehyde 14 (428 mg, 2.3 mmol) in MeOH (9 

mL) was added. Stirring was continued overnight. The solvents were removed in vacuo and the residue was 
dissolved in 1:1 Et2O/water. The layers were separated and the organic layer was washed with water and brine, 
and dried over Na2SO4. The yellowish oil was purified by FCC (1:2 EtOAc/heptane) to give product 15 as a pale 
white solid (165 mg, 0.90 mmol, 39%). TLC Rf = 0.66 (1:1 EtOAc/heptane). 1H NMR (300 MHz, CDCl3) δ 5.00 (s, 
1H), 2.13 (s, 1H), 1.46 (s, 9H), 1.23 – 1.16 (m, 2H), 1.12 – 1.01 (m, 2H). 13C NMR (75 MHz, CDCl3) δ 155.5, 85.8, 
80.3, 66.8, 28.5, 23.7, 18.1.

1-ethynylcyclopropan-1-amine hydrochloride 16
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To a solution of tert-butyl (3-bromoprop-2-yn-1-yl)carbamate 15 (165 mg, 0.91 mmol) in MeOH 
(4.5 mL) was added 1.25N HCl in MeOH (1.82 mL, 2.3 mmol). The reaction mixture was left to 
stir overnight, volatiles were removed in vacuo and the resulting solid was triturated with Et2O 

to obtain alkyne 16 as a white solid (79 mg, 0.67 mmol, 74%). 1H NMR (300 MHz, DMSO-d6) δ 8.74 (s, 3H), 3.59 
(s, 1H), 1.26 (m, 2H), 1.23 – 1.07 (m, 2H). 13C NMR (75 MHz, DMSO-d6) δ 81.8, 74.4, 23.9, 13.7.

5.4.	 Synthesis of Alkyne 19

tert-butyl prop-2-yn-1-ylcarbamate 17
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According to published procedure,79 the reaction between 3-amino-1-propyne (3.2 mL, 50 
mmol) and di-tert-butyl dicarbonate (10.9 g, 50 mmol) afforded product 17 (7.8 g, 50 mmol, 
quantitative) as a yellow solid. TLC Rf = 0.78 (1:1 EtOAc/heptane). 1H NMR (300 MHz, CDCl3)  

δ 4.92 (s, 1H), 3.86 (dd, J = 5.9, 2.5 Hz, 2H), 2.18 (t, J = 2.5 Hz, 1H), 1.40 (s, 9H). 13C NMR (75 MHz, CDCl3) δ 155.4, 
80.2, 80.0, 71.2, 30.4, 28.4.

tert-butyl (3-bromoprop-2-yn-1-yl)carbamate 18
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Tert-butyl prop-2-yn-1-ylcarbamate 17 (583 mg, 3.8 mmol) was dissolved in 19 mL DMF and 
silver nitrate (64 mg, 0.38 mmol) was added, followed by the addition of N-bromosuccinimide 
(735 mg, 4.1 mmol, 1.1 eq). The mixture was covered with aluminum foil and stirred at room 

temperature for 2 h, and was diluted with EtOAc and extracted with water (2X). The combined organic layers 
were dried over Na2SO4, filtered over celite and concentrated to give a yellow solid. The crude material was 
purified by FCC (3:1-2:1 EtOAc in heptane) to give bromoalkyne 18 (618 mg, 2.64 mmol, 70%) as an off-white 
solid. TLC Rf = 0.58 (1:2 EtOAc/heptane). 1H NMR (300 MHz, CDCl3) δ 4.69 (s, 1H), 3.94 (d, J = 5.5 Hz, 2H), 1.45 (s, 
9H). 13C NMR (75 MHz, CDCl3) δ 155.3, 80.2, 76.5, 42.8, 31.5, 28.4.

3-bromoprop-2-yn-1-amine hydrochloride 19
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To tert-butyl (3-bromoprop-2-yn-1-yl)carbamate 18 (69 mg, 0.29 mmol) was added 4N HCl in 
dioxane (2 mL, 8 mmol). The reaction mixture was left to stir 1 h, volatiles were removed  
in vacuo and the resulting solid was triturated with Et2O to obtain product 19 (51.4 mg,  

0.32 mmol, quantitative) as a white solid. 1H NMR (300 MHz, DMSO-d6) δ 8.58 (s, 3H), 3.75 (s, 2H).  
13C NMR (75 MHz, DMSO-d6) δ 73.5, 48.9, 29.2.
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7.	 Supporting Information

7.1.	 Chemical Synthesis

Scheme S1  |  Synthesis of ODN and derivatives from affordable building blocks. Synthesis of precursor 1 was 
started with a Suzuki coupling between commercially available boronic acid and 1-bromo-4-iodobenzene. 
Obtained product 9 was lithiated in the presence of ethyl trifluoroacetate to give sulfide 10. Subsequent 
oxidation resulted in ketone 11, which is prone to hydrolysis forming hydrate 12. Ketone 11 was submitted to a 
diastereoselective reductive amination. The imine intermediate was formed with 4-fluoro-l-leucine, after which 
it was reduced with NaBH4/ZnCl2. Aqueous acidic work-up and purification by flash chromatography resulted 
in a mixture of diastereoisomers, which could be separated on preparative RP-HPLC. Diastereoisomers (S,S)-1 
and (R,S)-1 were assigned based on comparison of 1H NMR to the published spectra of (S,S)-1.33 Ester hydrolysis 
of both diastereoisomers was also observed. Precursor (S,S)-1 was then submitted to HATU-catalyzed amide 
coupling (conditions A or B) to give the final compounds.
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Scheme S2  |  Synthesis of EM07 for crystallography. Ketone 11 was submitted to a diastereoselective reductive 
amination. The imine intermediate was formed with l-leucine, after which it was reduced with NaBH4/ZnCl2. 
Aqueous acidic work-up resulted in a mixture of diastereoisomers, which could be separated on preparative 
RP-HPLC with (S,S)-8 as the major isomer.33 Peptide coupling with propargylamine finally resulted in EM07. 
Stereocenters were assigned based on the X-ray diffraction data of the CatK–EM07 adduct.

Scheme S3  |  Synthesis of building block (cyclopropyl)propargylamine 16. Treatment of Boc-protected 1-amino
cyclopropanecarboxylic acid with N,O-dimethylhydroxylamine in presence of water-soluble coupling reagent 
EDC formed Weinreb amide 13,80 which was obtained pure after a simple aqueous extraction. A reduction in a  
Weinreb-Nahm ketone synthesis reaction with lithium aluminum hydride followed by aqueous acid treatment 
formed aldehyde 14, and solvents were only partially removed in vacuo (400 mbar, room temperature) to minimize 
loss of the volatile product. Crude aldehyde 14 was directly submitted to a Seyferth-Gilbert homologation reaction 
with Ohira-Bestmann reagent to form Boc-protected alkyne 15.81 The Boc-protecting group was removed with 
HCl to yield the hydrochloride salt of amine 16.
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7.2.	 Thiol Reactivity Assay

Scheme S4  |  Synthesis of building block bromoalkyne 19. Installation of a protecting group increases the boiling 
point (reducing loss of volatile free amine in solvent evaporation steps) and changed the physical appearance from 
an oil to a solid – greatly improving compound handling – while increasing the molecular weight to above 100 Da 
facilitates LC-MS detection and NMR analysis. Boc-protected propargylamine 17 was obtained by Boc protection 
of propargylamine using standard published conditions.79 Subsequent direct silver-mediated halogenation was 
achieved by displacement of the terminal alkyne proton of alkyne 17 with silver nitrate to form a silver acetylide 
intermediate, which reacted with N-bromosuccinimide (NBS) to form Boc-protected bromoalkyne 18.82 Remnants 
of unreacted Boc-propargylamine 17 could be removed by flash column chromatography. HCl treatment, removal 
of solvents in vacuo and trituration with Et2O finally yielded the hydrochloride salt of amine 19.

Table S1  |  Retention times and m/z for unbound inhibitors and thiol adducts.

Data related to Figure 3. Detection of unbound inhibitor and adducts by LC-MS, with quantification of UV trace. 
a Values in italics are expected/calculated values, not detected. b Hydrolysis of inhibitor/adduct. N.D. = not 
detected.

Unbound Cys adduct GSH adduct

Compound Rt (min) m/z a Rt (min) m/z a Rt (min) m/z a

ODN 7.17 526 6.89
5.94

630
   648 b N.D. 833

EM02 7.04 500 6.69
5.82

604
   622 b 5.68 807

EM03 7.37 525 N.D. 646 N.D. 832

EM04 7.22 499 5.95 620 5.86 806

EM05 7.45
7.20

513
   531 b 6.08 634 5.84 820

EM06 7.62 577 & 579 6.12 698 & 700 6.04 884 & 886

E-64 3.48 358 2.29 479 2.59
2.80

665
665

afatinib 4.24 486 3.83 607 3.88 793

ibrutinib 6.52 441 5.48 562 5.41
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7.3.	 Activity Assays

Figure S1  |  Dose-Response Curves (DRC) for cysteine protease inhibition. Data accompanying Table 1. Graphical 
data represents the mean ± standard deviation for a single representative experiment.

Figure S2  |  Evaluation of recombinant hCatK activity with quenched fluorescent ABP (qABP) BMV109. 
(A) Schematic overview.83 Fluorescent adduct is formed upon covalent thiol addition, with the quencher as 
leaving group. (B) Recombinant CatK is preincubated with inhibitor (2 h) followed by treatment with qABP 
BMV109 (500 nM) for 2 h. CatK–inhibitor adduct formation blocks formation of fluorescent CatK–qABP adduct.66 
(C) Gel electrophoresis results. Top: Fluorescence scan (λex = 635 nm, λem = 665 nm) for CatK–qABP adducts. 
Darker bands = more CatK activity. Bottom: Coomassie protein stain as loading control.
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7.4.	 Jump Dilution Assay

7.5.	 Bottom-up MS Analysis

Sequence mature human CatK (Uniprot; P43235), with underlined proteolytic peptide containing catalytic 
residue (Cys25) after trypsin digestion;

GYVTPVKNQG QCGSCWAFSS VGALEGQLKK KTGKLLNLSP QNLVDCVSEN DGCGGGYMTN AFQYVQKNRG IDSEDAYPYV 
GQEESCMYNP TGKAAKCRGY REIPEGNEKA LKRAVARVGP VSVAIDASLT SFQFYSKGVY YDESCNSDNL NHAVLAVGYG 
IQKGNKHWII KNSWGENWGN KGYILMARNK NNACGIANLA SFPKM

Figure S3  |  CatK activity in control samples without dilution (jump dilution assay). Data accompanying Figure 4. 
Recombinant CatK was preincubated with inhibitor followed by addition of substrate Z-FR-AMC (final conc. 4 µM) 
to establish inhibitory potency without dilution. Inhibitor concentrations shown are after addition of Z-FR-AMC 
substrate, and correlate with the inhibitor concentration before and after 300-fold dilution in the jump dilution 
assay (progress curves shown in Figure 4B). E-64 is the full inhibition control (dashed line).
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Table S2  |  Tryptic peptides identified with Mascot (v2.2.04) after alkylation (using iodoacetamide) and tryptic 
digestion of recombinant hCatK or covalent hCatK–EM04 adduct.

Bottom-up MS analysis. For the hCatK–EM04 adduct, double carbamidomethylated peptide 
NQGQC*GSC*WAFSSVGALEGQLKK18–40 disappears nearly completely, with appearance of peptide  
NQGQC*GSC@WAFSSVGALEGQLKKK18–41 with a single carbamidomethyl (*) and a single warhead (@).

Unbound hCatK hCatK–EM04

Peptide sequence
NQGQCGSCWAFSSVGALEGQLKK
C5-carbamidomethyl (57.02 Da)
C8-carbamidomethyl (57.02 Da)

NQGQCGSCWAFSSVGALEGQLKKK
C5-carbamidomethyl (57.02 Da)

C8-EM04 (498.16 Da)

Charge +3 +4

Monoisotopic m/z 838.1 Da 771.11 Da

Table S3  |  Tandem MS analysis. Detected fragment ions of modified tryptic CatK–EM04 peptide.

Tandem MS analysis for NQGQC*GSC@WAFSSVGALEGQLKKK peptide (m/z = 771.11 4+) related to Table S2. 
Obtained by alkylation and trypsin digestion of covalent CatK–EM04 adduct. * = carbamidomethyl. @ = EM04.

Sequence y+ y2+ y#

N 24

Q 23

G 22

Q 21

C* 20

G 19

S 18

C@ 17

W 875.0 16

A 782.0 15

F 746.3 14

S 672.9 13

S 629.4 12

V 1170.7 585.9 11

G 1071.7 536.3 10

A 1014.6 9

L 943.6 8

E 830.5 7

G 701.5 6

Q 644.4 5

L 4

K 403.3 3

K 275.2 2

K 1
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7.6.	 Protein Crystallography

Figure S4  |  Protein crystallography of alkyne EM07 bound covalent to catalytic Cys25 in CatK. Data accompanying 
Figure 6. (A) Data collection and refinement statistics for covalent CatK–EM07 adduct. (B) Free kick weighted 
electron density map 42 around inhibitor EM07 and Cys25. Blue represents maximum-likelihood free-kick (ML FK) 
map contoured at 1.3 σ. Relevant CatK residues are shown with stick model. Inhibitor is shown in stick model 
(left) or ball-and-stick model (right). Nitrogen, oxygen, fluorine, and sulfur atoms are shown in blue, red, violet, 
and yellow, respectively. Carbon atoms of EM07 and CatK are shown in cyan and gray, respectively.
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7.7.	 Kinetic Evaluation

Assay conditions were optimized to obtain a robust signal with a linear increase in product formation for 
60 minutes, but a strictly linear rate of product formation for the DMSO control could not be obtained 
(kctrl > 0). Full curves and fits are shown in Figure S5.

Figure S5  |  Kinetic evaluation of covalent inhibitors. Data accompanying Table 2. (A) Progress curves for 
baseline-corrected substrate hydrolysis were fitted to one-phase exponential association (constrained vs = 0 for 
irreversible inhibitors) to find kobs. (B) Plots of kobs against inhibitor concentration were fitted to their respective 
equations – based on inhibitor binding mode – to obtain relevant kinetic parameters. (C) Plot of vs against inhibitor 
concentration was fitted to Morrison’s quadratic equation to obtain steady-state equilibrium constant Ki
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7.8.	 Human Osteoclast Assays

Bone resorption quantification. The total bone resorption area was quantified because bone resorption 
by osteoclasts is not homogeneously distributed over bone slices, and it can be hard to select representative 
areas on the bone (Figure S6B). Please note that this only considers the area of resorption, not the depth of 
the resorption pits: trenches are deeper than pits, so more bone is resorbed in the same area. An overview to 
compare the total bone resorption on a bone slices, as judged by visual assessment, has also been included 
(Figure S6C). A larger number of resorption areas correlates with more active, resorbing osteoclasts. 
Trenches are characteristic of fully functional osteoclasts; pits are more commonly seen in osteoclasts with 
impaired CatK activity. However, trenches and pits can be observed in both cases, possibly because mature 
osteoclasts are formed between day 3 and day 7 (in absence of inhibitor): osteoclasts that matured before 
day 7 already started to resorb the bone before inhibitor treatment was started. 

Figure S6  |  Bone resorption by human osteoclasts. Data accompanying Figure 7B. (A) Schematic overview 
of osteoclast bone resorption. A resorbing osteoclast secretes lysosomal CatK into the acidified resorption 
lacunae, resulting in degradation of collagen I and bone demineralization. Adapted from Rodan and Duong.84 
(B) Quantification of bone resorption area. Bone resorption quantified as percentage of the total area on each 
bone slice. This measurement does not distinguish between pits and trenches, so depth of the resorption pit is 
not taken into account. (C) Qualitative assessment of bone resorption profile.
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TRAcP staining and cell counting. Mature, resorbing osteoclasts are multinucleated and are TRAcP 
positive. Tartrate-resistant acid phosphatase (TRAcP) is a commonly used histochemical marker of 
osteoclasts, and secretion of TRAcP is correlated with resorptive behavior.85 TRAcP is upregulated upon 
selective CatK inhibition (either genetic or pharmaceutical).56 The number of mature osteoclasts increased 
upon treatment with high inhibitor concentrations (Figure S7).

qABP labeling. Osteoclast (OC) lysates were incubated with quenched activity-based probe (qABP) 
BMV109, that forms a fluorescent protease–qABP adduct with active, uninhibited protease (Figure S8A, 
see also Figure S2). Fluorescence scan reveals that only small amounts of mature CatK are present in 
DMSO-treated OCs, possibly because mature CatK is self-degrading. Coomassie protein staining shows 
that differences in mature CatK are not the result of loading differences. The observed CatK activity in 
ODN-treated OC lysates is an artifact and does not reflect CatK activity in the lysate: excess of irreversible 
qABP can outcompete reversible inhibitor ODN from CatK–ODN complexes and adducts. 

Western Blotting. Osteoclast lysates were loaded as concentrated as possible (10 µL/lane) because the 
CatK concentration in OC lysate is otherwise too low for detection, even when using an HRP secondary 
antibody to amplify the signal. The different CatK species – full-length proCatK1–329, proCatK16–329 without 
the signal peptide, and mature CatK115–329 – can clearly be identified in the mature CatK and proCatK 
controls (Figure S8B-C). An increase in mature CatK is observed for ODN (all concentrations), and high 
concentrations of EM04 and EM05.

Figure S7  |  Counting mature OCs on plastic. (A) Representative TRAcP-stained OCs on plastic treated with ODN, 
EM04 or EM05. (B) Osteoclast formation on plastic with different inhibitor concentrations. For all inhibitors, an 
increase in the number of mature OCs is observed at high inhibitor concentration.
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Figure S8  |  CatK activity and expression in osteoclast (OC) lysates. Data accompanying Figure 7C. (A) Full gel scans 
for OC lysates treated with qABP BMV109 (1 µM) for 2 h. Darker bands = more CatK activity. Top: Fluorescence 
scan (λex = 635 nm, λem = 665 nm) for protease–qABP adducts. Bottom: Coomassie protein stain as loading 
control. (B) Schematic overview of various cathepsin K species. Inactive proCatK is activated by acid-mediated 
autoproteolysis to form mature, active CatK.55 (C) Full blots for OC lysates. Top: anti-CatK (chemiluminescence). 
Bottom: anti-Actin (λ = 785 nm).
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Abstract. Irreversible covalent inhibitors have a crucial role in (receptor) kinase inhibition 
as they were able to overcome (acquired) resistance to noncovalent inhibitors. Targeted 
kinase inhibitors (TKIs) covalently target a noncatalytic cysteine thiol at the ATP binding site 
of the target kinase, that is not present in related kinases. In this work, we investigate if the 
nonactivated alkyne can be used as a latent electrophile targeting noncatalytic Cys797 in EGFR, 
as this would reduce the metabolic inactivation and improve the safety profile. To this end, we 
replaced the acrylamide warhead in approved covalent pan-HER inhibitor neratinib (Nerlynx, 
HKI-272) with a propargylamine (8RK57) or 1-amino-3-butyne (8RK58). Alkyne-based 
inhibitors do not exhibit indiscriminate thiol reactivity and potently inhibit EGFR activity, both 
on recombinant protein as well as in cellular EGFR (auto)phosphorylation assays. Conclusive 
evidence on a covalent binding mode was not found, and further studies (with alkyne derivatives 
of other kinase inhibitors) are required to conclude whether the nonactivated alkyne warhead 
is compatible with kinases such as EGFR, and noncatalytic cysteine thiols in general.
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1.	 Introduction

Many regulatory pathways that keep a cell in check are disrupted in cancer, leading to 
uncontrollable growth, eventually at the expense of life itself. 1 Traditional cytotoxic 
chemotherapies cause DNA damage beyond repair thereby inducing cell death, but this is a 
blunt weapon: all dividing cells will be affected, but cancer cells are affected more because these 
go through the cell cycle faster (divide more regularly).2 Personalized or precision medicine is a 
more selective approach: the genetic or phenotypic tumor profile is used to identify (mutated) 
proteins or receptors that are (over)expressed in the tumor cells, and treated with targeted 
therapies that specifically inhibit the function of these oncogenes.3-4 Tumor cells overexpressing 
an oncogenic kinase rely on its constitutive kinase activity for survival and/or proliferation – a 
phenomenon known as oncogene addition – and are disproportionally sensitive to blockage of 
this signaling: healthy cells express numerous kinases in lower quantities, so their growth and 
survival is less affected by inhibition of a single kinase.5-6 This led to the development of orally 
bioavailable targeted kinase inhibitors (TKIs) that specifically inhibit the activity of important 
oncogenic (mutant) kinases such as the BCR-Abl fusion protein, the BRAFV600E mutant, and 
growth factor receptor HER2.7-10 

Overexpression of epidermal growth factor receptors (ErbB/HER) is associated with malignant 
phenotypes in several cancer types including breast, non-small cell lung, colorectal and 
ovarian cancer 11 The HER/ErbB family of RTKs (receptor tyrosine kinases) has four members; 
EGFR (also known as HER1, ErbB1), HER2 (ErbB2), HER3 (ErbB3) and HER4 (ErbB4) 
(Figure 1A). Growth factor-mediated signal transduction is generally initiated by dimerization 
of EGFR with another EGFR (homodimerization) or with an ErbB receptor family member 
(heterodimerization) upon extracellular binding of EGF (epidermal growth factor) or an 
EGF‑like ligand.11 HER2 – the most oncogenic RTK of the ErbB family – is the favored RTK for 
EGFR heterodimerization as it does not require ligand-induced conformational change prior to 
dimerization and has little ability to self-regulate: there is no known growth factor/ligand for 
HER2.11-13 An inactive RTK monomer consists of a ligand-binding extracellular domain (ECD), 
a hydrophobic transmembrane domain, an intracellular tyrosine kinase domain (TKD) and 
a C-terminal tail (Figure 1B). Ligand-mediated receptor dimerization induces intracellular 
conformational changes in the cytoplasmic tyrosine kinase domain which adopts an active 
kinase conformation.14 The active TKD then mediates phosphorylation of specific tyrosine 
residues on the C-terminal tail of the dimerization partner (trans-autophosphorylation), 
initiating phosphorylation of intracellular signaling kinases thus activating oncogenic 
downstream signaling pathways implicated in proliferation, survival, adhesion, invasiveness, 
migration and tumor angiogenesis, eventually leading to tumor growth and survival.14-15

Two classes of approved targeted cancer therapies directly interfere with EGFR and/or HER2 
signaling: extracellular monoclonal antibodies (mAb) and intracellular targeted kinase 
inhibitors (TKI) (Figure 1B). Monoclonal antibodies are immunoglobulins that bind to the 
ECD; cetuximab (Erbitux) prevents receptor dimerization by obstructing ligand binding to 
EGFR,20-21 trastuzumab (Herceptin) blocks constituent activation and dimerization of HER2,22 
and pertuzumab (Perjeta, 2C4) blocks the dimerization domain of HER2.23 Antibody therapy 
is characterized by high target selectivity but is not effective against mutant RTKs that have 
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a consecutively active kinase domain or lack most of the extracellular binding domain; an 
issue observed with HER2+ tumors since the ECD of HER2 is redundant for its activity, and is 
often cleaved by proteases.18, 24 TKIs are small molecule inhibitors that bind to the intracellular 
kinase domain at the ATP-binding site, thereby inhibiting receptor (auto)phosphorylation.25 
HER2-targeting TKIs have a number of advantageous characteristics over the HER2-targeting 
mAb therapies, such as oral bioavailability – instead of intravenous dosing with mAbs – and 
their ability to cross the blood-brain barrier required to treat brain metastases that commonly 
occur in patients with HER2+ breast cancer.24 HER2-targeting TKIs in combination therapy 
with cytostatic agent capecitabine were found to effectively treat and prevent formation of 
brain metastases.26-27 Furthermore, HER2-targeting TKIs directly interfere with kinase activity, 
thereby retaining activity against the highly active p95HER2 mutant – a truncated form of 
HER2 that lacks most of the ECD rendering it resistant to mAb therapy (e.g. trastuzumab).24, 28 
To date, noncovalent dual EGFR/HER2 TKI lapatinib (Tykerb, GW572016), noncovalent HER2-
selective TKI tucatinib (Tukysa, ONT-380), and covalent pan-HER TKI neratinib (Nerlynx, 
HKI-272) have been approved for HER2+ breast cancer.29-32

Initially, the kinase ATP-binding site was considered a poor drug target: TKIs need to overcome 
competition with 1-5 mM cellular ATP concentrations that greatly exceed the micromolar 
ATP affinity,33 and ATP is a substrate for many other kinases and non-kinase proteins, thereby 
challenging the development of inhibitors selective for a single kinase.11 Identification of 
the 4-anilinoquinazoline core significantly improved the potency towards EGFR and led to 

Figure 1  |  Activation and inhibition of EGFR/HER2-mediated signal transduction. (A) Extracellular binding of 
growth factor to inactive ErbB receptor tyrosine kinase (RTK) monomers promotes receptor (homo/hetero)
dimerization, which initiates downstream phosphorylation of an oncogenic signaling cascades eventually 
leading to tumor growth and survival. HER2 and HER3 are exceptions to this general mechanism; there is no 
known growth factor/ligand for HER2 (depicted as missing a ligand binding domain) and HER3 is believed to 
have an inactive “pseudokinase” domain that is not activated upon dimerization (displayed as gray area) but 
is trans-phosphorylated by its heterodimerization partner for cell signaling.16-17 The HER2/HER3 heterodimer 
is the most active signaling unit upon neuregulin stimulation, making HER3 the optimal dimerization partner 
for HER2 despite HER3 not having (significant) kinase activity.18-19 (B) EGFR dimerization induces intracellular 
conformational changes that activate the kinase domain for trans-autophosphorylation of the C-terminal tail. 
Monoclonal antibodies (mAbs) interfere with the extracellular receptor dimerization/activation while tyrosine 
kinase inhibitors (TKIs) block ATP binding to the intracellular kinase domain. Adapted from Ferguson.14
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the approval of first-generation noncovalent TKIs erlotinib (Tarceva, OSI-774) and gefitinib 
(Iressa, ZD1839) for treatment of NSCLC (non-small cell lung cancer) (Figure S1).11 However, 
clinical drug resistance to first-generation TKIs inevitably occurred within 1-2 years after 
starting therapy, 34-37 because acquired point mutation (T790M) of gatekeeper threonine 
residue at the ATP-binding site causes steric hindrance while increasing the ATP affinity 
(Table S1, Table S2).38‑39 Second-generation TKI afatinib (Gilotrif, BIBW 2992) overcame this 
resistance by covalent targeting of the exposed thiol side chain of a nonconserved cysteine 
residue that is uniquely present located at the ATP-binding site of the ErbB/HER family 
(Cys797 in EGFR, Cys805 in HER2) while not being present in other closely related kinase 
families.33, 40-41 Third‑generation EGFR TKIs with selectivity for EGFR mutants over EGFRWT 
have been developed to reduce dose-limiting toxicity – e.g. skin rash and gastrointestinal 
adverse effects occur at clinically relevant doses for NSCLC treatment – which is associated 
with concurrent inhibition of EGFRWT in healthy tissue.25, 39 The mutational burden in 
HER2-overexpressing breast cancers is lower than in NSCLC, and simultaneous inhibition 
of EGFRWT (homodimerization) and HER2 (heterodimerization) is an effective strategy. 42-44 
Fourth‑generation TKIs and combination therapies are currently in (pre)clinical development 
to overcome the inevitable resistance to covalent TKIs in NSCLC.25, 34, 40

The clinical approval of covalent TKIs targeting (mutant) EGFR/HER2 45-48 and the vast number 
of covalent TKIs in (clinical) development 49-50 illustrate the success of a covalent binding 
mode.7, 41, 51 Irreversible covalent inhibition did not only overcome ATP competition (Table S2) 
but also improved therapeutic efficiency with a prolonged effect long after metabolic clearance 
since kinase activity is not regained until de novo protein synthesis (PK-PD decoupling).45, 52‑53 
Safety concerns pertaining the intrinsic ability to form a covalent bond with (nontargeted) 
thiols no longer automatically eliminate irreversible covalent inhibitors in drug discovery, 
but low reactivity with nontargeted thiols is desirable nonetheless; adduct formation with 
biologically relevant thiols reduces the concentration of available unbound inhibitor thereby 
increasing metabolic clearance and impairing clinical potency.48 

Targeting EGFR with covalent (nonactivated) alkynes. In our previous work,54 we 
demonstrated that the nonactivated alkyne moiety can be employed to covalently target the 
catalytic cysteine residue of CatK without showing intrinsic reactivity towards nontargeted 
thiols. In this work, we investigate whether the scope of the nonactivated alkyne warhead can be 
expanded to TKIs targeting noncatalytic cysteine residues. As a proof-of-concept, we replaced 
the warhead in covalent pan-HER TKI neratinib 55-56 with a nonactivated alkyne moiety, and 
evaluated the biochemical potency and binding mode of our analogues.

2.	 Results and Discussion

Synthesis and design of neratinib analogues. Nonactivated alkyne derivatives were designed 
with carefully alignment of the reactive alkyne carbon with the reactive acrylamide carbon, by 
adjusting the linker length (Figure 2). The acrylamide warhead of neratinib is introduced in 
the final synthesis step by reacting 6-amino-quinoline 1 with an acid chloride,57-59 or at an 
earlier stage in the synthesis using the same amidation methodology.56 This synthetic strategy 
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had to be adjusted to incorporate alkyne warheads connected to the quinoline core through 
a secondary aniline bond instead of an amide group. Alkyne derivatives 8RK57 and 8RK58 
were obtained by treatment of 6-bromoquinoline 2 with propargylamine or 1-amino-3-butyne 
under Buchwald-Hartwig amination conditions as recommended in the user guide by Surry 
and Buchwald.60 A detailed synthetic scheme is provided in Scheme S1.

Indiscriminate thiol reactivity. Promiscuous covalent thiol binding of irreversible covalent 
cysteine-targeting drugs can be assessed with reduced glutathione (GSH) – a naturally 
occurring tripeptide that traps reactive electrophiles (thus protecting the cell) and is widely 
used as a benchmark reagent.61-65 Intrinsic chemical reactivity of (clinical) drug candidates can 
be assessed by LC-MS detection of unbound inhibitor and covalent inhibitor–thiol adduct upon 
incubation with a large excess of GSH in aqueous buffer (Figure 3A).63-67 Unbound inhibitor 
and GSH adduct were quantified from the baseline-separated UV absorbance areas after 
various incubation times following established protocol.67 As expected, significant GSH adduct 
formation was observed with acrylamides afatinib and neratinib but not with noncovalent 
inhibitor gefitinib nor with alkyne derivatives 8RK57 and 8RK58 (Figure 3B).

Covalent EGFR–alkyne adduct is not detected by intact protein MS. Top-down mass 
spectrometric (MS) analysis of intact protein (adduct) was next performed to evaluate if our 
alkyne derivatives have a covalent binding mode.68 Adduct formation of recombinant purified 
EGFR kinase domain with covalent inhibitors has been reported,69-70 therefore EGFR (instead 
of HER2) was selected for MS analysis. Commercially available EGFR kinase domains all 
had a GST tag (26 kDa), and preliminary MS analysis of unbound recombinant GST-EGFR 
kinase domain revealed poor ionization and did not form an ionization envelope that could 
be deconvoluted, possibly related to its large size (>90 kDa) or unfavorable properties of the 
GST tag (Figure 4A).71-72 An untagged construct of the EGFR kinase domain (695-1022) has 
previously been used in intact protein MS studies to detect the covalent EGFR–dacomitinib 
adduct,69 and the His-tagged version of this construct was indeed compatible with top-down 
MS (Figure 4B). His-EGFR was submitted to LC-MS analysis after incubation with DMSO 
(unbound) or excess inhibitor for 4 hours. An increase in the deconvoluted mass corresponding 
with addition of covalent inhibitor was detected upon incubation with covalent inhibitor 
neratinib, but not with noncovalent inhibitor gefitinib or with alkynes 8RK57 and 8RK58 
(Figure 4B). Extending the incubation time to 24 hours incubation at room temperature also 
did not result in detection of a covalent adduct with alkynes 8RK57 and 8RK58 (Table S4). 
Increasing the reaction temperature to speed up the reaction was not a viable strategy as this 
impaired protein stability and had a detrimental effect on the resolution. Altogether, a covalent 
EGFR–alkyne adduct was not detected by top-down MS analysis.

Alkynes exhibit tight-binding behavior in a LanthaScreen kinase binding assay. Our 
efforts shifted to evaluation of biochemical EGFR binding, and whether the alkyne derivatives 
exhibit time-dependent behavior, as this is a hallmark of (irreversible) covalent inhibition.52, 75 
Considering the dramatic reduction in noncovalent affinity that was observed for alkyne 
derivatives of ODN, 54 we decided to evaluate EGFR binding potency in the LanthaScreen Eu 
kinase binding assay: this homogeneous assay is conducted in absence of competing ATP and 
has successfully been used to evaluate biochemical binding potency and binding reversibility 
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Figure 2  |  Synthetic strategy and design of neratinib (derivatives). Alkynes were introduced onto the quinoline 
core with alignment of the reactive carbon. (A) Introduction of acrylamide warhead by late-stage amide coupling. 
(B) Preparation of alkyne derivatives 8RK57 and 8RK58 using Buchwald-Hartwig amination conditions. The 
6-bromoquinoline 2 building block was obtained from Mercachem (see also Scheme S1).

Figure 3  |  Intrinsic thiol reactivity assessed by LC-MS analysis following established protocol.54, 67 (A) Schematic 
overview. Parent compound and GSH adduct are quantified from the LC-MS UV trace (λabs = 350 nm) after 
incubation with 5 mM GSH. (B) Time-dependent GSH adduct formed upon incubation with 5 mM GSH as 
percentage of total UV area (left) and fitted kinetic parameters (right). Values are mean ± SD. kGSH = pseudo-first 
order reaction rate constant reflecting intrinsic GSH reactivity. Retention times, m/z values and integrated UV 
areas used for quantification are provided in Table S3. Details on calculations of GSH occupancy and fits can be 
found in section 4.1.
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of various kinase inhibitors.76 EGFR binding potency is detected based on inhibitor-mediated 
displacement of FRET acceptor tracer 199 (KT199), resulting in a lower FRET signal than in 
the uninhibited control (Figure 5A).77-78 KT199 consists of FRET acceptor AlexaFluor647 
(AF647) conjugated to staurosporine – a known pan-kinase inhibitor that binds at the kinase 
ATP-binding site (Figure S3A, Table S2). At a tracer concentration of 25 nM (below the tracer 
KM of 45 nM, Figure S3B) the TR-FRET originating from the biological binding event was 
optimally balanced with an acceptable background originating from diffusion-enhanced FRET 
(Figure 5B). To evaluate inhibitor potency of tracer displacement, an adjusted kinetic Probe 
Competition Assay (kPCA) protocol was employed, following tracer binding in presence of 
inhibitor after reaction initiation by EGFR addition.81-82 Neratinib was unable to fully displace 
the tracer even at concentrations far above its reported potency (IC50 = 1 nM),83 possibly because 
inhibitor binding does not fully block tracer binding (Figure 5C). To our surprise, maximum 
tracer displacement by 8RK57 and 8RK58 was achieved at reaction initiation, indicative of 
potent (IC50 < 20 nM) binding (Figure 5C). This high potency is not indicative of a covalent 
binding mode: the reported potency of TKIs for the EGFRC797S mutant is in the nM range even 
though a covalent adduct cannot be formed.84 Efforts to resolve this tight-binding behavior 
were unsuccessful (Figure S3C). Instead, we evaluated inhibitory potency in an enzymatic 
activity assay in presence of competing ATP.

Figure 4  |  Direct detection of covalent EGFR–inhibitor adducts by intact protein MS analysis. (A) Schematic 
alignment of full-length EGFR with recombinant kinase domains GST-EGFR and His-EGFR. Adapted from Jura 73 
and Cho.74 EGFR has multiple tyrosine autophosphorylation sites (marked in orange) on its C-terminal tail, which 
have been omitted in the His-EGFR kinase construct used for intact protein MS analysis. (B) Deconvoluted mass of 
recombinant His-EGFR kinase domain (1 µM) incubated with inhibitor (100 µM) for 4 hours at room temperature. 
Deconvoluted mass with acrylamide neratinib matches the calculated mass of the covalent adduct, but not for 
noncovalent inhibitor gefitinib or with alkyne derivatives 8RK57 and 8RK58. Full UPLC traces and ionization 
envelopes provided in Figure S2.
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Alkynes do not exhibit time-dependent behavior in a PhosphoSens kinase activity 
assay. Most commercial assays to evaluate biochemical kinase inhibition are not compatible 
with continuous kinetic measurements 85-86 because they require a blocking/quenching/
development step prior to read-out for detection of substrate phosphorylation 87 or (32P-labeled) 
ADP formation/ATP consumption.88-89 Contrastingly, kinase activity assays based on the 
Sox technology (PhosphoSens® and its predecessor Omnia®) enable continuous detection of 
phosphorylation of a Sox-containing peptidic substrate 86, 90-91 in presence of physiological ATP 
concentrations (1 mM) (Figure 6A). This technology is the benchmark method to analyze 
biochemical potency of covalent clinical candidates,92-97 and was selected to evaluate inhibitor 
potency.98

An established method based on kinetic measurement of substrate processing under 
pseudo‑first order reaction conditions (see also Method I in Chapter 3) 99 was employed, thus 
requiring an absolutely linear curve in the uninhibited sample.100 Covering the wells with an 

Figure 5  |  Biochemical binding potency assessed in a LanthaScreen Eu Kinase Binding Assay. Details on assay 
optimization are provided in section 7.5. (A) Assay principle. Upon excitation, Time-Resolved Fluorescence 
Resonance Energy Transfer (TR-FRET) 79-80 is detected if the FRET donor EuAb (lanthanide Europium (Eu) chelated 
to an anti-GST antibody) and the FRET acceptor tracer KT199 (AlexaFluor647 conjugated to pan-kinase inhibitor 
staurosporine, shown in Figure S3A) simultaneously bind to the recombinant GST-EGFR kinase domain. KT199 
and ATP-competitive inhibitors competitively bind at the kinase ATP binding site, resulting in a dose-dependent 
decrease of the FRET ratio (acceptor emission/donor emission) as inhibitor outcompetes tracer. (B) FRET ratio in 
absence or presence of EGFR (2 nM) shows tracer-dependent background due to diffusion-enhanced TR-FRET. 
(C) Kinetic probe competition assay (kPCA). Displacement of tracer KT199 (25 nM) by inhibitor (25-600 nM), with 
reaction initiation by EGFR (2 nM) addition. Maximum tracer displacement was already achieved at reaction 
initiation.
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optical clear cover, per recommendation by the supplier to prevent ‘drift’ 101 surprisingly also 
resolved the aberrant nonlinearity observed in the kinetic progress curves of CSox substrate 
phosphorylation in absence and presence of EGFR kinase domain (Figure 6B). This aberrant 
nonlinearity is not a unique property related to Chelation-Enhanced Fluorescence (λex = 360 
nm, λem = 492 nm): we previously observed a similar effect in kinetic assays with detection of 
fluorescent AMC (λex = 350 nm, λem = 440 nm), Rho110-Gly (λex = 487 nm, λem = 535 nm), 

Figure 6  |  Biochemical EGFR inhibition assessed with PhosphoSens kinase activity assay, in presence of 1 mM 
ATP. (A) Assay principle of the CSox technology for fluorescent kinase activity assays. Phosphorylation of a nearby 
tyrosine residue increases the Mg2+ affinity of the unnatural fluorogenic CSox amino acid, resulting in detection of 
Chelation-Enhanced Fluorescence (ChEF).108-109 See also Figure S4A for details and structure of the CSox substrate. 
(B) Assay optimization with GST-EGFR kinase domain. Aberrant nonlinearity incompatible with progress curve 
analysis (top) was resolved by covering the wells with a clear adhesive cover (bottom). (C) Progress curves for 
CSox substrate phosphorylation initiated by GST-EGFR (0.25 nM) addition, with kinetic competitive association of 
2.5-25 nM (gefitinib, neratinib) or 5-400 nM (8RK57, 8RK58) inhibitor. The first 4 min were omitted to correct for 
a lag in EGFR activity (more details in section 7.6). (D) Dose-response curves for EGFR phosphorylation assay in 
presence of 1 mM ATP. IC50 values represent mean ± standard deviation. Inhibitory constant Ki calculated based 
on reported KM,ATP = 5 µM for EGFRWT.110
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and Rhodol (λex = 490 nm, λem = 545 nm) (unpublished data). Optimization of assay conditions 
is further discussed in section 7.6. EGFR activity in presence of covalent inhibitor neratinib 
exhibited a clear time-dependence (Figure 6C), with kinetic parameters in agreement with 
reported values.93 Desired EGFR reactivity – reflected in kinact/KI – is several magnitudes bigger 
than the thiol reactivity reflected in kGSH (Figure 3B).102 Time-dependence was not observed 
for noncovalent inhibitor gefitinib or alkyne derivatives 8RK57 and 8RK58, so their potency for 
EGFR inhibition is reflected in the equilibrium IC50, which was in the nM range (in presence of 
1 mM ATP) (Figure 6D).

Irreversible inhibition of cellular EGFR (auto)phosphorylation. Inhibition of cellular 
EGFR (auto)phosphorylation was evaluated with EGFR activity assays in intact HeLa cells 103‑104 
– a cervical cancer cell line expressing EGFR and HER2 (HER2+, EGFR+) 105-106 without surface 
expression of HER3.107 Briefly, HeLa cells starved of nutrients were incubated with 1 µM inhibitor, 
optionally followed by treatment with EGF to stimulate receptor (auto)phosphorylation, 
followed by immunoblotting for EGFR and phosphorylated tyrosine (pY). Visual inspection 
of the blots indicates that all tested inhibitors inhibited EGFR (auto)phosphorylation at this 
concentration (Figure 7A). Inhibitor reversibility was evaluated in a washout experiment: after 
incubation with inhibitor (and optionally EGF stimulation), culture medium was replaced by 
inhibitor-free medium and cells were incubated for another hour (Figure 7B). This washout 
removes unbound inhibitor and stimulates dissociation of reversibly bound inhibitors, thus 
resulting in higher levels of phosphorylated EGFR for reversible inhibitors while inhibition is 
retained for inhibitors with an irreversible covalent binding mode. In samples that were not 
stimulated with EGF (Figure 7C, left), increased EGFR phosphorylation was indeed observed 
for reversible inhibitor gefitinib while irreversible inhibitors afatinib and neratinib continued 
to block receptor (auto)phosphorylation. Surprisingly, EGFR phosphorylation levels with 
8RK57 or 8RK58 were not significantly affected by the washout, indicative of an irreversible 
binding mode. A clear increase in EGFR phosphorylation was observed for all inhibitors in the 
EGF‑stimulated samples after washout (Figure 7C, right). This can be attributed to de novo 
expression of active EGFR protein during the 1 hour incubation with EGF following inhibitor 
depletion: EGF stimulation in cell culture promotes lysosomal degradation of internalized 
EGFR, resulting in a much shorter metabolic half-life of EGFR in presence of EGF (t½ = 1.5 h) 
than in absence of EGF (t½ = 6.5 h).111 A preliminary dose-response experiment with EGF-
stimulated HeLa cells resulted in a cellular potency of 2 nM for neratinib (Figure 7D) – similar 
to the reported inhibitory potency for (auto)phosphorylation of EGFR (IC50 = 3 nM) and 
HER2 (IC50 = 5 nM) in cellular assays on skin cancer cell line A431 (HER2+, EGFR+++) and 
breast cancer cell line BT474 (HER2+++, EGFR+).112 Alkyne derivatives 8RK57 and 8RK58 are 
>20-fold less potent than neratinib, in line with our findings in the kinase activity assay on 
recombinant GST-EGFR kinase domain (see Figure 6D). Interestingly, the IC50 of 30 nM for 
gefitinib is much higher than its potency on recombinant EGFR. This may be attributed to the 
low HER2 inhibitory potency of gefitinib (see Table S2) as EGFR phosphorylation is detected 
using a general phosphorylated tyrosine (pY) antibody: phosphorylated HER2 (136 kDa) and 
phosphorylated EGFR (132 kDa) run at a similar height on gel, which ‘contaminates’ the results. 
To validate this hypothesis, follow-up experiments with an EGFR-selective phosphotyrosine 
antibody are required.
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3.	 Conclusion and Outlook

In this work, we replaced the warhead in approved covalent kinase inhibitor neratinib (Nerlynx, 
HKI‑272) with a propargylamine (8RK57) or 1-but-3-yne (8RK58) warhead to investigate 
whether nonactivated alkynes can covalently target noncatalytic Cys797 at the EGFR 
ATP‑binding site. Covalent adduct formation with nontargeted thiol GSH was not observed, 
but intact protein MS analysis with recombinant EGFR indicated that covalent EGFR–alkyne 
adduct was not formed. Preliminary cellular assays were indicative of an irreversible binding 
mode but kinase activity assays on recombinant GST-EGFR kinase domain did not support 
this binding mode: 8RK57 and 8RK58 potently inhibit biochemical EGFR activity but did 
not exhibit time‑dependent behavior. Together, these preliminary results indicate alkyne 
analogues 8RK57 and 8RK58 do not have a covalent binding mode. This may be attributed 
to experimental design and practical challenges, incompatibility with the mechanism of the 
thiol–alkyne reaction, or suboptimal inhibitor design.

Figure 7  |  Cellular EGFR (auto)phosphorylation. Starved HeLa cells are treated with inhibitor, optionally with 
stimulation of receptor phosphorylation by EGF. Lower intensity of the phosphorylated tyrosine (pY) band 
relative to the total EGFR band corresponds with inhibition of EGFR (auto)phosphorylation. Darker bands indicate 
more total EGFR/pY. β-actin is a loading control for total protein loading. (A) Immunoblotting for phosphorylated 
tyrosine pY (top) and total EGFR (middle) in starved HeLa cells treated with 1 µM inhibitor. (B) Reversibility 
experiment. Immunoblotting for phosphorylated tyrosine pY (top) and total EGFR (middle) in starved HeLa 
cells treated with 1 µM inhibitor, followed by inhibitor washout. Regained EGFR (auto)phosphorylation can be 
observed for reversible inhibitors. (C) Quantification of EGFR phosphorylation (data shown in panel A and B), 
normalized to the phosphorylation levels in the untreated controls for direct comparison of phosphorylation 
levels with/without inhibitor washout (n = 1). (D) Inhibitory potency for cellular EGFR (auto)phosphorylation. 
Calculated from EGFR (auto)phosphorylation in EGF-stimulated HeLa cells treated with increasing inhibitor 
concentrations. Phosphorylation levels are quantified from background-corrected pY and total EGFR levels, and 
normalized to the uninhibited control (n = 1). Full gel scans and dose-response curves are shown in Figure S5.
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We cannot exclude the possibility that 8RK57 and 8RK58 have a covalent binding mode, 
but that contribution of covalent adduct formation was too slow to have a detectable effect 
on the inhibitory potency, or that we did not detect the covalent adduct due to practical and 
experimental factors. The covalent thiol–alkyne reaction with the CatK catalytic cysteine 
residue was relatively slow, 54 and the reaction with a noncatalytic cysteine is expected to result 
in slower reaction rates: the nucleophilicity of EGFR noncatalytic Cys797 thiol (pKa ~5.5) 113 
is less than catalytic cysteine thiolate (pKa ~4/4.5) – though more nucleophilic than general 
thiols such as the glutathione thiol (pKa ~8.9).114-115 Preliminary cellular experiments revealed 
that 8RK57 and 8RK58 effectively inhibit EGFR (auto)phosphorylation in HeLa cells, which was 
retained in washout experiments – an encouraging indication that 8RK57 and 8RK58 may have 
an irreversible binding mode. However, it was not possible to validate inhibitor (ir)reversibility 
in jump dilution assays with recombinant EGFR as we experienced technical/practical issues 
with diminishing EGFR activity and stability of recombinant EGFR. Recombinant GST-EGFR 
was unusually sensitive to freeze-thaw cycles and aliquoting, and loss of EGFR activity in 
single‑use aliquots was inevitable: complete loss of enzymatic activity was observed after two 
freeze‑thaw cycles (in the main stock) which could not be resolved by preparation of aliquots 
(in PCR tubes) as this also inactivated the enzyme. Further investigations into the stability and 
catalytic activity of recombinant EGFR constructs are desired.

In line with these findings, it is possible that the recombinant His-EGFR construct used for 
intact protein MS was in an inactive confirmation: all relevant tyrosines except Y1016 have 
been trimmed from the C-terminal tail. In vitro adduct formation with neratinib is expected 
to be less affected by subtle conformational changes in the recombinant His-EGFR kinase 
domain – the electrophilic acrylamide has a high intrinsic thiol reactivity (shown in Figure 3) 
– while this could severely impact the rate of in situ thiol–alkyne addition, especially compared 
to reactivity in a cellular context where the EGFR kinase domain is in an active conformation 
and has an intact C-terminal tail. This may provide an explanation to the lack of covalent  
EGFR–alkyne adduct detection but more conclusive evidence on the existence of a covalent 
adduct might be derived from experiments with native (full-length) EGFR – for example in 
cellular context using bottom-up MS after enrichment for EGFR, or with inhibitor-derived 
ABPs (these techniques are further discussed in Chapter 2).68 Alternatively, 8RK57 and 8RK58 
may actually not have a covalent binding mode. Based on the current data, we cannot exclude 
the possibility that the thiol–alkyne reaction is incompatible with noncatalytic cysteines in 
kinases such as EGFR because stabilization of a carbanion intermediate in the oxyanion hole 
(mechanism D in Chapter 1) is an essential step in covalent adduct formation. However, alkyne 
derivatives of other kinase inhibitors should be studied before concluding that nonactivated 
alkynes are incompatible as latent electrophiles to target noncatalytic cysteine thiols. The 
design of 8RK57 and 8RK58 may not have facilitated covalent adduct formation: thiol–alkyne 
adduct formation is a proximity-driven reaction, and suboptimal orientation or juxtaposition 
of the reactive carbon in the alkyne warhead hampers adduct formation. In Chapter 4, 54 we 
showed that a small molecule recognition element was sufficient to form a covalent adduct with 
alkyne EM04 when we replaced the ODN nitrile group with an isosteric alkyne. To make alkyne 
analogues of neratinib, we had to replace an acrylamide moiety with a nonactivated alkyne 
which may have affected the positioning negatively.
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The reactive warhead in neratinib is a 4-(dimethylamino)crotonamide: the acrylamide is 
modified with a polar, basic tertiary dimethylamine group on the β-carbon. The dimethylamine 
moiety improves aqueous solubility, and binding models suggest that it is a directing group 
that facilitates deprotonation of Cys805 to form the reactive thiolate (Figure 8A), thus 
promoting adduct formation with HER2 while sterically hindering adduct formation with 
nontargeted thiols.45, 83, 112 We did not include this directing group in our inhibitor design 
because it is not essential for the appropriate juxtaposition of the electrophile relative to the 
nucleophilic EGFR Cys797 thiolate: covalent TKIs including osimertinib (AZD-9292, Tagrisso) 
and canertinib (CI-1033, PD183805) covalently modify Cys797 without the need for this 
directing group. However, the dimethylamine group does contribute to potency: Wissner and 
Mansour 55 report that the cellular EGFR/HER2 potency of acrylamide 6 (PD168393) was lower 
than its dimethylamine derivative 9a, and a similar trend was observed for 2-butynamide 7 
(CL‑387785, EKI-785) 116 and its dimethylamine derivative 10. Other indications of a beneficial 
contribution of a directing group are the basic piperidine moiety on the terminal position of 
approved TKI dacomitinib (PF-00299804, Vizimpro): Wood et al.117 found that introduction 
of a basic pyrrolidine moiety onto the alkyne warhead increases the rate of EGFR adduct 
formation with 6-ethynyl-thienopyrimidines. It is worthwhile to investigate if introduction of 
a basic (tertiary) amine moiety on the terminal position of the nonactivated alkyne promotes 
covalent EGFR–alkyne adduct formation (Figure 8B). Neratinib displays a low off-target 
reactivity with Src kinase despite sharing the 4-phenylamino-3-quinolinecarbonitrile core with 
ATP-competitive Src kinase inhibitors, 118 which may be attributed to the 4-(dimethylamino)
crotonamide warhead on the quinoline C6 position: introduction of water-solubilizing group 
on C6 has been reported to mitigate Src kinase inhibition.119 Nonactivated alkyne derivatives 
8RK57 and 8RK58 likely exhibit off-target Src kinase reactivity, which may be mitigated by 
including a basic solubilizing group on the terminal position.

Figure 8  |  Role of dimethylamine moiety as directing groups promoting covalent adduct formation. (A) Binding 
model of neratinib with HER2 before covalent adduct formation. Adapted from Tsou et al.56 Introduction 
of the lipophilic 2-pyridynylmethyl motif improved HER2 potency by occupying a hydrophobic pocket. The 
basic dimethylamine moiety on the acrylamide warhead promotes adduct formation with HER2 Cys805.55 
(B) Structures of acrylamide warhead, 4-(dimethylamino)crotonamide warhead with a dimethylamine directing 
group on the terminal position, nonactivated alkyne warhead, and proposed nonactivated alkyne warhead with 
a basic directing group on the terminal position.
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To investigate whether the nonactivated alkyne is compatible with kinases – the most prevalent 
category of irreversible covalent inhibitors – future efforts should be directed towards 
nonactivated alkyne derivatives of other scaffolds. Here, the focus should be on acrylamides 
rather than 4-(dimethylamino)crotonamides – these have a higher chance of success because 
they do not need a directing group – ideally targeting mutant EGFR as assay tools to study 
mutant EGFR adduct formation are more widely available compared to HER2. In this context, 
EGFRT790M-selective inhibitor osimertinib (AZD-9292, Tagrisso) would be an appropriate 
model: the acrylamide has successfully been replaced to generate allenamide analogues,120 
indicating a flexibility in warhead architecture. Alternatively, replacing an electron-deficient 
alkyne with a nonactivated alkyne could be explored, such as the 2-butynamide warhead in 
4-anilinopyrido[3,4-d]pyrimidine 29,121 or in 4-anilinoquinazoline CL-387785 (EKI-785).116 

To conclude, we were unable to demonstrate whether the nonactivated alkyne is a suitable 
latent electrophile for targeting the noncatalytic Cys797 in EGFR kinase. However, this is no 
definitive evidence that the nonactivated alkynes are unsuitable in general, and they still have 
a potential role in irreversible covalent TKI development. Future studies should be directed 
towards modification of the inhibitor scaffold and optimization of the electrophile position 
relative to the reactive cysteine thiol. 
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4.	 Materials and Methods: Biochemistry

General
Reaction buffers are freshly supplemented with DTT (Chem-Impex, #00127), stored in single-use aliquots at 
−20 °C (1M in water). Established EGFR TKIs neratinib (Adv. ChemBlocks, #10409) and afatinib are taken along 
as irreversible covalent inhibitor controls, and gefitinib (SigmaAldrich, #SML1657) as reversible noncovalent 
inhibitor control. Purified recombinant human EGFR (UniProtID: P00533) kinase domains used in this work can 
be found below.

Enzyme Tag Domain Source or reference

His-EGFR His CDWT (695-1022) In-house. This work 

GST-EGFR GST CDWT (668-1210) ThermoFisher, #PV3872

GST-EGFR GST CDWT (668-1210) SignalChem, #E10-112G
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4.1.	 Intrinsic Thiol Reactivity Assay

A reaction mixture containing inhibitor (100 µM) and GSH (5 mM) in PBS (10 mM phosphate buffer pH7.45, 
140 mM NaCl, 2.7 mM KCl) was incubated at 37 °C under gentle agitation (300 rpm) for the indicated incubation 
time (0/1/2/3/4/24 h) after which a sample (25 µL) was removed. The samples were quenched by 2-fold diluted 
in 0.1% FA (aq) and submitted to LC-MS analysis. Chromatographic separation and MS analysis (10 µL injection) 
was carried out on a Waters ACQUITY UPLC H-class System equipped with Waters ACQUITY Quaternary Solvent 
Manager (QSM), Waters ACQUITY UPLC Photodiode Array (PDA) eλ Detector (λ = 210-800 nm), Waters ACQUITY 
UPLC BEH C18 Column (300 Å, 1.7 µm, 2.1×50 mm) and LCT Premier Orthogonal Acceleration Time of Flight Mass 
Spectrometer (m/z = 100-1600) in ES+ mode. Samples were run with a 1.6 min 2-100% gradient (run time 3 min) 
using 96% water and 96% MeCN mixed with 2.5% FA in water/MeCN as mobile phases (flow rate = 0.5 mL/min). 
Data processing was performed using Waters MassLynx Mass Spectrometry Software V4.2. Time-dependent 
unreacted inhibitor and GSH adduct signal in each sample was quantified from the baseline-separated UV 
absorbance peak area at a fixed wavelength (λabs = 350 nm) using the MassLynx Integrated peaks functionality. 
Data were plotted and analyzed using GraphPad Prism 8.4.2. Graphical data represents mean ± standard error 
obtained for a single representative experiment from fitting biological duplicates (n = 2).

The GSH occupancy was calculated by dividing the integrated UV area of GSH adduct over the integrated UV area 
of GSH adduct and unbound inhibitor, and normalized to 100%.

Time-dependent GSH occupancy (% of total) was plotted against incubation time for each inhibitor and fitted to 
the exponential one-phase association equation below (GraphPad Prism: One-phase association, with restrained 
values Y0 = 0% and plateau = 100%) to obtain rate of adduct formation kobs in presence of 5 mM GSH.

Observed rate kobs was then used to calculate the pseudo-first order rate constant kGSH reflecting the intrinsic 
GSH reactivity. The standard deviation σ of kGSH was calculated with Gaussian error propagation.

4.2.	 Protein Expression and Purification

Human EGFR (residues 695-1022) was cloned into baculovirus shuttle vector pNKI2.13 harboring an N-terminal 
His-tag and a 3C protease site using LIC cloning.122 The construct was sequence-verified before transposition 
into baculovirus vector (Bacmid) using DH10Bac cells. His-EGFR was expressed using baculovirus expression 
in Spodoptera frugiperda (Sf9) using an adapted Bac-to-Bac system (Invitrogen). Bacmids were isolated from 
DH10Bac cells using isopropanol precipitation and 10 µg was transfected into 0.8×106 sedentary Sf9 cells using 
CellFectin (Invitrogen) in SFM-II medium (Gibco) in a 6-well plate at 28 °C. After 72 h cells were checked for 
swelling and the medium was harvested (P0) for infection of P1 cultures; 50 mL of 1×106 cells/mL in SFM-II 
medium. P1 cultures were incubated at 28 °C whilst shaking for 72 h and then harvested by spinning down at 
500 G for 5 min. The supernatant was used to infect P2 cultures (like P1, but now 500 mL), whilst the pellet 
was used to check for expression and purification optimization. P2 cultures were infected with low MOI and 
harvested after 72 h shaking at 28 °C. Cell pellets were dissolved in buffer A (50 mM Tris pH8.0, 150 mM NaCl, 
5 mM β-mercaptoethanol (BME)) and disrupted using sonication before centrifugation at 24,000 G for 40 min at 
4 °C. The supernatant was applied to a 1 mL HisTrap column (GE Healthcare) using buffer A and the protein was 
eluted using a gradient of buffer B (Buffer A supplemented with 500 mM imidazole). Protein-containing fractions 

GSH Occupancy = 100%
�UVadduct + UVinhibitor �

UVadduct

�GSH Occupancy�𝑡𝑡 = 100% �1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡�

𝑘𝑘GSH =               with   σ𝑘𝑘GSH
 =

[GSH]
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[GSH]
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were pooled, concentrated and applied to gel filtration on a Superdex 200 column (GE Healthcare) in a Tris 
buffer (20 mM Tris pH8.0, 150 mM NaCl, and 5 mM BME). The protein fractions were concentrated to 2.7 mg/mL 
before being aliquoted and flash-frozen using liquid nitrogen.

4.3.	 Intact Protein MS

Recombinant His-tagged EGFR kinase domain (1 µM) and inhibitor (100 µM) were incubated in reaction buffer 
(50 mM HEPES pH7.4, 150 mM NaCl and 5 mM DTT) at 21 °C for 4 h in Protein Lobind Tubes (Eppendorf, 
#022431018) prior to LC-MS analysis. Chromatographic separation and MS analysis (1 µL injection) was carried 
out on a Waters ACQUITY UPLC‑MS system equipped with a Waters ACQUITY Quaternary Solvent Manager 
(QSM), Waters ACQUITY FTN AutoSampler, Waters ACQUITY UPLC Protein BEH C4 Column (300 Å, 1.7 µm, 
2.1×50 mm) and XEVO-G2XS QTOF Mass Spectrometer (m/z = 200‑2500) in ES+ mode. Samples were run with 
a 6 min 18‑50% gradient (run time 15 min) using 0.1% FA in MeCN and 0.1% FA in water as mobile phases (flow 
rate 0.6‑0.8 mL/min). The first 4 min the flow (2% solvent B) was diverted to the waste to avoid contamination 
of the MS with high concentrations of buffer components. After 4 min, the elution flow was ionized with an 
electrospray ionization (ESI) source in positive ion mode. The data was analyzed using Waters MassLynx 
Mass Spectrometry Software V4.2. The total mass of the covalent EGFR–inhibitor adducts was obtained by 
deconvolution of electrospray ionization mass spectrum envelope (average isotopes) with the MaxEnt1 function. 
Sample carry-over was minimized by running wash runs (run time 3 min) with 80% MeOH in water (5 µL injection, 
twice) and 60% MeCN in water (5 µL injection, twice) after each sample.

4.4.	 LanthaScreen Eu Kinase Binding Assay

Inhibitor binding to recombinant GST-tagged EGFR kinase domain (ThermoFisher, #PV3872) was assessed 
in a LanthaScreen Eu Kinase Binding Assay with TR-FRET signal between acceptor Kinase Tracer 199 (KT199; 
ThermoFisher, #PV5830) and donor LanthaScreen Eu-anti-GST Antibody (ThermoFisher, #PV5594) as read‑out.78 
Assay components were diluted in 1× Kinase Buffer A (50 mM HEPES pH7.5, 10 mM MgCl2, 1 mM EGTA, 
0.01%  Brij-35) freshly prepared from Invitrogen 5× Kinase Buffer A (ThermoFisher, #PV3189). LanthaScreen 
Eu‑anti‑GST Antibody was thawed, mixed and centrifuged (10,000 rpm, 10 min) prior to pipetting from the top 
of the solution and dilution into reaction buffer to prevent artefacts caused by solid particles. A stock solution 
containing GST‑EGFR and anti‑GST EuAb was preincubated for at least 30 min prior to addition (to reach the slow 
EGFR–EuAb equilibrium).

Inhibitors (10‑100 µM in DMSO) and KT199 (25 µM in DMSO) were transferred to PE OptiPlate-384 White 
Microplates (PerkinElmer, #6007290) or Corning 4513 White Low Volume NBS 384 Well Microplates (Corning, 
#4513) using an ECHO 550 Liquid Handler (Labcyte Inc.) acoustic dispenser. Time resolved fluorescence (TRF) 
of the Eu-labeled donor (λex = 337 nm, λem = 620 ± 10 nm) and AlexaFluor647-labeled acceptor (λem = 665 ± 10 
nm) was measured in relative fluorescence units (RFU) on a CLARIOstar (BMG Labtech) microplate reader in well 
multichromatics mode (Excitation filter: EX TR. Dichroic filter: LP TR. 100 flashes/well. 100 µs delay before integration 
start. 200 µs integration time). The ratiomeric TR-FRET emission of acceptor over donor (TRF665 nm/TRF620 nm) 
was calculated from individual donor/acceptor TRF emission intensities with MARS Data Analysis Software 
(BMG Labtech). All measurements were performed in triplicate unless otherwise noted. Data were plotted 
and analyzed using GraphPad Prism 8.4.2. Graphical data represents the mean ± standard deviation for a single 
representative experiment.

Tracer dissociation constant KD. 5‑300 nL KT199 (25 µM in DMSO, with DMSO backfill to 300 nL) was dispensed 
into an PE OptiPlate-384 microplate using an ECHO acoustic dispenser. Then, 30 µL of preincubated 1×  
EGFR/EuAb solution (final concentration 2 nM EGFR, 0.5 nM EuAb) or 30 µL of 1× EuAb solution (final 
concentration 0.5 nM) was added. The plate was shaken to mix (600 rpm, 1 min) and centrifuged (1000 rpm, 1 
min). Time Resolved Fluorescence (TRF) was measured every 2 min for 60 min. Background in absence of EGFR 
(diffusion-enhanced FRET and nonspecific binding) was subtracted from the FRET ratio in presence of EGFR. The 
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corrected FRET ratio (after 20 min incubation, at equilibrium) was plotted against tracer concentration and fitted 
to the quadratic equation below with fixed values for [E]0 (EGFR concentration at reaction initiation) and [L]0 
(tracer concentration at reaction initiation) to determine tracer binding affinity KD accounting for ligand 
depletion ([tracer]0 < 10[EGFR]0).

Kinetic Probe Competition Assay (kPCA). 0‑270 nL inhibitor (DMSO backfill to 270 nL) and 30 nL KT199 (25 µM 
in DMSO, final concentration 25 nM) were dispensed into an PE OptiPlate-384 microplate using an ECHO acoustic 
dispenser. Then, 4 µL Kinase Buffer A was added to each well, the plate was shaken to mix (300 rpm, 1 min) and 
centrifuged (1000 rpm, 1 min). Finally, 26 µL of the preincubated 1.2× EGFR/EuAb solution (final concentration 2 
nM EGFR, 0.5 nM EuAb) or 26 µL of 1.2× EuAb solution (final concentration 0.5 nM) was added and the plate was 
centrifuged (1000 rpm, 1 min). Time Resolved Fluorescence (TRF) was measured every 2 min for 60 min.

4.5.	 PhosphoSens Protein Kinase Activity Assay

Biochemical inhibition of recombinant EGFR kinase domain (ThermoFisher, #PV3872 or SignalChem, #E10-
112G) was assessed in a PhosphoSens Protein Kinase Activity Assay (AssayQuant, #CSKS-AQT0734K) with 
Chelation-Enhanced Fluorescence (ChEF) upon CSox substrate phosphorylation as read-out. Assay components 
were stored as stock solutions at −20 °C as recommended by supplier.101 Dry powder stock of PhosphoSens 
CSox substrate (AssayQuant, #CSKS-AQT0734B) was dissolved in 20% NH4CO3 (aq) to a concentration of 1 mM 
and diluted in distilled water. Single-use aliquots of DTT (100 mM in water) and ATP (100 mM in water) were 
stored at −20 °C. Buffers were freshly supplemented with EGTA, DTT and ATP before use. Single-use aliquots of 
purified recombinant human GST-EGFR kinase domain were diluted with enzyme buffer (20 mM HEPES pH7.5, 
0.01% Brij‑35, 5% Glycerol, 1 mg/mL BSA, 0.1 mM EGTA and 1.0 mM DTT) in Protein Lobind Tubes (Eppendorf, 
#022431018) to minimize loss of enzyme activity due to precipitation/aggregation. Stock solution of 12.5 µM 
CSox substrate AQT734 (AssayQuant, #AQT0734B) was prepared in reaction buffer (62.5 mM HEPES pH7.5, 
0.01% Brij‑35, 12.5 mM MgCl2, 0.69 mM EGTA, 1.25 mM DTT and 1.25 mM ATP). The final buffer composition in 
each well was 54 mM HEPES, 0.012% Brij-35, 1% Glycerol, 0.20 mg/mL BSA, 0.6 mM EGTA, 10 mM MgCl2, 1 mM 
ATP and 1.2 mM DTT. 

Kinetic Competitive Association. 0‑200 nL inhibitor (100× in DMSO, DMSO backfill to 200 nL) was transferred to 
Corning 3820 Black Low Volume NBS 384 Well Microplates (Corning, #3820) using an ECHO 550 Liquid Handler 
(Labcyte Inc.) acoustic dispenser, followed by addition of 16 µL CSox substrate AQT734 (1.25× in reaction buffer, 
10 µM final concentration) to each well. The plate was shaken to mix (300 rpm, 1 min) before addition of 4 µL 
GST-EGFR (5× in enzyme buffer, 0.25 nM final concentration) or 4 µL enzyme buffer (no kinase control). The plate 
was centrifuged at 1,000 rpm for 1 min and the wells were sealed with clear tape (Duck® Brand HP260™ Packing 
Tape) applied with a roller prior to minimize assay artefacts such as drift due to evaporation. Chelation-Enhanced 
Fluorescence intensity (λex = 360 ± 15 nm, λem = 492 ± 20 nm) was measured every 2 min for 120 min on a 
CLARIOstar (BMG Labtech) microplate reader. All measurements were performed in triplicate. Data were plotted 
and analyzed using GraphPad Prism 8.4.2. Background fluorescence (time-dependent fluorescence intensity for 
CSox substrate in absence of EGFR) was subtracted from the time-dependent fluorescence intensities in presence 
of EGFR (and inhibitor) (GraphPad Prism: Remove Baseline and Column Math – Value-Baseline with Baseline 
= Selected Column). Values in the lag phase (0‑4 min) were excluded before baseline removal to correct for 
compound fluorescence (GraphPad Prism: Remove Baseline and Column Math – Value-Baseline with Baseline = 
First Row), to give the corrected fluorescence intensity (in RFU). Graphical data represents the mean ± standard 
deviation for a single representative experiment.

FRET sample = B max  
�[E]0 + [L]0 + KD�  −    �[E]0 + [L]0 + KD�

2 − 4 [E]0 [L]0

2 [E]0

corr
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Data Analysis: Progress Curve Analysis. Corrected ChEF (in RFU) was plotted against incubation time (in s) for 
each inhibitor concentration, and fitted to the one-phase exponential association equation below to obtain the 
rate constant kobs (in s−1) for time-dependent formation of fluorescent phosphorylated CSox product. Lag time 
was constrained to t lag = 240 s and final velocity vs was constrained to vs = 0 for irreversible inhibitor neratinib. 
The progress curve of the uninhibited DMSO control was also fitted to find kctrl.

For irreversible inhibitor neratinib, the means and standard errors of kobs (in  s−1) were plotted against inhibitor 
concentration (in M), and fitted to the equation below to obtain maximum inactivation rate constant kinact (in  
s−1) and apparent inactivation constant KI

app (in M) in presence of 1 mM ATP. Nonlinearity in uninhibited kctrl was 
constrained to the kobs of the uninhibited control.

Data Analysis: Equilibrium Potency. Corrected fluorescence intensity (in RFU) was plotted against incubation 
time (in s) for each inhibitor concentration, and fitted to a straight line to calculate the phosphorylation velocity 
v (slope in RFU/s) during the first 4‑60 min. The mean and standard error were plotted against inhibitor 
concentration and fitted to the nonlinear least squares curve equation (GraphPad Prism: [Inhibitor] vs. response 
– Variable slope (four parameters)) with fixed values for the top (v max, uninhibited control) and bottom (v min = 0) 
to obtain IC50-values reflecting biochemical inhibitory potency in presence of 1 mM ATP.

Biochemical potency Ki of ATP-competitive reversible inhibitors was obtained using the Cheng-Prusoff equation 
below. The KM,ATP value for EGFRWT ATP affinity was constrained to the reported KM,ATP = 5 µM.110 

4.6.	 Cellular EGFR Inhibition and Reversibility Assay

HeLa cells were cultured in DMEM (Dulbecco’s Modified Eagle’s Medium, Gibco) supplemented with 7.5% FCS. 
Cells were maintained in a humidified atmosphere of 5% CO2 at 37 °C and regularly tested for the absence of 
mycoplasma.

Cellular EGFR (auto)phosphorylation
Inhibition. HeLa cells were seeded into 12 well plates (8×104 cells/well) and incubated overnight. Medium 
was changed to serum-free DMEM to starve the cells, and cells were grown for 2 h. DMSO or inhibitor (1 µM) 
was added to the serum-free medium and incubated for 1 h. For EGF stimulated samples, 25 ng/mL EGF 
(Gibco, #PHG0313) was added and cells were incubated for 1 h (after incubation with inhibitor). Medium was 
removed and plates were stored at −80 °C until the next day. EGFR (auto)phosphorylation was visualized by gel 
electrophoresis and immunoblotting (see below).
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Reversibility/washout. Culturing and treatment of HeLa cells as described for the inhibition assay above. 
Following inhibitor incubation, medium was replaced by fresh, inhibitor-free medium (optionally containing 
25 ng/mL EGF) to evaluate reversibility.

Cellular inhibitory potency. Culturing and treatment of HeLa cells as described for the inhibition assay above, 
with incubation with DMSO or inhibitor (0‑2 µM), followed by stimulation with EGF. EGFR phosphorylation was 
visualized and quantified as described below (n = 1). Receptor phosphorylation was plotted against inhibitor 
concentration, and fitted to obtain IC50-values using non-linear least squares curve fitting (GraphPad Prism: 
[inhibitor] vs. response – variable slop (four parameters)) with fixed values for the top (100%) and bottom (0%).

Gel Electrophoresis and Western Blotting. 50 µL of 2× SDS sample buffer containing 20 mM DTT (Invitrogen, 
#N0007) was added to each well and incubated at 37 °C. Proteins from the whole cell lysate (WCL) were 
denatured by heating at 100 °C for at least 15 min. Samples (25 µL) were loaded on 8% Tris-glycine SDS-PAGE 
gels and resolved by gel electrophoresis. Proteins were transferred to a nitrocellulose membrane (Protan BA85, 
0.45 µm, GE Healthcare) at 300 mA for 2.5 h using a Trans-Blot Turbo Transfer System (Biorad). The membranes 
were blocked in blocking buffer (5% skim milk powder (Oxiod, #LP0031) in PBS (Sigma-Aldrich, #P1379)) for 
1 h. Antibodies were prepared in 5% milk in PBST (0.1% Tween20 in PBS). Primary antibodies: rabbit anti-EGFR 
(1:1,000; Millipore, #04-338), mouse anti-phosphotyrosine clone 4G10 (1:1,000; Millipore, #05-321), and 
mouse anti-β-actin clone AC-74 (1:10,000; Sigma-Aldrich, #A2228). Secondary antibodies: IRDye 800CW goat 
anti‑mouse (1:5,000; Li-COR, #926-32210) and IRDye 680LT goat anti-rabbit (1:20,000; Li-COR, #926-68021). The 
membranes were incubated with a primary antibody, washed three times for 10 min in 0.1% PBST, incubated 
with the secondary antibody for 30 min, and washed three times again in 0.1% PBST. The signal was detected 
using direct imaging by the Odyssey Classic imager (LI-COR). 

Quantification. Intensity of signals corresponding to total EGFR and phosphorylated EGFR in the pY blot 
were quantified with ImageJ v1.52a,123-125 and the gel-specific background was subtracted. Relative receptor 
phosphorylation (pY/EGFR) was calculated for each sample and then normalized to the maximum receptor 
phosphorylation, corresponding to pY/EGFR in the respective controls: vehicle-treated samples +/– EGF 
stimulation, +/– washout. Data were plotted and analyzed using GraphPad Prism 8.

5.	 Materials and Methods: Chemical Synthesis

The synthetic strategy for preparation of 8RK57 and 8RK58 can be found in Scheme S1. Chemical synthesis of 
precursor bromoquinoline 2 was performed at Mercachem BV (Nijmegen, NL). Synthesis of alkyne derivatives 
8RK57 and 8RK58 was performed at LUMC (Leiden, NL). 

General. All commercially available reagents and solvents were used as purchased, including BrettPhos 
Palladacycle G3 (Strem Chemicals, #46-0322) and BrettPhos (Strem Chemicals, #15-1152). Reported yields are 
not optimized. Thin Layer Chromatography (TLC) was performed using TLC plates from Merck (SiO2, Kieselgel 
60 F254 neutral, on aluminum with fluorescence indicator) and compounds were visualized by UV detection 
(254 nm) and KMnO4 staining. Flash column chromatography (FCC) purification of precursors 2‑5 was performed 
using the indicated eluent. FCC purification of 8RK57 and 8RK58 was performed using Grace Davisil Silica Gel 
(particle size 40‑63 µm, pore diameter 60 Å) and the indicated eluent. Nuclear magnetic resonance (NMR) 
spectra were recorded as indicated on a Bruker Avance 300 (300 MHz for 1H and 75.00 MHz for 13C) instrument 
or a Bruker Avance 600 (600 MHz for 1H and 151 MHz for 13C) instrument equipped with a Bruker CryoPlatform 
using the residual solvent (DMSO-d6) as internal standard (δ 2.50 ppm for 1H and δ 39.52 ppm for 13C). Chemical 
shifts (δ) are given in ppm and coupling constants (J) are quoted in hertz (Hz). Resonances are described as s 
(singlet), d (doublet), t (triplet), q (quartet), b (broad) and m (multiplet) or combinations thereof. Assignment 
of signals is based on 2D NMR techniques COSY, HSQC and HMBC. High-resolution mass spectrometry (HRMS) 
measurements were carried out on a Waters ACQUITY UPLC‐MS system equipped with a Waters ACQUITY 
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Quaternary Solvent Manager (QSM), Waters ACQUITY FTN AutoSampler, Waters ACQUITY UPLC BEH C18 Column 
(1.7 µm, 2.1×50 mm) and XEVO-G2 XS QTOF Mass Spectrometer (m/z = 50‑1200) in ES+ mode. Samples were 
run with a 1.7 min gradient (run time 3 min) using 0.1% FA in MeCN and 0.1% FA in water as mobile phases (flow 
rate 0.6 mL/min). The elution flow was ionized with an electrospray ionization (ESI) source in positive ion mode. 
Data processing was performed using Waters MassLynx Mass Spectrometry Software 4.2. Mass spectra were 
centered to obtain the found mass with the TOF spectrum center function; Process – Center – Half height = 2, 
Center method = Median. Theoretical mass was calculated with the isotope modelling function; Tools – Isotope 
model – Charged ion – Charge state = 1. 

LC-MS Method I. LC‑MS analysis of precursors 3‑5 was performed at Mercachem (Nijmegen, NL) on a system  
equipped with a Diode Array (DAD) Detector (λ = 220‑320 nm), Waters XSelect C18 Column (3.5 µm, 
2.1×30 mm), an Electron-Spray Atmospheric Pressure Ionization (ES-API) source and a (MSD) Mass Spectrometer 
(m/z = 100‑800) in ESI+ mode. Samples were run with a linear 1.6 min gradient (run time 3 min) of 5‑98% solvent 
A, using A = 95% MeCN + 5% (NH4)HCO3 (aq) and B = 10 mM (NH4)HCO3 in water (pH9.0) as mobile phases (flow 
rate = 1.0 mL/min).

LC-MS Method II. LC‑MS analysis of precursor 2 and final compounds 8RK57 and 8RK58 was performed at LUMC 
(Leiden, NL) on a Waters ACQUITY UPLC H‐class System equipped with Waters ACQUITY Quaternary Solvent 
Manager (QSM), Waters ACQUITY UPLC Photodiode Array (PDA) eλ Detector (λ = 210‑800 nm), Waters ACQUITY 
UPLC BEH C18 Column (130 Å, 1.7 µm, 2.1×50 mm) and LCT Premier Orthogonal Acceleration Time of Flight 
Mass Spectrometer (m/z = 100‑1600) in ES+ mode. Pure compounds were run with a 7 min 2‑100% gradient 
(run time 10 min) using 96% water and 96% MeCN mixed with 2.5% FA in water/MeCN as mobile phases (flow 
rate = 0.5 mL/min). 

5.1.	 Synthesis of Precursor 2

3-chloro-4-(2-pyridylmethoxy)aniline 5
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Following published procedure,126 4-amino-2-chlorophenol 6 (5.00 gr, 34.8 mmol, 1.0 
eq) was reacted with 2-(chloromethyl)pyridine hydrochloride (6.86 gr, 41.8 mmol, 1.2 
eq) in presence of benzaldehyde (3.88 mL, 38.3 mmol, 1.1 eq) and K2CO3 (19.25 gr, 139 
mmol, 4 eq) in 40 mL DMF, at 50 °C for 24 h. The mixture was concentrated in vacuo and 

carefully dissolved (gas evolution) in 300 mL 2N HCl. The aqueous solution was extracted with EtOAc (3X) and 
basified by addition of 300 mL 2N NaOH. The resulting suspension was stirred, filtered and thoroughly washed 
with water. The brownish residue was taken up in EtOAc, washed with water and brine, dried over Na2SO4 and 
concentrated in vacuo to give aniline 5 as a light-brown solid (7.46 gr, 29.6 mmol, 85%). The material was used in 
the next step without further purification. LC‑MS (ESI+); Rt = 1.88 min, m/z = 235 [M+H]+.

N-(3-chloro-4-(2-pyridinemethoxy)phenyl)-2-cyanoacetamide 4
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A solution of aniline 5 (2.00 gr, 8.52 mmol, 1 eq) and 2-cyanoacetic acid (761 mg, 
8.95 mmol, 1.05 eq) in 30 mL anhydrous THF was heated at reflux, and N,N′-
diisopropylcarbodiimide (1.39 mL, 8.95 mmol, 1.05 eq) was added dropwise. The 
resulting mixture was heated at reflux for 1 h. Reaction progress monitored by 

LC-MS revealed full conversion, and the reaction mixture was cooled to room temperature and concentrated in 
vacuo. The reaction mixture was suspended in 30 mL EtOAc, stirred overnight at room temperature, filtered and 
dried. LC-MS analysis of the residue revealed contamination with diisopropyl urea, which was removed by 
coating on Hydromix and purification by FCC (gradient 0‑10% MeOH in EtOAc), followed by coating on silica and 
purification by FCC (gradient 5‑10% MeOH in EtOAc) to obtain acetamide 4 as a white solid (1.69 gr, 5.32 mmol, 
62.4%). Spectral 1H NMR data of acetamide 4 is in agreement with published data.57 LC‑MS (ESI+); Rt = 1.92 min, 
m/z = 302 [M+H]+.
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(E/Z)-3-(4-bromo-3-ethoxyanilino)-N-[3-chloro-4-(2-pyridinyl-methoxy)phenyl]-2-cyano-2-propenamide 3
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Adapted from published procedure,127 acetamide 4 (1.00 gr, 3.31 mmol, 
1 eq) and 4-bromo-3-ethoxyaniline hydrochloride 7 (837 mg, 3.31 mmol, 
1 eq) were suspended in 30 mL iPrOH. Triethyl orthoformate (0.55 mL, 
3.31  mmol, 1 eq) was added and the mixture was heated to reflux. 
Another equivalent of triethyl orthoformate (0.55 mL, 3.31 mmol, 1 eq) 

was added 1.5 hours and 3.5 hours after reaction initiation. LC‑MS analysis revealed incomplete conversion 
(60%) therefore additional triethyl orthoformate (1.1 mL, 6.6 mmol, 2 eq) was added and reflux was continued 
for a further 4 hours, but this did not significantly improve conversion. Additional 4-bromo-3-ethoxyaniline 
hydrochloride 7 (418 mg, 1.66 mmol, 0.5 eq) and 4 mL iPrOH were added and the mixture was refluxed 
overnight. Reaction conversion was still incomplete (80%), therefore additional 4-bromo-3-ethoxyaniline 
hydrochloride 7 (418 mg, 1.66 mmol, 0.5 eq) was added and the mixture was refluxed overnight. The reaction 
mixture was allowed to cool to room temperature, filtered and dried when consumption of starting material was 
>90%. The product was obtained by trituration from 20 mL iPrOH. Cyanoacrylamide (E/Z)-3 was obtained as a 
cream solid (1.31 gr, 2.14 mmol, 65%) and used in the next step without further purification (78% major isomer, 
8.3% minor isomer and 11% starting material). LC‑MS (ESI+); Rt = 2.41 min, m/z = 527 & 529 [M+H]+ (major) + Rt 
= 2.28 min, m/z = 527 & 529 [M+H]+ (minor).

6-bromo-4-((3-chloro-4-(pyridin-2-ylmethoxy)phenyl)amino)-7-ethoxyquinoline-3-carbonitrile 2
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Adapted from published procedure,127 cyanoacrylamide (E/Z)-3 (1.31 gr, 2.48 
mmol, 1 eq) was suspended in 15 mL anhydrous toluene. Pyridine (0.40 mL, 
4.96 mmol, 2 eq) was added and the mixture was heated to reflux. 
Phosphorus(V) oxychloride (0.46 mL, 4.96 mmol, 2 eq) was added and the 
mixture refluxed for 1 h. The reaction mixture was concentrated in vacuo and 
resuspended in a mixture of EtOAc/MeOH and 2N NaOH (aq). The aqueous 

phase was extracted with EtOAc twice, and the combined organic layers were washed with water, brine, dried 
over Na2SO4 and concentrated in vacuo. The material was coated on silica and purified by FCC (gradient 80‑100% 
EtOAc in heptane). Fractions containing product were pooled and concentrated to afford 6-bromo-4-anilino-3-
quinolinecarbonitrile 2 (0.46 gr, 0.866 mmol, 35%) as an orange-yellow solid. TLC Rf = 0.44 (3:1 EtOAc/heptane). 
LC‑MS (ESI+); Rt = 4.62 min, m/z = 509.0 & 511.0 [M+H]+. 1H NMR (600 MHz, DMSO-d6) δ 9.75 (s, 1H), 8.78 (s, 
1H), 8.60 (dt, J = 4.8, 1.3 Hz, 1H), 8.52 (s, 1H), 7.88 (td, J = 7.7, 1.8 Hz, 1H), 7.58 (d, J = 7.8 Hz, 1H), 7.47 (d, J = 2.2 
Hz, 1H), 7.40 (s, 1H), 7.37 (ddd, J = 7.6, 4.8, 1.1 Hz, 1H), 7.28 (d, J = 8.8 Hz, 1H), 7.26 (dd, J = 8.8, 2.2 Hz, 1H), 5.30 
(s, 2H), 4.29 (q, J = 6.9 Hz, 2H), 1.44 (t, J = 6.9 Hz, 3H). 13C NMR DEPTQ135 (151 MHz, DMSO-d6) δ 156.91, 156.10, 
154.04, 151.86, 150.39, 149.84, 149.16, 137.11, 132.78, 127.18, 127.11, 125.53, 123.10, 121.48, 121.46, 116.88, 
114.19, 113.77, 112.43, 109.93, 86.18, 71.18, 65.03, 14.32. HRMS (ESI+): calculated 509.0380 & 511.0360 for 
C24H18N4O2BrCl ([M+H]+), found: 509.0381 & 511.0364.

5.2.	 Synthesis of 8RK57 and 8RK58

General Procedure A: Buchwald-Hartwig Amination
6-bromoquinoline 2 (50 mg, 0.098 mmol, 1 eq), BrettPhos Palladacycle G3 (35.56 mg, 0.039 mmol, 0.4 eq), 
BrettPhos (21.06 mg, 0.039 mmol, 0.4 eq) and NaOtBu (28.28 mg, 0.29 mmol, 3 eq) were combined in a flame-
dried Schlenk flask under argon, to which anhydrous DMF (5 mL) was added. Finally, primary amine (0.98 mmol, 
10 eq) was added, and the reaction mixture was stirred overnight at 70 °C. Reaction progress was monitored by 
TLC and LC-MS (detection of unreacted 6-bromoquinoline 2). Upon reaction completion the reaction mixture 
was coated on silica and separated by FCC (gradient 0‑100% EtOAc in heptane). Fractions containing desired 
product were pooled and solvent was removed by rotary evaporation. The product was lyophilized to obtain 
product as a dry powder. 
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4-((3-chloro-4-(pyridin-2-ylmethoxy)phenyl)amino)-7-ethoxy-6-(prop-2-yn-1-ylamino)quinoline-3-carbonitrile 
8RK57
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Following general procedure A, Buchwald-Hartwig amination with 
propargylamine (63 µL, 0.98 mmol, 10 eq) afforded alkyne 8RK57 as a 
yellow powder (17 mg, 0.035 mmol, 36%). TLC Rf = 0.49 (4:1 EtOAc/
heptane). LC‑MS (ESI+); Rt = 3.97 min, m/z = 484.1 [M+H]+. 1H NMR (300 
MHz, DMSO-d6) δ 9.30 (s, 1H), 8.60 (ddd, J = 4.9, 1.8, 0.9 Hz, 1H), 8.34 (s, 
1H), 7.88 (td, J = 7.7, 1.8 Hz, 1H), 7.58 (dt, J = 7.8, 1.1 Hz, 1H), 7.41 (d, J = 

2.4 Hz, 1H), 7.37 (ddd, J = 7.6, 4.8, 0.8 Hz, 1H), 7.28 (s, 1H), 7.27 (d, J = 8.7 Hz, 1H), 7.21 (dd, J = 8.8, 2.5 Hz, 1H), 
7.20 (s, 1H), 6.05 (t, J = 6.4 Hz, 1H), 5.29 (s, 2H), 4.25 (q, J = 6.9 Hz, 2H), 4.07 (dd, J = 6.4, 2.4 Hz, 2H), 3.04 (t, J = 
2.3 Hz, 1H), 1.45 (t, J = 6.9 Hz, 3H). 13C NMR APT (75 MHz, DMSO-d6) δ 156.17, 151.36, 151.15, 149.15, 148.88, 
148.23, 143.22, 137.71, 137.10, 134.02, 126.26, 124.52, 123.09, 121.54, 121.47, 117.42, 114.35, 114.19, 106.93, 
97.88, 86.95, 81.65, 73.01, 71.21, 64.18, 31.83, 14.40. HRMS (ESI+): calculated 484.1540 for C27H22N5O2Cl 
([M+H]+), found: 484.1537.

6-(but-3-yn-1-ylamino)-4-((3-chloro-4-(pyridin-2-ylmethoxy)phenyl)amino)-7-ethoxyquinoline-3-carbonitrile 
8RK58
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Following general procedure A, Buchwald-Hartwig amination with 
1-amino-3-butyne (80 µL, 0.98 mmol, 10 eq) afforded alkyne 8RK58 as a 
yellow powder (29 mg, 0.058 mmol, 59%). TLC Rf = 0.33 (3:1 EtOAc/
heptane). LC-MS (ESI+); Rt = 4.23 min, m/z = 498.2 [M+H]+. 1H NMR (300 
MHz, DMSO-d6) δ 9.36 (s, 1H), 8.60 (ddd, J = 4.9, 1.8, 1.0 Hz, 1H), 8.33 (s, 
1H), 7.87 (td, J = 7.7, 1.8 Hz, 1H), 7.58 (dt, J = 7.9, 1.1 Hz, 1H), 7.42 (d, J = 

2.4 Hz, 1H), 7.37 (ddd, J = 7.6, 4.8, 1.2 Hz, 1H), 7.27 (d, J = 8.9 Hz, 1H), 7.21 (dd, J = 9.0, 2.8 Hz, 1H), 7.20 (s, 1H), 
7.19 (s, 1H), 5.71 (t, J = 6.1 Hz, 1H), 5.30 (s, 2H), 4.25 (q, J = 6.9 Hz, 2H), 3.40 (q, J = 7.0 Hz, 2H), 2.90 (t, J = 2.6 Hz, 
1H), 2.54 (td, J = 7.3, 2.7 Hz, 2H), 1.45 (t, J = 6.9 Hz, 3H). 13C NMR APT (75 MHz, DMSO-d6) δ 156.16, 151.34, 
151.11, 149.16, 148.97, 147.81, 142.45, 138.42, 137.10, 133.90, 126.61, 124.89, 123.09, 121.54, 121.48, 117.32, 
114.33, 114.30, 106.65, 96.66, 86.78, 82.58, 72.54, 71.22, 64.23, 41.46, 18.01, 14.39. HRMS (ESI+): calculated 
498.1697 for C28H24N5O2Cl ([M+H]+), found: 498.1695.
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7.	 Supporting Information

7.1.	 Literature Values for EGFR Activity and Inhibition

Figure S1  |  Chemical structure, name, and in vitro biochemical IC50 (nM) against recombinant EGFR (mutant) 
activity reported by Lategahn et al.84 Covalent warheads are marked in blue.

Table S1  |  Reported ATP affinity of (mutant) EGFR.38

Inhibitor potency in ATP site-dependent competition binding assay (KINOMEscan Technology Platform).83 * Values 
not corrected for irreversible covalent binding mode.

KM,ATP (µM) kcat (s−1) kcat/KM,ATP (×103 M−1s−1)

EGFRWT 5.2 ± 0.2 0.026 5

EGFRT790M 5.9 ± 0.1 0.137 23

EGFRL858R 148 ± 4 1.484 10

EGFRL858R/T790M 8.4 ± 0.3 0.456 54

Table S2  |  Reported biochemical IC50 values (nM).

erlotinib gefitinib lapatinib neratinib afatinib vandetanib staurosporine

EGFRWT 0.67 1 2.4    1.1 *    0.25 * 9.5 370

EGFRT790M 140 40 860    1.5 *    0.61 * 100 0.77

EGFRL858R 0.97 0.94 2.8    0.67 *    0.2 * 8.7 270

EGFRL858R/T790M 190 140 >104    27 *    1.1 * 230 0.35

HER2 2900 3500 7    6 *    5 * 2600 190

HER3 1100 790 5500    7.7 *    4500 * 160 >104

HER4 230 410 54    2.4 *    6.3 * 480 770

SRC 700 3800 >104    4100 *    2800 * 70 86

Biochemical IC50 (nM) gefitinib afatinib osimertinib

EGFRWT 0.2 <0.1 1.0

EGFRL858R <0.1 <0.1 0.7

EGFRL858R/T790M 185 0.3 0.3

EGFRL858R/T790M/C797S 250 25 116

F

HN

N

N

O

O
Cl

N
O

F

HN

N

N

O

O

H
N

O
N

Cl

OMe

NH

NN

N

HN

N

O

N



235

Covalent EGFR Inhibitors With a Nonactivated Alkyne Warhead

5

7.2.	 Chemical Synthesis

Precursor 6-bromoquinoline 2 was prepared at Mercachem (now: Symeres Nijmegen) (Scheme S1) by 
adaptation of reported methodology for large scale preparation of 4-amino-3-quinolinecarbonitriles 
targeting Src kinase domain 127-128 and 3-cyano-quinolines targeting the HER kinase family. 57

Alkyne derivatives 8RK57 and 8RK58 were obtained in a single step from bromoquinoline 2 by Pd‑catalyzed 
C–N cross-coupling with primary amines under Buchwald-Hartwig amination conditions.60 BrettPhos 
Palladacycle G3 (L = BrettPhos) and BrettPhos are recommended Pd-(pre)catalyst and dialkylbiaryl 
phosphine ligand for mono N-arylation of primary aliphatic amines.60 C-N cross-coupling with a secondary 
amine is much slower than with a primary amine, thus minimizing formation of undesired biarylation 
product or homocoupling product.129 

Scheme S1  |  Chemical synthesis of neratinib derivatives. Alkylation of aminophenol 6 to form aniline 5 
was followed by DIC-mediated amide coupling with cyanoacetic acid to afford acetamide 4. Treatment of 
acetamide 4 with triethyl orthoformate and primary aniline 7 afforded cyanoacrylamide 3 as a mixture of the 
(E)- and (Z)-isomer. Subsequent phosphorus oxychloride-mediated ring closure resulted in the formation of 
6-bromo-4-anilino-3-quinolinecarbonitrile 2. Treatment of bromoquinoline 2 with excess propargylamine or  
1-amino-3-butyne in presence of third generation Pd-precatalyst BrettPhos Palladacycle G3 and dialkylbiaryl 
phosphine ligand BrettPhos afforded alkyne derivatives 8RK57 and 8RK58.

POCl3, pyridine
PhMe, reflux

Cl
OH

Cl

Cl
O

N OH

O
N

Cl
O

N
H

N

4 (63%)

O
N

Br

EtO NH2•HCl

Cl
O

N
H

N

O
N

N
H

EtO

Br

Cl
O

HN

N

N

CN

EtO

Br

Cl
O

HN

N

N

CN

EtO

H
N

n

n
NH2

7

THF, reflux

DIC

NH2

Pd L

OMs

Pd G3 

OMe

MeO P(Cy)2

iPr

iPr

BrettPhos

8RK57 (36%, n = 1)
8RK58 (59%, n = 2)

2 (35%)

(E/Z)-3 (65%)

HC(OEt)3

iPrOH, reflux

H2NH2N

5 (85%)6

DMF, 50 °C

K2CO3, PhCOH

DMF, 70 °C

BrettPhos Pd G3
BrettPhos, NaOtBu

HCl•N

iPr



236

Chapter 5

7.3.	 Thiol Reactivity Assay
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7.4.	 Intact Protein MS Analysis

Figure S2  |  LC-MS traces for intact protein MS analysis of unbound His-EGFR (1 µM) incubated with inhibitor 
(100 µM) for 4 h at 21 °C. Data accompanying Figure 4. Left: UPLC chromatogram. Middle: Electrospray ionization 
mass spectrum. Right: Deconvoluted mass (average isotopes).

Detection of covalent adduct by intact protein MS analysis. His-EGFR (1 µM) treated with excess compound is 
incubated at 21 °C for the indicated time. N.A. = not applicable. a 10:2 adduct/unbound EGFR. b 10:1:1 adduct/
unbound/double adduct (double addition of compound).

Table S4  |  Screening conditions for covalent adduct formation (intact protein MS analysis).
Covalent adduct

compound [compound] 4 h 24 h

DMSO – – –

neratinib
100 µM    + a    + b

10 µM N.A. +

8RK57
100 µM – –

10 µM N.A. –

8RK58
100 µM – –

10 µM N.A. –

gefitinib 100 µM – N.A.
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7.5.	 Lanthascreen Kinase Binding Assay

Assay conditions were optimized to maximize the assay window while avoiding inhibitor depletion. 
An intrinsic issue with kinase binding assays is the minimum required kinase concentration for a  
detectable signal. We found that 2 nM GST-EGFR was the minimum kinase concentration. At lower kinase 
concentration, the signal at 620 nm originating from the FRET donor was too high, even in presence of 
GST-EGFR and FRET acceptor, because a large portion of EuAb is unbound (KD,EuAb = 0.6 nM).130

FRET acceptor kinase tracer 199 (KT199) was initially used at the recommended concentration of 25 nM.78 
The optimal tracer concentration depends on the tracer potency, desired competition and assay window. 
Tracer concentrations above 100 nM are not recommended as these could cause artefacts related to 
diffusion-enhanced TR-FRET: a signal that is not related to a biological binding event but the result of the 
FRET donor being in close proximity of the FRET acceptor in solution. Diffusion-enhanced FRET increases 
with a higher tracer concentration, thereby increasing the background (Figure S3B).131 Tracer potency and 
assay window are linked properties: more kinase is engaged in the kinase-tracer complex at a high tracer 
concentration ([tracer] >> KD), but if the tracer concentration is too high it induces diffusion-enhanced 
TR-FRET thus narrowing the assay window (Figure S3C).

Confronted with tight-binding behavior, tracer was increased to the maximum recommended concentration: 
competitive tracer binding would decrease the apparent inhibitor binding potency. Unfortunately, 
neratinib was unable to fully displace 100 nM tracer, and the resulting assay window was unsuitable to 
assess inhibitor binding potency (Figure S3C, left). Incomplete tracer dissociation may be caused by a 
secondary low-affinity tracer binding site or binding configuration uncompetitive with neratinib binding, 
thus interfering with tracer displacement at high tracer concentrations. 

Figure S3  |  In vitro Lanthascreen kinase binding assay. Data accompanying Figure 5. (A) KT199 is a conjugate 
of pan-kinase inhibitor staurosporine and FRET acceptor Alexa Fluor 647. (B) Calculation of tracer dissociation 
constant KD after baseline correction: subtraction of EuAb + KT199 signal in absence of GST-EGFR. (C) Progress 
curves for 2 nM GST-EGFR with 100 nM KT199 (left) or 25 nM KT199 (right). Maximum KT199 displacement by 
700 nM neratinib is ineffective.
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7.6.	 PhosphoSens Kinase Activity Assay

EGFR-mediated substrate phosphorylation is a bisubstrate reaction which complicates algebraic evaluation 
of inhibition.132-133 Fortunately, the reaction can be simplified to a (truncated) hit-and-run model 
(E + S → E + P) because a high ATP concentration (estimated KM,ATP << 1 mM) and low CSox substrate 
concentration (estimated KM,CSox >> 10 µM) are used.93, 134-136 Please consult the supporting information 
accompanying the benchmark manuscript on (ir)reversible EGFR inhibition by Schwartz and co-worker for 
a detailed description of Sox substrate kinetics.93

Important factors driving EGFR activity observed in PhosphoSens kinase activity assays are the EGFR 
concentration, the affinity for the Sox-containing substrate (Figure S4A), and the concentrations of 
chelating reagent Mg2+ (10 mM) and ATP (1 mM). Additionally, we found that loss of EGFR activity can be 
minimized by fresh addition of ATP and DTT from single-use aliquots, addition of EGTA to remove Ca2+ 
interfering with Mg2+ chelation to CSox substrate,86 and the use of low-bind tubes. Kinase concentration 
was optimized to ensure maximum 10% substrate conversion during the measurement (Michaelis-Menten 
kinetics). The reaction with 0.25 nM GST-EGFR resulted in linear product formation without substrate 
depletion (less than 10% of the substrate was phosphorylated) for the duration of two hours. A delay in 
EGFR activity was sometimes observed, probably because the kinase domain is not preincubated with 
competing ATP (Figure S4B). This lag phase, also reported for other Omnia kinase activity assays,137-138 
was excluded from (kinetic) fits.

Figure S4  |  In vitro PhosphoSens kinase activity assay. Data accompanying Figure 6. (A) EGFR substrate 
AQT734 is a CSox-based fluorescent chemosensor. CSox is an unnatural amino acid consisting of a cysteine 
residue alkylated with a sulfonamido-oxine (Sox) with a low intrinsic affinity for Mg2+.91 Phosphorylation of a 
nearby tyrosine increases the affinity for Mg2+ resulting in a 4-fold increase of chelation enhanced fluorescence 
(ChEF).101, 108 (B) EGFR activity exhibits a lag phase of ~4 min. This lag phase is excluded from fits after baseline 
correction (subtraction of signal in CSox substrate in absence of EGFR).
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7.7.	 Inhibition of Cellular EGFR (Auto)phosphorylation

Figure S5  |  Cellular EGFR (auto)phosphorylation in intact HeLa cells. Data accompanying Figure 7D. HeLa cells 
are incubated with various inhibitor concentrations for 1 h. EGFR (auto)phosphorylation is stimulated with EGF 
(1 h) and receptor (auto)phosphorylation is visualized and quantified from the Western blots. (A) Full gel scans. For 
each inhibitor, phosphorylated tyrosine residues pY (top), total EGFR (middle), and β-actin (bottom) are visualized 
by immunoblotting. Darker bands indicate higher intensity of phosphorylated tyrosine/total EGFR/β‑actin. β‑actin 
is a loading control for total protein loading. (B) Dose-response curves. Intensity of phosphorylated tyrosine 
corresponding to pEGFR is divided by intensity of total EGFR, and normalized to the vehicle-treated control. 
Relative receptor phosphorylation against inhibitor concentration is fitted to the 4-parameter Hill equation to 
obtain the IC50 for inhibition of cellular EGFR (auto)phosphorylation (n = 1).
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Adapted from: 

Mons, E.; Kim, R.Q.; van Doodewaerd, B.R.; van Veelen, P.A.; Mulder, M.P.C.; Ovaa, H. Exploring the Versatility 
of the Covalent Thiol–Alkyne Reaction with Substituted Propargyl Warheads: A Deciding Role for the Cysteine 
Protease. J. Am. Chem. Soc. 2021, 143, 6423-6433. doi:10.1021/jacs.0c10513.
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Abstract. Terminal nonactivated alkynes are nowadays considered the golden standard for 
cysteine-reactive warheads in activity-based probes (ABPs) targeting cysteine deubiquitinating 
enzymes (CysDUBs). In this work, we study the versatility of the thiol–alkyne addition reaction 
in more depth. Contrary to previous findings with UCHL3, we now show that covalent adduct 
formation can progress with substituents on the terminal or internal alkyne position. Strikingly, 
acceptance of alkyne substituents is strictly CysDUB-specific as this is not conserved among 
members of the same subfamily. Covalent adduct formation with the catalytic cysteine residue 
was validated by gel analysis and mass spectrometry of intact ABP-treated USP16CDWT and 
catalytically inactive mutant USP16CDC205A. Bottom-up mass spectrometric analysis of the 
covalent adduct with a deuterated propargyl ABP provides mechanistic understanding of in situ 
thiol–alkyne reaction, identifying the alkyne rather than an allenic intermediate as the reactive 
species. Furthermore, kinetic analysis revealed that introduction of (bulky/electron‑donating) 
methyl substituents on the propargyl moiety decreases the rate of covalent adduct formation, 
thus providing a rational explanation for the commonly lower level of observed covalent adduct 
compared to unmodified alkynes. Altogether, our work extends the scope of possible propargyl 
derivatives in cysteine targeting ABPs from unmodified terminal alkynes to internal and 
substituted alkynes, which we anticipate will have great value in the development of ABPs with 
improved selectivity profiles.
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1.	 Introduction

Ubiquitination is a post-translational modification (PTM) which regulates many cellular 
processes.1-3 Aberrant ubiquitination has been observed in numerous diseases, rendering the 
enzymes involved as attractive targets for drug design.4-8 Ubiquitination involves ligation of 
Ubiquitin (Ub), a small 76-amino acid protein, onto the target protein by the E1-E2-E3 ligase 
machinery. Deubiquitinating enzymes (DUBs) reverse this process by cleavage of the native 
isopeptide bond between the Ub C-terminus and the target protein Lys (lysine) residue, or 
between the distal and proximal Ub in poly-Ub chains.8-9 Cysteine DUBs are classified by their 
catalytic domain, which contains a catalytic cysteine residue essential for their proteolytic 
function. There are currently six known classes of human cysteine DUBs; USP, OTU, UCH, 
MJD, MINDY, and ZUFSP. 1, 10 Their proteolytic activity can be monitored with activity-based 
probes (ABPs), which covalently trap active enzymes by formation of a covalent bond between 
an electrophilic warhead on the ABP and the nucleophilic cysteine residue in the targeted 
enzyme.11-13 Cysteine DUB ABPs have been utilized to monitor DUB activity during infection, 
in disease and/or upon inhibitor treatment,14-17 to identify new DUB (classes) and catalytic 
cysteine residues in newly discovered DUBs,18-21 and to visualize Ub binding in crystal structures 
of covalent adducts.22-23

Terminal nonactivated alkynes were believed to be unreactive towards (nontargeted) thiols 
under physiological conditions, and are therefore widely applied as bioorthogonal handles.24-26 
However, in 2013 two independent groups 27-28 discovered that propargylamide on the 
C-terminus of ubiquitin(-like modifiers; Ubl) can act as a latent electrophile, forming an 
irreversible covalent adduct with the catalytic cysteine thiol of cysteine proteases that normally 
cleave the native Ub(l)-Lys isopeptide bond (Figure S1A). The propargyl (Prg) moiety has since 
been utilized in various covalent Ub(l)-based ABPs, and is considered the golden standard for 
DUB ABPs because of its high stability, ease of synthesis and lack of intrinsic reactivity with 
nontargeted thiols.17-18, 29 Formation of a Markovnikov-type thiovinyl bond between active site 
cysteine thiol and internal (quaternary) alkyne carbon has been confirmed with numerous 
crystal structures of Ub(l)-Prg ABPs bound to human and viral cysteine proteases (summarized 
in Table S1). Recently we showed that the thiol–alkyne reaction can be extended to small 
molecule inhibitors; a small recognition element is sufficient to initiate covalent thiovinyl bond 
formation between the cathepsin K catalytic cysteine thiol and the inhibitor alkyne moiety.30

The covalent thiol–alkyne addition forming a Markovnikov-type thiovinyl adduct is a newly 
discovered reaction for which several reaction mechanisms have been proposed (Scheme 1). 
A radical-mediated thiol–yne mechanism was quickly excluded because covalent adduct 
formation was not prevented by absence of light and/or addition of radical scavengers, and 
would have resulted in the anti-Markovnikov-type thiovinyl bond adduct with terminal C1 
carbon (Scheme 1A).31-32 Ekkebus et al.27 and Sommer et al.28 both propose a proximity-
driven in situ thiol(ate)–alkyne addition that involves direct nucleophilic attack of the 
catalytic cysteine thiol(ate) to the alkyne internal C2 carbon (Scheme 1B). However, it was 
not possible to exclude the possibility that nucleophilic addition actually occurs with a more 
reactive allenic isomer, present at the enzyme active site in equilibrium with the unreactive 
terminal alkyne (Scheme 1C).33-34 Alternatively, Arkona et al.35 propose an enzyme-templated 
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stepwise reaction with stabilization of a secondary carbanion intermediate in the oxyanion hole 
to overcome the thermodynamically unfavored bond formation (Scheme 1D). This stepwise 
reaction mechanism would be similar to cysteine/serine protease-mediated proteolysis of 
native amide bonds that involves stabilization of the anion intermediate in the oxyanion hole, 
via interactions with polar residues such as glutamine or by H-bonds with backbone amides.36-37

To date, the scope of the thiol–alkyne addition with nonactivated alkynes has been limited to 
unsubstituted terminal propargylamide; Ekkebus et al. report that substituting the hydrogens 
on either the terminal C1 carbon (CH) or the internal C3 carbon (CH2) of the propargyl moiety 
in Ub-Prg mitigates covalent bond formation with UCHL3 (Figure 1).27 The lack of reactivity 
was contributed to mechanistic components, like an important role for the terminal alkyne 
proton, or formation of a reactive allene intermediate at the active site. Alternatively, we now 
hypothesize that the lack of reactivity with substituted propargyl derivatives is resultant from 
specific steric interactions at the UCHL3 active site, and as such not representative for the 
prospective reactivity with other cysteine DUBs. Variation in the warhead has been reported 
to affect the adduct formation pattern in cell lysate while keeping the ubiquitin recognition 
element unchanged,19 although we would like to note that in those cases the nature of the 
warhead was changed rather than introduction of (bulky) substituents to the same electrophile.

In this work we show that restrictions on propargyl substitution are DUB-dependent rather 
than a general property of the in situ thiol–alkyne reaction. We selected a panel of substituted 
alkynes that are incorporated in DUB ABPs, and explore their reactivity both in lysate and on an 
extensive set of recombinant cysteine DUBs. Formation of a covalent adduct with substituted 
alkynes is subsequently validated with USP16. Furthermore, we investigate the consequences of 
substituents on the rate of covalent adduct formation, since introduction of electron-donating 
substituents on internal and terminal alkyne carbons reduces alkyne electrophilicity. Together, 
these results illustrate the possibilities and flexibility of the in situ thiol–alkyne addition, 
thereby improving our understanding of its underlying reaction mechanism and expanding 
the scope of this reaction to substituted and internal alkynes.

2.	 Results and Discussion

Design and synthesis of ABPs with substituted alkyne warheads. Cysteine DUB activity 
can be probed by replacing the Ub C-terminal carboxylate (G76) with an electrophile positioned 
in alignment with the native isopeptide bond (Figure S1A), thus covalently trapping the 
catalytic cysteine residue.38-40 The binding affinity of the truncated C-terminal Ub peptide at 
the active site is low, therefore full-length Ub is used as recognition element in cysteine DUB 
targeting ABPs.41-42 In order to elucidate the scope of alkyne substituents in the thiol–alkyne 
reaction, we prepared a panel of substituted alkynes which were coupled to the C-terminus 
of fully synthetic Rho-Ub1–75 thus generating new ABPs targeting cysteine DUBs (Figure 2, 
Figure S1B). Substituents were introduced on the terminal C1 carbon (2 & 3), internal C3 
carbon (mono-substitution; 4 & 7, or double substitution; 5 & 8), as well as alterations on the 
Ub backbone (amide) (9 & 10).
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Scheme 1  |  Proposed reaction mechanisms for nucleophilic thiol–alkyne addition forming covalent thiovinyl 
bond between cysteine protease and alkyne. (A) Radical-mediated thiol–yne reaction. Excluded because this 
would form an anti-Markovnikov-type product with alkyne C1 carbon atom.31-32 (B) Proximity-driven in situ 
thiol(ate)–alkyne addition.27-28 Direct nucleophilic attack on internal C2 alkyne by cysteine thiol is supported 
by mutagenesis experiments with SENP1; only catalytic Cys603 was essential to form covalent adduct with 
SUMO2‑Prg.28 (C) Spontaneous or enzyme-initiated isomerization (tautomerization) of the terminal alkyne moiety 
to a thiol-reactive allenic intermediate prior to nucleophilic addition.27 Excluded in this work by MS analysis. 
(D) Enzyme-templated thiol–alkyne addition via a secondary carbanion intermediate that is stabilized in the 
protease oxyanion hole, proposed by Arkona et al.35 Contradicted by mutagenesis with SENP1; Q597A mutation 
of important glutamine residue in oxyanion hole did not mitigate covalent adduct formation with SUMO2‑Prg,28 
but this does not exclude the role of stabilizing H-bonds with backbone amides.

Figure 1  |  Covalent adduct formation between catalytic cysteine thiol of recombinant cysteine protease UCHL3 
and the alkyne quaternary C2 carbon of Ub‑Prg is mitigated when hydrogens are substituted on the propargyl 
terminal (C1) or internal (C3) carbon.27
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In detail, terminal methylated alkyne 2 and terminal phenylated alkyne 3 were designed to 
investigate the importance of the terminal proton on C1. The mono-methylated alkyne 4 and 
mono-phenylated alkyne 7 (increased bulkiness) with a single substituent on the C3 carbon 
were included to gain further insight in restrictions at the Ub C-terminus (P1 site in substrate 
nomenclature). The double substituted quaternary C3 derivatives geminal-3,3-dimethylated 
alkyne 5 and cyclohexylated alkyne 8 were included to examine the option of a reactive allene 
intermediate rather than a reactive alkyne (as presented in Scheme 1C). Adduct formation 
with these quaternary C3 alkynes would exclude the formation of a reactive allene isomer prior 
to nucleophilic thiol addition, as it is not possible to deprotonate a quaternary C3 carbon. 
Furthermore, we included butargyl 9 and N-methylated alkyne 10 to examine the role of the Ub 
backbone (amide). The longer linker between the amide and the reactive carbon in butargyl 9 
excludes conjugating effects by the Ub amide (but is also not optimally aligned with the native 
isopeptide bond, Figure S1A), whereas the role of the amide proton itself can be examined by 
replacing it with a methyl group in N-methylated propargyl derivative 10. Finally, propylamide 
(Prp) was included as a control, as this compound lacks a reactive warhead and should be 
uncapable of forming covalent adducts.

Activity of Rho-Ub-ABPs with substituted alkyne warheads. To explore the reactivity 
of our panel of substituted alkyne ABPs we explored DUB adduct formation both in lysates 
and against recombinant DUBs. Whole HEK293 lysate was incubated with the panel 
of Rho‑Ub‑ABPs in order to identify DUBs that form covalent adducts with substituted 

Figure 2  |  Panel of substituted alkynes incorporated in activity-based probes (ABPs) targeting cysteine DUBs. 
(A) Synthetic Ubiquitin lacking the C-terminal glycine residue (Ub1–75 or UbΔG) was modified with fluorescent 
Rhodamine (Rho) moiety on the N-terminus as reporter tag, and with propargylamide (Prg) or propargylamide 
derivatives 2-10 as cysteine thiol-reactive electrophiles on the C-terminus. General synthetic scheme can be 
found in Figure S1B. (B) Substituents were introduced on the terminal C1 carbon, internal C3 carbon, and on the 
Ub backbone amide. Propylamide (Prp) is a noncovalent control.
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alkynes 2-10 (Figure 3A).43 In-gel fluorescence shows the typical labeling pattern for 
Rho‑Ub‑Prg, and reveals that substituents on alkynes 2-10 do not fully mitigate covalent 
adduct formation (Figure 3B) as labeling, although to a lesser extent, can still be observed. A 
similar pattern was observed upon incubation of EL4 lysate (Figure S2A). Next, we validated 
the labeling observed in whole lysates by incubation of purified recombinant cysteine DUBs 
with Rho‑Ub‑ABPs (Figure 3C). Strikingly, substituted alkynes 2 and 5, which were previously 
reported unreactive towards UCHL3, 27 showed reactivity towards other cysteine DUBs. A 
closer look into our data reveals that Rho‑Ub‑ABPs with terminally modified alkyne 2 or 3 
generally do not form covalent adduct with our set of recombinant OTU, UCH, MJD and ZUFSP 
DUBs, but labeling is observed for several USP DUBs. Moreover, labeling patterns in lysate and 

Figure 3  |  Incubation of whole lysate and purified recombinant cysteine DUBs (CysDUBs) with Rho‑Ub‑alkyne 
ABPs. (A) Methodology. Incubation of whole lysate with Rho-Ub-ABPs to identify covalent DUB–ABP adducts. 
(B) Fluorescence scan of HEK293 lysate incubated with 10 µM Rho‑Ub‑ABP reveals that acceptance of alkyne 
substituents is CysDUB‑specific. Assignment of labeled CysDUBs based on proteomic analysis by Altun et al.14 
Darker bands correlate with more covalent protein–ABP adduct, but the maximum intensity depends on total 
protein expression. Fluorescence scans of HEK293 and EL4 lysates incubated with 1 or 10 µM Rho‑Ub‑ABP are 
available in Figure S2. (C) Fluorescence scan of recombinant purified CysDUBs incubated with 10 µM Rho‑Ub‑ABP. 
Fluorescence intensity was adjusted to the signal of adduct with Rho‑Ub‑Prg. CysDUB conversion to covalent 
adduct is visualized by Coomassie protein stain (shown in Figure S3).
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recombinant DUBs show that mono-substituted alkynes 4 (Ala mimic) and 7 are generally 
accepted, highlighting that variants at the Ub‑ABP P1 position are acceptable. There are some 
controversies in the field on this matter as DUBs are believed to be sensitive to modifications at 
P1; available crystal structures show Gly76 occupies a restricted tunnel.44 The most-described 
example here is mutant UbG76A, which renders poly-Ub chains resistant to DUB cleavage while 
still posing as a substrate for E1 ligases.45-46 However, Wilkinson et al.47 report that poly‑Ub 
chains with UbG76A at the distal position, although processed slower than UbWT chains, are not 
resistant to USP5-mediated proteolysis. This is in agreement with our findings that Ala mimic 
4 forms a covalent adduct with recombinant USP5 (Figure 3C). Furthermore, even double 
substituted alkynes 5 and 8 are accepted by some DUBs. Adduct formation of Rho‑Ub‑5 with 
recombinant purified USP16 was evident (Figure 3C) but labeling of endogenous USP16 in 
HEK lysate was hard to observe (Figure 3B). However, adduct formation of Rho‑Ub‑5 with 
USP16 in lysate could be detected when the fluorescence exposure was increased (Figure S2C), 
as well as by incubation of HeLa lysate overexpressing FLAG‑HA‑USP16 (Figure S2D). In 
addition, lysate treatment reveals that UCHL3 is one of the few DUBs that has enough flexibility 
at its active site to accommodate the longer linker of butargyl 9. Even close family members, 
UCHL1 and UCHL5, do not accommodate the longer linker length, confirming the deciding 
role of the cysteine protease in adduct formation. Methylation of amide nitrogen in alkyne 10 
is accepted by the majority of DUBs included in our panel. As expected, covalent adducts with 
Rho‑Ub‑Prp were not observed, since this compound lacks an electrophilic warhead.

Based on these results we can conclude that substituents on the alkyne warhead do not generally 
block covalent adduct formation. Mitigation of covalent adduct formation with the cysteine 
thiol by introduction of substituents is DUB-specific and could be the result of electronic 
or steric effects, or a combination thereof. Two alkyne ABPs were selected for validation of 
the covalent bond formation; terminal modified alkyne 2 to gain insight into the role of the 
terminal proton (or steric hindrance), and gem-dimethylated alkyne 5 as isomerization to 
a more reactive allene intermediate prior to nucleophilic thiol addition (Scheme 1C) is not 
possible for this substituted alkyne.

ABPs form covalent adducts with catalytic cysteine residue in recombinant USP16.  
USP16 (Ubp-M) was selected for validation of covalent adduct formation as it forms a covalent 
adduct with both Rho‑Ub‑2 and Rho‑Ub‑5 (Figure 3C, Figure S2). We selected catalytic 
USP domain rather than full length USP16 for validation because of its higher stability and 
compatibility with top-down mass spectrometry (MS). Firstly, covalent adduct formation 
with Rho‑Ub‑Prg, Rho‑Ub‑2 and Rho‑Ub‑5 was validated by incubation of recombinant 
USP16CDWT, and resolved by SDS-PAGE under denaturing conditions (Figure 4A, left). As 
expected, a higher running band corresponding to the fluorescent covalent enzyme–ABP adduct 
(+ 8.9 kDa) was revealed by in-gel fluorescence scanning and protein staining. Preincubation 
of USP16CDWT with thiol-alkylating reagent N-ethylmaleimide (NEM) prior to incubation 
with ABPs abolishes adduct formation (Figure 4A, middle), indicative of adduct formation 
with a cysteine thiol. Catalytically inactive mutant USP16CDC205A was generated to validate 
modification of catalytic Cys205 rather than one of the thirteen noncatalytic cysteine residues 
present in USP16CD,48-49 as covalent adduct formation of ABP Ub‑VS (vinyl sulfone) with 
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less nucleophilic noncatalytic cysteine residues has been reported for UCHL1 and OTUB1.18 
Covalent adduct formation was not observed upon incubation of USP16CDC205A mutant 
(Figure 4A, right). Top-down MS analysis of intact protein (adducts) 50-51 confirms covalent 
CysDUB–ABP adduct formation with USP16CDWT (Figure 4B), but covalent adducts are not 
observed with inactive mutant USP16CDC205A (Figure 4C). Together, these findings confirm 
that USP16 is covalently modified by the Rho‑Ub‑alkyne ABPs on catalytic Cys205.

Bottom-up mass spectrometric analysis identifies alkyne not allene as the reactive 
group. Covalent adduct formation of gem-dimethylated alkyne 5 with USP16 does not only 
illustrate the important role of the cysteine DUB in the in situ thiol–alkyne addition; the retained 
ability to form a covalent adduct also has mechanistic implications. Adduct formation with 
Rho‑Ub‑5 cannot occur through isomerization to an allene intermediate prior to nucleophilic 
addition (Scheme 1C); deprotonation of the quaternary C3 carbon atom to form the allene 
is not possible. To confirm our hypothesis we synthesized Rho‑Ub‑[D2]‑Prg with deuterated 
propargylamine [D2]‑Prg as warhead (Figure 5A). The covalent adduct of a recombinant 
DUB with Rho‑Ub‑[D2]‑Prg will contain two deuterium atoms if the alkyne is indeed the 
reactive species (Scheme 1B/D) while isomerization to an allene intermediate (Scheme 1C) 

Figure 4  |  Validation of covalent adduct between Rho‑Ub‑alkyne ABPs and catalytic Cys205 in recombinant 
purified USP16CD (catalytic domain). (A) In-gel fluorescence (top) and Coomassie stain (bottom) of purified 
recombinant USP16CDWT and mutant USP16CDC205A incubated with ABP (Rho‑Ub‑Prg, Rho‑Ub‑2 or Rho‑Ub‑5). 
Adduct is formed with USP16CDWT but preincubation with thiol-alkylating reagent N-ethylmaleimide (NEM) 
prior to incubation with ABPs blocks adduct formation, indicating cysteine thiol is required for adduct formation. 
Adduct is not observed with USP16CDC205A, identifying catalytic Cys205 as the modified cysteine residue. 
(B) Deconvoluted mass from intact protein MS confirms covalent adduct (+8.9 kDa) of USP16CDWT with 
Rho‑Ub‑Prg, Rho‑Ub‑2, and Rho‑Ub‑5. (C) Covalent adduct is not observed in deconvoluted mass from intact 
protein MS for catalytically inactive mutant USP16CDC205A with Rho‑Ub‑Prg, Rho‑Ub‑2 or Rho‑Ub‑5.
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would result in replacement of one deuterium atom by a hydrogen atom. Covalent adducts of 
Rho‑Ub‑[D2]‑Prg and Rho‑Ub‑Prg with UCHL3 (unreactive towards Rho‑Ub‑5) and USP16 
(reactive towards Rho‑Ub‑5) were submitted to alkylation and trypsin digestion to generate 
peptides for bottom-up mass spectrometric analysis. Peptides of different lengths containing 
the QTISNACGTIGLIHAIANNK stretch were detected for UCHL3 adducts modified with Prg or 
[D2]‑Prg, with a mass difference of 2 Da between deuterated and protonated adducts (Figure 5B, 
Table S4). For both USP16 adducts, tryptic peptide GLSNLGNTCFFNAVM(ox)QNLSQTPVLR  

Figure 5  |  Bottom-up mass spectrometric analysis of covalent adduct with Rho‑Ub‑[D2]‑Prg excludes allenic 
intermediate in mechanism of in situ thiol–alkyne addition. Details on chemical synthesis of deuterated 
propargylamine  [D2]‑Prg can be found in Scheme S1. (A) Schematic overview of methodology. Incubation 
of recombinant DUB with Rho‑Ub‑[D2]‑Prg and Rho‑Ub‑Prg is followed by alkylation and trypsin digestion 
to generate modified peptides for mass spectrometric analysis. Isomerization to an allenic intermediate 
(Mechanism C in Scheme 1C) will result in replacement of one deuterium atom in the covalent adduct, whilst 
both deuterium atoms remain for mechanisms  B  and  D (Scheme 1B/D). (B) Modified peptides detected 
for adducts of Rho‑Ub‑[D2]‑Prg and Rho‑Ub‑Prg with UCHL3WT (QTISNACGTIGLIHAIANNK) or USP16CDWT  
(GLSNLGNTCFFNAVM(ox)QNLSQTPVLR) have a mass difference of 2  Da, corresponding with mechanism  B/D. 
Details on detected tryptic peptides are provided in Table S4 and Table S5. (C) Tandem MS fragmentation of 
trypsin‑digested UCHL3 peptide QTISNAC*GTIGLIHAIANNK (residues 89-108). (D) Full MS2 spectrum for UCHL3 
peptide QTISNAC*GTIGLIHAIANNK modified with Gly‑HH‑Prg (top) or Gly‑DD‑Prg (bottom). Relevant fragment 
ions are assigned in green (contains cysteine residue) or blue (does not contain cysteine residue), confirming 
modification on the cysteine residue with 2  Da mass difference. The m/z values of expected and detected 
fragment ions are provided in Table S6.
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(with oxidized methionine) was detected with a mass difference of 2 Da between deuterated 
and protonated adducts (Figure 5B, Table S5). Peptides corresponding with isomerization 
were not detected for the [D2]‑Prg adducts. Furthermore, tandem mass spectrometric analysis 
of both modified UCHL3 peptides confirms that the 2 Da mass difference can be attributed to 
a modification on the catalytic cysteine residue (Figure 5C‑D, Table S6). 

Together, this clearly shows that the in situ thiol–alkyne addition to unsubstituted alkynes 
does not involve isomerization to an allene intermediate thereby excluding mechanism  C 
(Scheme 1C). It is more challenging to conclude whether nucleophilic addition to the alkyne 
moiety is exclusively proximity-driven (Scheme 1B) or goes through enzyme-templated 
stabilization of a carbanion intermediate in the oxyanion hole (Scheme 1D). To our knowledge, 
all cysteine residues targeted by nonactivated alkynes are located at the active site of cysteine 
proteases (or ligases), which could stabilize a carbanion intermediate in an oxyanion hole 
(Scheme 2). We cannot exclude nor confirm this mechanism based on our current data, but we 

Scheme 2  |  Stabilization of anionic intermediates for (enzymatic) reactions with cysteine DUBs. 
(A) CysDUB‑mediated isopeptide bond proteolysis. Stabilization of anionic tetrahedral intermediate in the 
oxyanion hole. Release of ubiquitin, (ubiquitinated) substrate, and CysDUB. (B) Proposed enzyme‑templated  
thiol–alkyne addition with stabilization of unfavored carbanion intermediate in the oxyanion hole. Terminal alkynes 
such as Prg would form a secondary carbanion, but internal alkynes such as terminally methylated alkyne 2 would 
form a tertiary carbanion intermediate that is internally destabilized if R is an electron‑donating group (EDG). 
(C) Non‑enzymatic internal stabilization of a carbanion intermediate by inductive effect of electron‑withdrawing 
group. Details on chemical synthesis of trifluoromethylated alkyne 18 are provided in Scheme S2.52
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would like to note that the inductive effect of the electron-donating methyl-group in alkyne 2 
contributes negatively to the internal stabilization of the negative charge, thus reducing the 
stability of the tertiary carbanion compared to the already unfavored secondary carbanion 
intermediate that is formed with terminal alkynes (Scheme 2B). It is possible that enzyme 
oxyanion hole sufficiently stabilizes the tertiary carbanion to progress with covalent bond 
formation, but the proximity-driven reaction seems more likely for internal alkyne 2.

Kinetic analysis of covalent adduct formation with USP16. Next, we examined whether 
introduction of bulky and/or electron-donating substituents on the alkyne terminal C1 
or internal C3 carbon atom reduces the rate of covalent adduct formation. Incubation of 
USP16CDWT with 10 µM Rho‑Ub‑ABP does indeed show time‑dependent increase of the 
higher running covalent adduct and a decrease of the lower running noncovalent/unbound 
USP16 for Rho‑Ub‑2 and Rho‑Ub‑5 (Figure 6A). Adduct formation does not progress beyond 
the first timepoint for Rho‑Ub‑Prg, indicating that reaction completion was reached before 
the first sample was quenched (within 15 min). This finding is in agreement with exceptionally 
fast adduct formation reported for Ub(l)‑Prg ABPs (reaction completion within minutes).27-28 
Covalent adduct formation of USP16 with Rho‑Ub‑ABPs is slower with substituted 
alkynes 2 and 5 than with Prg, requiring a longer incubation time to reach maximum covalent 
occupancy. 

We performed a kinetic evaluation of covalent adduct formation to calculate the minimum 
incubation time to reach reaction completion at a specific ABP concentration (Figure 6B). 
Covalent adduct formation between ABP and cysteine protease is a two-step process; noncovalent 
enzyme–ABP complex is formed rapidly, followed by covalent adduct formation as the 
rate‑determining step.53-55 Time-dependent covalent occupancy of irreversible covalent ligands 
can be directly detected (in absence of competing substrate/ligand) by separation of covalent 
adduct from noncovalent complex and unbound enzyme on LC‑MS or gel, and subsequent 
quantification of signals.58-62 Here we incubated USP16CDWT with excess Rho‑Ub‑ABPs, 
and quantified incubation time‑dependent covalent occupancy by gel analysis (Figure 6C). 
Estimates for the rate of covalent adduct formation kobs, reaction half‑life t½ and incubation 
time to reach reaction completion were obtained assuming maximum covalent occupancy 
is shared among all ABPs. Adduct formation with all ABPs is concentration‑dependent; 
reaction completion is reached faster at the high ABP concentration. However, covalent adduct 
formation with Rho‑Ub‑Prg is unusually fast; maximum covalent occupancy is reached within 
a few minutes at both concentrations, and the reaction rates might be even faster than what 
we reported here. The half-life and extrapolated incubation time to reach maximum covalent 
adduct formation provide valuable insights into the reduced reactivity of Rho‑Ub‑5 in previous 
incubation experiments (Figure 3, Figure S2); reaction completion is reached after more than 
four hours, which well exceeds the common incubation time for ABPs with lysate or recombinant 
protein. Incomplete adduct formation is observed as a band with (significantly) lower intensity 
than the band with Rho‑Ub‑Prg that does reach maximum intensity. Overall, introduction 
of substituents on propargylamide decreases the rate of covalent adduct formation with 
USP16CDWT by >30-fold for methylation of the terminal C1 carbon (Rho‑Ub‑2), and >100‑fold 
for gem-dimethylation of the internal C3 carbon (Rho‑Ub‑5). This dramatic reduction in 
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reaction rate explains the low reactivity of substituted alkynes upon incubation of lysate or 
recombinant protein as adduct formation is not completed within the standard incubation 
time of 30-60 min. Rho‑Ub‑ABPs with slower covalent adduct formation than Rho‑Ub‑Prg 
could be desirable as they are more suited to study (ir)reversible inhibitor potency in kinetic 
competition assays.12, 63-64

Next, a binding assay based on fluorescence polarization (FP) of the Rho‑Ub‑ABPs with excess 
catalytic inactive USP16C205S mutant was performed to determine KD‑values independent of 
electronic factors as covalent adduct formation with USP16C205S does not occur (Figure 6C). 
Introduction of methyl substituents clearly reduced the noncovalent affinity (reflected in 

Figure 6  |  Kinetic analysis of covalent adduct formation with Rho-Ub-alkyne ABPs. (A) Incubation time‑dependent 
covalent adduct formation of Rho-Ub-alkyne ABPs with USP16CDWT visualized by Coomassie stain after gel 
electrophoresis (denaturing conditions). Intensity of covalent USP16–ABP adduct band increases upon longer 
incubation time for substituted alkyne ABPs Rho‑Ub‑2 and Rho‑Ub‑5, but reaction completion is already reached 
before the first timepoint for Rho‑Ub‑Prg. (B) General method to obtain kinetic parameters for covalent ligands 
from incubation time‑dependent covalent occupancy. (C) Kinetic analysis of covalent adduct formation between 
USP16CD and Rho‑Ub‑ABP. USP16CDWT was incubated with excess ABP, and samples were quenched after various 
incubation times. Covalent occupancy was quantified from gel analysis (triplicate measurement) to obtain the 
rate of covalent adduct formation kobs, reaction half-life t½ and reaction completion (details in section 7.7). The 
maximum occupancy is less than 100%, which can be attributed to commonly observed inactive subpopulations 
in (recombinant) enzyme.56-57 Adduct formation with Rho‑Ub‑Prg was completed within 5 minutes, therefore 
the measurement was repeated with shorter intervals. Reliable estimates for the kinetic parameters could not 
be obtained because reaction completion was still reached too quickly. KD-values for noncovalent binding were 
obtained in a binding assay based on fluorescence polarization (FP) of Rho‑Ub‑ABPs with excess USP16CDC205S 
mutant (details in Figure S4, section 7.8).
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higher KD), indicative of disfavored steric interactions. However, electronic effects cannot be 
disregarded as the rate of adduct formation (kobs) with Rho-Ub-2 is more than 30-fold slower 
than with Rho‑Ub‑Prg where the noncovalent affinity (KD) is less than 3-fold lower. This shows 
that disfavored steric interactions as well as electronic effects contribute to the reduced rate of 
covalent adduct formation with methylated alkynes.

Contribution of steric and electronic effects on DUB reactivity towards substituted 
alkynes. Substituents introduced on the alkyne C1 and C3 position (Figure 2) were designed 
to have a minimal electronic effect, but kinetic evaluation of covalent adduct formation (kobs) 
and noncovalent affinity (reflected in the KD) with USP16 revealed that the role of steric and 
electronic effects cannot be separated completely (Figure 6C). To further study the individual 
contribution of steric and electronic components we included electron-deficient alkyne 18, with 
an electron-withdrawing –CF3 group on the terminal alkyne carbon (Scheme 2C, Figure 7A). 
Introduction of an electron-withdrawing group (EWG) on the terminal position of an alkyne 
significantly increases the thiol reactivity as the inductive effect contributes positively to the 
stabilization of a negative charge, thereby enabling non-enzymatic internal stabilization of 
a carbanion intermediate (Scheme 2C). The increased electrophilicity was indeed reflected 
in the observation of significant adduct formation with nontargeted thiol glutathione (GSH) 
(Figure 7B-C). Incubation of HEK293T lysate (Figure 7D) showed that most DUBs form a 
covalent adduct with Rho‑Ub‑18, indicating an electronic rather than steric component driving 
the lack of reactivity with alkyne 2. Faint covalent adduct formation with Rho‑Ub‑18 was 
observed upon incubation of USP16CDC205A mutant, indicating a preference for the catalytic 
cysteine residue over other (nontargeted) cysteine residues (Figure 7E-F). Altogether, we can 
conclude that (disfavored) steric as well as electronic properties of the substituent affect DUB 
reactivity with substituted alkynes.

Implications on the scope of the in situ thiol–alkyne addition. Introduction of bulky 
and/or electron-donating substituents can reduce the rate of covalent bond formation but 
it is DUB‑dependent whether modifications are allowed. We foresee this might be used for 
the development of ABPs with improved selectivity for a specific DUB. Here, introduction of 
electron-donating and electron-withdrawing substituents on the C1 and C3 position would 
tune alkyne reactivity (electronic effect) while simultaneously modulating selectivity (steric 
effect). Another possibility would be to introduce primed site recognition peptide fragments on 
the terminal alkyne position to improve selectivity and/or affinity.10, 65-66

The reaction mechanism has extensive consequences for the scope of the in situ alkyne–thiol 
addition. Enzyme-templated stabilization of a carbanion intermediate (Mechanism D, 
Scheme 1D) would restrict the applicability in drug design to targeting catalytic cysteine 
residues with nonactivated alkynes, but it also mitigates the risk of covalent adduct formation 
with nontargeted thiols. A covalent adduct is not formed with noncatalytic cysteine residues 
because the carbanion intermediate cannot be stabilized as there is no oxyanion hole present 
in their vicinity, resulting in a mechanism-based selectivity for the targeted thiol. To date, 
only electron-deficient (activated) alkynes such as propiolamides, propiolonitriles and 
alkynylated heteroarenes have been reported to form covalent adducts with noncatalytic 
cysteine residues (in kinase targets).25, 34, 62, 67-69 The inductive effect of (conjugated) 
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Figure 7  |  Selectivity and reactivity of electron‑deficient alkyne  18 as warhead in Rho‑Ub‑ABPs. (A) Mildly 
electron-donating methyl group on terminal C1 position of alkyne  2 and strongly electron-withdrawing 
trifluoromethyl group on terminal C1 position of alkyne 18. Synthetic scheme for trifluoromethylation of terminal 
alkynes to obtain alkyne 18 is provided in Scheme S2.52 Our design is based on the assumption that the terminal 
trifluoromethyl (–CF3) in alkyne 18 is sterically similar to the terminal methyl (–CH3) in alkyne 2, while having 
the opposite electronic property. (B) Schematic overview of methodology for indiscriminate thiol reactivity. 
Rho‑Ub‑ABPs are incubated with 5 mM glutathione (GSH) in phosphate-buffered saline (PBS) for 24  h, after 
which the reaction mixture was submitted to LC‑MS analysis. GSH adduct and unreacted ABP are quantified 
from the total ion count (TIC). (C) GSH adduct formed upon incubation with 5 mM GSH for 24 h as percentage 
of total. Charge states used for quantification are provided in Table S7. Adduct formation with GSH does not 
necessarily equal complete loss of selectivity, as is illustrated by established CysDUB‑selective ABP Ub‑VME.39 
(D) Fluorescence scan of HEK293T lysate incubated with Rho‑Ub‑ABPs reveals the importance of both steric 
and electronic effects of alkyne substituents. Most but not all CysDUBs that are unreactive with Rho‑Ub‑2 do 
form covalent adducts with Rho‑Ub‑18, indicating an electronic rather than steric component driving the lack 
of reactivity with Rho‑Ub‑2. The blue arrow marks a CysDUB adduct – previously identified as OTUB1 14 – that is 
reactive towards Rho‑Ub‑Prg but unreactive towards the more electrophilic Rho‑Ub‑VME and Rho‑Ub‑18. This 
suggests that lack of reactivity for this specific CysDUB could be driven by the available space at the active site to 
accommodate bulky substituents at the C1 position (disfavored steric interactions) rather than electronic effects. 
(E) In‑gel fluorescence (top) and Coomassie protein stain (bottom) for adduct formation with recombinant 
USP16CDWT upon incubation with Rho‑Ub‑ABPs for 1 h. (F) In-gel fluorescence (top) and Coomassie protein stain 
(bottom) for adduct formation with recombinant USP16CDC205A upon incubation with Rho‑Ub‑ABPs for 1 h. Faint 
labeling can be observed for Rho‑Ub‑VME and Rho‑Ub‑18 in the fluorescence scan, indicating that these ABPs are 
reactive towards noncatalytic cysteines, but CysDUB selectivity is retained: adduct formation with the catalytic 
cysteine residue is much faster than reaction with nontargeted thiols.
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electron-withdrawing groups sufficiently stabilizes the carbanion intermediate to progress 
with covalent bond formation, with targeted as well as (undesired) nontargeted thiols 
(Scheme 2C). Unfortunately, electron‑deficient alkyne 18 is not suited to study whether the  
in situ thiol addition to nonactivated alkynes involves enzymatic stabilization of a carbanion in 
the oxyanion hole (Scheme 1D, Scheme 2B) because thiol addition can progress through an 
alternative, non‑enzymatic mechanism (Scheme 2C). We believe further research to elucidate 
the mechanism of thiol addition to nonactivated (internal) alkynes should be directed towards 
computational studies with enzymes for which structural data is available, or by successfully 
targeting noncatalytic cysteines with nonactivated alkynes.

3.	 Conclusion

To conclude, this work shows that the in situ thiol–alkyne reaction is more flexible and versatile 
than previously assumed. A panel of substituted propargylamide derivatives was incorporated 
into Rho‑Ub‑ABPs as the electrophilic warhead, and treatment of lysate or recombinant 
cysteine DUBs showed that covalent adducts can also be formed with internal alkynes and 
terminal alkynes with (double) substituents on the internal C3 carbon. Covalent adduct 
formation of terminally methylated alkyne 2 and gem-dimethylated alkyne 5 with catalytic 
Cys205 of USP16 was validated by gel analysis and mass spectrometry of intact covalent 
adducts. Adduct formation was mitigated by preincubation with thiol-alkylating reagent NEM 
or by C205A mutation, thus confirming catalytic Cys205 as the targeted amino acid residue. 
Mechanistically, acceptance of gem-dimethylated alkyne 5 together with mass spectrometric 
analysis of covalent adducts with deuterated ABP Rho‑Ub‑[D2]‑Prg validates the alkyne moiety 
rather than an allenic isomer as the reactive species in the in situ thiol–alkyne addition. Kinetic 
analysis revealed reaction completion was reached within in a few minutes for Rho‑Ub‑Prg, 
while electron-donating/bulky methyl substituents on alkynes 2 and 5 significantly reduced 
the rate of covalent adduct formation resultant from a combination of (disfavored) steric 
interactions and electronic effects, reaching maximum covalent occupancy after (several) 
hours. Whether nucleophilic addition of the catalytic cysteine thiol to the alkyne moiety is 
solely proximity-driven or involves enzymatic stabilization of a carbanion intermediate could 
not be concluded definitively.

Altogether, we extended the scope of the in situ thiol–alkyne reaction from unmodified 
terminal alkynes to substituted (internal) alkynes, provided mechanistic insight, and 
discovered that acceptance of alkyne substituents is CysDUB-dependent. We anticipate 
substituted nonactivated alkynes not to be restricted to bioorthogonal handles but also to be of 
great value as electrophiles in future development of cysteine-targeting covalent inhibitors and 
activity‑based probes with improved selectivity profiles.
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4.	 Materials and Methods: Biochemistry

General
Synthesis of Rho-Ub-ABPs is described in section  5.1. Incubations are performed in Protein Lobind Tubes 
(Eppendorf, #022431018) to reduce (time-dependent) loss of enzyme due to precipitation/aggregation. 
Recombinant purified DUBs used in this work: USP2 (Ubiquigent, #64-0014-050), USP5 (Ubiquigent, #64-0002-
050), USP7 (in-house, see section 4.1), USP15 (in-house, see section 4.1), USP16FL (in-house, see section 4.1), 
USP16CDWT (in-house, see section 4.1), USP16CDC205A (in-house, see section 4.1), USP16CDC205S (in-house, see 
section  4.1), USP21 (Ubiquigent, #64-0037-050), USP28 (in-house, see section  4.1), OTUB1 (in-house, [Wang, 
2009] 70), OTUB2 (in-house, [Nanao, 2004] 71), OTUD1 (in-house, [Mevissen, 2013] 72), YOD1 (Gift from David 
Komander, [Mevissen, 2013] 72), UCHL1 (in-house, [Larsen, 1996] 73), UCHL3 (in-house, [Larsen, 1996] 73), UCHL5 
(Novus biochemicals, #NBP1-72315), JOSD2 (Ubiquigent, #64-0032-050), and ZUP1 (Gift from Kay Hofmann, 
[Hermanns, 2018] 74).

4.1.	 Recombinant Protein Expression and Purification

Protein expression constructs. Expression constructs for USP7FL, USP15(D1D2) and OTUB1FL were kind gifts 
from Titia K. Sixma, Ingrid Dreveny and Frank Sicheri, respectively. Full-length USP16 (UniProtID: Q9Y5T5; 
isoform 3, Q141H, EY480DN) and USP16CD (residues 196-823; canonical numbering) were cloned into in‑house 
baculovirus expression vector pCPF2.13 harboring an N-terminal His-tag and 3C protease site, using IVA 
cloning.75 Point mutations C205A and C205S were introduced using overlapping primer mutagenesis.76 USP28FL 
was cloned into pFastNKI-his3C-LIC using ligase-independent cloning.77 OTUD1(CD+UIM) (residues 290-481) was 
cloned into pGEX-4T-1 with BamHI and HindIII. All expression constructs were sequence-verified.

Expression of USP16 (variants) and USP28FL
USP28FL and all USP16 constructs were expressed using baculovirus expression in Spodoptera frugiperda (Sf9) 
using an adapted Bac-to-Bac system (Invitrogen). Bacmids were generated using EmBacY cells (Geneva Biotech) 
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or DH10Bac (USP28) and isolated using isopropanol precipitation. 10 µg was transfected into 0.8×106 sedentary 
Sf9 cells using CellFectin (Invitrogen) in SFM‑II medium (Gibco) in a 6-well plate at 28 °C. After 72 h cells were 
checked for fluorescence and the medium was harvested (P0) for infection of P1 cultures; 50 mL of 1×106 cells/
mL in Insect-Express medium (Lonza). P1 cultures were incubated at 28 °C whilst shaking for 72 h and then 
harvested by spinning down at 500 G for 5 min. The supernatant was used to infect P2 cultures (like P1, but 
now 500 mL), whilst the pellet was used to check for expression and purification optimization. P2 cultures were 
infected with low MOI and harvested after 72 h shaking at 28 °C.

Purification of USP16 (variants). Insect cells from P2 expressing USP16 variants were resuspended in lysis buffer 
(50 mM HEPES pH7.4, 500 mM NaCl, 20 mM imidazole and 5% glycerol), sonicated and centrifuged at 21,000 G 
at 4 °C to isolate the soluble fraction. The supernatant was applied to charged Ni-NTA beads, which were washed 
twice extensively with lysis buffer with 20 mM and 50 mM imidazole respectively. The protein was eluted using 
elution buffer (50 mM HEPES pH7.4, 100 mM NaCl, 200 mM imidazole, 1 mM DTT) and subsequently applied 
to a HiTrap MonoQ column (GE Healthcare). Protein was eluted using a salt gradient (20 mM HEPES pH7.4, 
1  mM  DTT, 50 to 1000 mM NaCl) and protein-containing fractions were pooled, concentrated and aliquoted 
before being flash frozen.

Purification of USP28FL. P2 expression cells were lysed using sonication in lysis buffer (20 mM Tris pH8.0, 
500 mM NaCl, 5 mM BME, 10 mM imidazole and protease inhibitor cocktail). The lysates were centrifuged at 
20,000 rpm for 30 min at 4 °C. The supernatants were incubated with washed Talon metal affinity resin (Clontech 
Inc., Palo Alto, CA) for 20 min at 4 °C and the beads were then washed with lysis buffer. Protein was eluted with 
lysis buffer supplemented 250 mM imidazole. Proteins were dialyzed to remove imidazole and purified over a 
Superdex200 gel filtration column. USP28(FL) was concentrated, aliquoted and flash-frozen for storage at −80 °C. 
Purified protein was confirmed via immunoblotting using anti-USP28 antibody (GeneTex, #EPR42492).

Expression and purification of USP7FL
USP7FL was expressed in BL21 (DE3) Rosetta2 bacteria using overnight induction with 0.2 mM IPTG in 
Terrific Broth medium at 18 °C. Cells were spun down and resuspended in GST buffer (50 mM HEPES pH7.5, 
250  mM  NaCl, 1 mM EDTA, 1 mM DTT) before being lysed using sonication. After high-speed centrifugation 
at 21,000 G at 4 °C, the supernatant was applied to Glutathione Sepharose 4B beads (GE Healthcare), which 
were washed extensively using GST buffer before eluting the protein using GST buffer supplemented with 
15 mM GSH. The eluted protein was dialyzed overnight against PorosXQ buffer (20 mM HEPES pH7.5, 50 mM 
NaCl, 1 mM DTT) after the addition of 3C protease to remove the GST tag. To remove breakdown products and 
cleaved GST, the sample was purified on a PorosXQ column, eluting the protein using a gradient of buffer B (20 
mM HEPES pH7.5, 1M NaCl, 1 mM DTT). Appropriate fractions were concentrated and applied to a Superdex200 
gel filtration column (GE Healthcare) using GF buffer (20 mM HEPES pH7.5, 100 mM NaCl, 1 mM DTT). The peak 
fractions were pooled, concentrated to ~1 mg/mL and flash frozen using LN2.65

Expression and purification of USP15(D1D2)
USP15(D1D2) was expressed in BL21 (DE3) Rosetta2 cells, grown in 2xYT medium. Cells were induced overnight 
at 25 °C using 0.5 mM IPTG and harvested the next day in His-buffer (50 mM Tris pH7.5, 300 mM NaCl, 
20 mM imidazole, 1% glycerol). Cells were lysed using sonication and the insoluble fraction was removed by 
centrifugation at 21,000 G at 4 °C for 30 min. Supernatant was applied to Ni-charged NTA beads and beads 
were washed extensively with His-buffer. USP15(D1D2) was eluted with the same buffer supplemented with 
200 mM imidazole before being concentrated and applied to a Superdex200 gel filtration column in SEC buffer 
(20  mM  Tris pH7.5, 150 mM NaCl, 1% glycerol). Appropriate fractions were concentrated to ~20 mg/mL, 
aliquoted and frozen in liquid nitrogen.78

4.2.	 Lysate Preparation

Cell culturing. HEK293 cells (ATCC, Manassas, VA), HeLa cells and HEK293T cells were cultured in Dulbecco’s 
Modified Eagle’s medium (DMEM) supplemented with 8-10% FCS/FBS. EL4 cells were cultured in Gibco 
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RPMI 1640 medium (Life technologies) supplemented with 10% FCS. Cells were maintained in a humidified 
atmosphere of 5% CO2 at 37 °C and regularly tested for the absence of mycoplasma. Transfection of HeLa cells 
with FLAG‑HA‑USP16 (Addgene, #22595) as reported previously.79

Harvesting and cell lysis. Cells were harvested by washing with PBS, trypsinization to dissociate adherent cells 
from surface, and centrifuged. Fresh cell pellets were resuspended in two pellet volumes of cold lysis buffer, 
sonicated (5 cycles, high. 30 sec on, 30 sec off) on a Bioruptor Pico (Diagenode), and solute was separated 
from insoluble fraction by centrifuge (10 min, 13,200 rpm, 4 °C). Supernatant was transferred to clean tube 
and protein concentration was determined on Nanodrop One spectrophotometer (Isogen Life Science). 
Subsequently, volume was adjusted by addition of lysis buffer to a protein concentration of 2 mg/mL. Harvesting 
and cell lysis of HeLa cells as reported previously.79

4.3.	 Gel-Based Activity-Based Probe (ABP) Reactivity

General. Purified Rho-Ub-ABPs are stored at −20 °C as powder or as 500 µM stock solutions in DMSO. The 
concentration of stock solutions is calculated from the molecular mass and the added amount of dry powder. The 
concentration of unbound Rho‑Ub‑ABP stock solutions is within 2-fold range, as validated in gel electrophoresis 
of unbound Rho‑Ub‑ABP (10 µM) by quantification of fluorescence intensity and protein intensity with 
ImageJ.80-82 Rho‑Ub‑ABPs are added to whole lysate or recombinant DUBs as 2-5× solutions, prepared by 
careful addition of DMSO stock to reaction buffer. Incubations with Rho-Ub-ABPs are conducted under gentle 
agitation (300  rpm) with strict restriction of light. Final CysDUB or ABP concentrations listed correspond to 
the concentration during incubation (before sample buffer addition). Prior to reaction initiation, lysis buffer 
(50 mM Tris-HCl pH7.4, 5 mM MgCl2, 250 mM sucrose, 2 mM DTT), HEPES reaction buffer (50 mM HEPES pH7.4, 
150 mM NaCl, 5 mM DTT, 0.005% Tween20) or Tris reaction buffer (50 mM Tris pH7.5, 100 mM NaCl, 5 mM DTT) 
are prepared with fresh addition of DTT and surfactants. Single‑use 1M aliquots of DTT (1,4‑dithio-dl-threitol; 
Chem-Impex, #00127) are stored at −20 °C. 

General Method I. ABP Labeling Quenching and SDS-PAGE Gel Electrophoresis
After indicated incubation time, the reaction was quenched by addition of 3× reducing sample buffer (150 µL 
4× LDS-PAGE loading buffer (NuPAGE, Invitrogen) supplemented with 35 µL water and 15 µL β-mercaptoethanol 
(BME; Sigma-Aldrich, #M6250)) and boiling the samples for 10 min at 94 °C to abolish noncovalent interactions 
(denaturing conditions). Multiple timepoints; samples were stored on ice until the experiment was completed. 
Samples were loaded on precast Bis-Tris gels (Invitrogen) and resolved by SDS-PAGE gel electrophoresis with 
MES (NuPAGE MES SDS running buffer 20×, Novex by Life Technologies) or MOPS (NuPAGE MOPS SDS running 
buffer 20×, Novex by Life Technologies) as running buffer. Reference protein standard/ladder; PageRuler™ Plus 
Prestained Protein Ladder (Thermo Fisher Sci., #26619), PageRuler™ Prestained Protein Ladder (Thermo Fisher 
Sci., #26616) or SeeBlue™ Plus2 Pre-stained Protein Standard (Invitrogen, LC5925). Covalent enzyme–ABP  
adducts were visualized by in-gel fluorescence using Typhoon FLA 9500 imaging system (GE Healthcare Life 
Sciences) with blue LD laser and BPB1 emission filter (λex = 473 nm, λem = 530 ± 10 nm), and protein marker 
was visualized with red LD laser and LPR emission filter (λex = 635 nm, λem = 665 nm). Subsequently, covalent 
DUB–ABP adduct and unbound DUB were visualized by InstantBlue™ Ultrafast Protein Stain (Expedeon Protein 
Solutions, #ISB1L), and scanning stained gels using an Amersham Imager 600 (Trans-illumination).

Incubation of whole lysate
EL4/HEK293/HEK293T. 20 µL lysate (final conc. 2 mg/mL) was incubated with 5 µL Rho-Ub-ABP (final conc. 1-10 
µM) for 1 h at 37 °C. Reaction was quenched as described in General Method I, and samples (10-15 µL) were 
loaded on 4-12% Bis-Tris gels (Invitrogen) and resolved by SDS-PAGE gel electrophoresis with MES as running 
buffer. Unreacted ABPs (loading control) were visualized by loading sample (3 µL) on 10% Bis-Tris gels (Invitrogen) 
and resolved by SDS-PAGE gel electrophoresis with MES as running buffer.
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HeLa. 19 µL Lysate (WT or overexpressing FLAG‑HA‑USP16) was incubated with 1 µL Rho-Ub-ABP for 1 h at 
37 °C. Reaction was quenched as described in General Method I, and samples (10 µL) were loaded on 4-12% 
Bis-Tris gels (Invitrogen) and resolved by SDS-PAGE gel electrophoresis with MOPS as running buffer. Gels 
were transferred to nitrocellulose membrane using a Trans-Blot Turbo Transfer System (Biorad) and subjected 
to standard Western Blotting protocols. Antibodies: mouse anti-HA (1:1,000; Covance, #MMS-101R) and goat 
anti-mouse HRP (1:5,000; Dako, #P0447). Blots with HRP secondary antibody were incubated with SuperSignal™ 
West Dura Extended Duration Substrate (Thermo Sci., #34076) according to manufacturer protocols and scanned 
on an Amersham Imager 600.

Incubation of recombinant DUBs
Recombinant purified cysteine DUB (final conc. 1 µM) was incubated with Rho‑Ub‑ABP (final conc. 10 µM) for 
1 h at 37 °C. Reaction was quenched as described in General Method  I. Bis-Tris gels and running buffer were 
adjusted to optimize separation of unbound enzyme and covalent CysDUB–ABP adduct.

Incubation of recombinant USP16CDWT (+/− NEM) and USP16CDC205A

Recombinant purified USP16CDWT or USP16CDC205A mutant (final conc. 0.1 µM) was incubated with Rho‑Ub‑ABP 
(final conc. 10 µM) for 1 h at 37 °C. Preincubation of USP16CDWT with 10 mM N-ethylmaleimide (NEM; 
SigmaAldrich, #E3876) for 30 min at 37 °C was performed prior to incubation with ABPs to alkylate/block 
cysteine thiols. The reaction was quenched and resolved as described in General Method I. Fluorescence scans 
for resolved gels with USP16CDWT and USP16CDC205A were obtained with the same settings/sensitivity (PMT = 
500), and images were processed simultaneously to ensure observed (lack of) fluorescent covalent adduct is 
independent of settings.

Time-dependent covalent USP16–ABP adduct formation
Rho‑Ub‑Prg, Rho‑Ub‑2, and Rho‑Ub‑5 solutions were prepared from single‑use aliquots of 500 µM stock 
solutions in DMSO. USP16CDWT (final conc. 0.25 µM) was incubated with Rho‑Ub‑ABP (final conc. 10 µM) at 
37 °C. Samples were removed after indicted incubation time (0.5-4 h), and adduct formation was quenched and 
resolved as described in General Method I.

4.4.	 MS Analysis

Intact protein MS
Recombinant USP16CDWT or USP16CDC205A (1 µM) in HEPES reaction buffer (20 µL) was incubated with 
Rho‑Ub‑Prg, Rho‑Ub‑2 or Rho‑Ub‑5 (10 µM) or buffer at 21 °C for at least 2 h prior to analysis. Chromatographic 
separation and MS analysis was carried out on a Waters ACQUITY UPLC-MS system equipped with a Waters 
ACQUITY Quaternary Solvent Manager (QSM), Waters ACQUITY FTN AutoSampler, Waters ACQUITY UPLC Protein 
BEH C4 Column (300 Å, 1.7 µm, 2.1×50 mm) and XEVO-G2 XS QTOF Mass Spectrometer (m/z  =  200‑2500) 
in ES+ mode. Samples were run with a 7 min gradient (run time 15 min) using 0.1% FA in MeCN and  
0.1% FA in water as mobile phases (flow rate 0.6-0.8 mL/min). The first 4 min the flow was diverted to the 
waste to avoid contamination of the MS with high concentrations of buffer components. After 4 min, the elution 
flow was ionized with an electrospray ionization (ESI) source in positive ion mode. The data was analyzed using 
Waters MassLynx Mass Spectrometry Software V4.2. The total mass of the covalent USP16–ABP adducts was 
obtained by deconvolution of electrospray ionization mass spectrum envelope (m/z = 600-1600 Da) with the 
MaxEnt1 (average isotopes) function. 

HRMS of unbound ABPs
Stock solutions of Rho‑Ub‑Prg and Rho-Ub-[D2]-Prg in DMSO (500 µM) were diluted 500-fold in 2% MeCN 
in water (0.1% FA). MS analysis was carried out on a Waters ACQUITY UPLC-MS system in Resolution Mode, 
equipped with a Waters ACQUITY Quaternary Solvent Manager (QSM), Waters ACQUITY FTN AutoSampler, 
Waters ACQUITY UPLC Protein BEH C4 Column (300 Å, 1.7 µm, 2.1×50 mm) and XEVO-G2 XS QTOF Mass 
Spectrometer (m/z = 500-2000). Samples were run with a 1.6 min 2-100% gradient (run time 3 min) using 
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0.1% FA in MeCN and 0.1% FA in water as mobile phases (flow rate 0.6 mL/min). The elution flow was ionized 
with an electrospray ionization (ESI) source in positive ion mode. Data processing was performed using Waters 
MassLynx Mass Spectrometry Software 4.2. Theoretical mass was calculated with the isotope modelling 
function; Tools – Isotope model – Create charge state series. More details in section 7.5.

Bottom-up MS analysis
Recombinant purified USP16CDWT (2.4 µM) or UCHL3FLWT (7 µM) in HEPES reaction buffer was incubated with 
Rho‑Ub‑Prg or Rho-Ub-[D2]-Prg (final conc. 10 µM) for 1 h at 37 °C. Reaction was quenched as described in 
General Method I. Samples (21 µL, corresponding to 2.5 µg protein/lane) were run on a 10% Bis-Tris gel, and 
stained with InstantBlue™ Ultrafast Protein Stain. The CysDUB–ABP adduct band was cut out, and the proteins 
subjected to reduction with DTT, alkylation with iodoacetamide and in-gel trypsin digestion using Proteineer DP 
digestion robot (Bruker). Tryptic peptides were extracted from the gel slices, lyophilized, dissolved in 95:3:0.1 
water/MeCN/FA (v/v/v) and subsequently analyzed by on-line C18 nanoHPLC MS/MS with a system consisting 
of an Easy nLC 1200 gradient HPLC system (Thermo, Bremen, Germany), and a LUMOS mass spectrometer 
(Thermo). Digests were injected onto a homemade precolumn (100 µm×15 mm; Reprosil-Pur C18-AQ 3 µm, 
Dr. Maisch, Ammerbuch, Germany) and eluted via a homemade analytical nano-HPLC column (15 cm×75 µm; 
Reprosil-Pur C18-AQ 3 µm). The gradient was run from 0% to 50% solvent B (20:80:0.1 water/MeCN/FA (v/v/v)) 
in 20 min. The nano-HPLC column was drawn to a tip of ~5 µm and acted as the electrospray needle of the MS 
source. The LUMOS mass spectrometer was operated in data-dependent MS/MS (top-10 mode) with collision 
energy at 32 V and recording of the MS2 spectrum in the orbitrap. In the master scan (MS1) the resolution was 
120,000, the scan range 400-1500, at an AGC target of 400,000 @maximum fill time of 50 ms. Dynamic exclusion 
after n = 1 with exclusion duration of 10 s. Charge states 2-5 were included. For MS2 precursors were isolated 
with the quadrupole with an isolation width of 1.2 Da. HCD collision energy was set to 32 V. The MS2 scan 
resolution was 30,000 with an AGC target of 50,000 @maximum fill time of 60 ms. In a post-analysis process, 
raw data were first converted to peak lists using Proteome Discoverer version 2.4 (Thermo Electron), and then 
submitted to the Homo sapiens database (71591 entries), using Mascot v. 2.2.07 (www.matrixscience.com) for 
protein identification. Mascot searches were with 10 ppm and 0.02 Da deviation for precursor and fragment 
mass, respectively, and trypsin as enzyme. Up to two missed cleavages were allowed. Methionine oxidation, 
carbamidomethyl on cysteine, and the Gly-Prg modification (also in mono and dideuterated form) on cysteine 
were set as a variable modification. More details in section 7.6.

4.5.	 Kinetic Evaluation of Covalent USP16 Occupancy

Rho‑Ub‑Prg, Rho‑Ub‑2, and Rho‑Ub‑5 solutions were prepared from single-use aliquots of 500 µM stock 
solutions in DMSO. USP16CDWT (final conc. 0.1 µM) was incubated with Rho‑Ub‑Prg, Rho‑Ub‑2 or Rho‑Ub‑5 (final 
conc. 1-10 µM) at 21 °C in a total volume of 98 µL. Samples (18 µL) were removed after indicated incubation 
time (5-30 min), and adduct formation was quenched as described in General Method I. Samples (24 µL/lane) 
were loaded on 10% Bis-Tris gels (Invitrogen) and resolved by SDS-PAGE gel electrophoresis with MES as running 
buffer. Measurements were performed in triplicate (n = 3). Details on equations and pseudo-first order reaction 
conditions are provided in section 7.7.

Intensity of signals corresponding to unbound USP16 and covalent USP16–ABP adduct were quantified with 
ImageJ v1.52a,80-82 and the gel-specific background was subtracted. Incubation time-dependent covalent 
occupancy (Covalent occupancy)t (in %) was calculated from background-subtracted intensity of bands 
corresponding to unbound USP16 and covalent adduct after each incubation time t.

�Covalent Occupancy�𝑡𝑡  = 100%
�adduct�𝑡𝑡  + �unbound�𝑡𝑡

�adduct�𝑡𝑡
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Triplicate values of time-dependent covalent occupancy (Covalent occupancy)t (in %) were plotted against 
incubation time t (in min) and fitted to one-phase exponential association (GraphPad Prism 8.1.1, Exponential – 
One-phase association) with constrained value of Y0 = 0 (covalent occupancy at reaction initiation) and a globally 
shared value (for all ABPs) for Plateau (maximum covalent occupancy) to obtain the rate of covalent bond 
formation kobs (in min−1).

Reaction half-life t½ (in min) – corresponding to the incubation time to reach 50% of maximum covalent 
occupancy – was calculated from the pseudo-first order rate of covalent bond formation kobs (in min−1) for each 
ABP concentration.

Reaction completion (in min) – the incubation time to reach a covalent occupancy corresponding to 97% of the 
maximum covalent occupancy – is reached after five half-lives (5t½).

4.6.	 Fluorescence Polarization (FP) Binding Assay

Binding assays of Rho‑Ub‑ABPs with catalytically inactive USP16C205S mutant were performed in triplicate using 
HEPES reaction buffer (50 mM HEPES pH7.4, 150 mM NaCl, 2 mM DTT) supplemented with 0.005% Tween20. 
Rho‑Ub‑ABPs (20 nL of 5 µM dilution in 1% DMSO, final conc. 5 nM) were dispensed using an ECHO 550 Liquid 
Handler (Labcyte Inc.) acoustic dispenser, followed by manual addition of serially diluted purified recombinant 
USP16CDC205S (20 µL, final conc. 0-64 µM). Fluorescence polarization (FP) of the Rhodamine fluorophore was 
measured every 3 min for 120 min on a PHERAstar plate reader (BMG LABTECH GmbH, Germany) with 
485‑520‑520 FP module (λex = 485 nm with detection of polarization at λem = 520 nm). Change in fluorescence 
polarization (in mP) upon USP16 interaction was calculated using MARS data analysis software (BMG LABTECH 
GmbH, Germany). The concentration-dependent fluorescence polarization FP (in mP) after sufficient incubation 
to reach noncovalent equilibrium (60 min) was plotted against USP16CDC205S concentration (in M) for each 
Rho‑Ub‑ABP and fitted using nonlinear regression (GraphPad Prism 8.4.2, Binding – Saturation, One site – Total) 
with globally shared values for nonspecific binding NS (in mP/M), background signal in absence of enzyme 
(in mP), and maximum specific binding Bmax (in mP) to obtain the noncovalent dissociation constant KD (in M) for 
each Rho‑Ub‑ABP. More details in section 7.8.

4.7.	 Thiol Reactivity Assay

Stock solutions of Rho‑Ub‑ABPs in DMSO (500 µM) were diluted in PBS (10 mM phosphate buffer pH7.45, 
140 mM NaCl, 2.7 mM KCl, Gibco PBS tablets) freshly supplemented with GSH (Chem-Impex, #00159) to a final 
concentration of 5 µM Rho-Ub-ABP and 5 mM GSH. Immediately a 30 µL sample was removed, quenched by 
2-fold dilution in 0.1% FA in water and submitted to LC‑MS analysis. The remaining material was incubated at 
37  °C under gentle agitation (600 rpm) for 24 h, after which the reaction was quenched by 2‑fold dilution in 
0.1% FA in water, and submitted to LC‑MS analysis. LC‑MS analysis was performed on a Waters ACQUITY UPLC 
H-class System equipped with Waters ACQUITY Quaternary Solvent Manager (QSM), Waters ACQUITY UPLC 
Photodiode Array (PDA) eλ Detector (λ = 210-800 nm), Waters ACQUITY UPLC Protein BEH C4 Column (300 Å, 
1.7  µm, 2.1×50 mm) and LCT Premier Orthogonal Acceleration Time of Flight Mass Spectrometer 
(m/z = 100‑1600) in ES+ mode. Samples were run with a 7 min 2-100% gradient (run time 10 min) using 96% 
water and 96% MeCN mixed with 2.5% FA in water/MeCN as mobile phases (flow rate = 0.5 mL/min). Data 
processing was performed using Waters MassLynx Mass Spectrometry Software V4.2. Adduct formation was 

�Covalent Occupancy� 𝑡𝑡  = Y0 + �Plateau − Y0 � �1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 � = Max �1 − 𝑒𝑒−𝑘𝑘obs 𝑡𝑡 �

t½ = 
𝑘𝑘obs

LN (2)

FP =   
B max

 
[E] 

 + NS × [E] + background
KD + [E]
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quantified from the total ion count (TIC) detected for GSH–ABP adduct, remaining unreacted ABP or hydrolysis 
product; the intensity of the naturally most abundant isotope peak in seven charge states (z  =  7‑13) of the 
ionization envelope was combined to calculate the ratio of GSH adduct over total ABP content for each sample. 
More details in section 7.9.

5.	 Materials and Methods: Chemical Synthesis

5.1.	 Synthesis of Rho-Ub-ABPs

Reagents and solvents were purchased from various suppliers and are used as received. Linear solid phase 
synthesis of Ub was performed according to established method reported by our group.83 Data processing of 
LC‑MS analysis was performed using Waters MassLynx Mass Spectrometry Software V4.2. Deconvoluted mass 
was obtained from the electrospray ionization mass spectrum envelope (average isotopes) with the MaxEnt1 
function. The calculated mass of Ub (derivatives) is obtained with ChemDraw Professional 16.0.1.4 (PerkinElmer 
Informatics, Inc.) by calculating the molecular weight of the complete structure. Rho‑M20‑Prg was obtained by 
reported in-house synthesis.79

General Method II. Trial Cleavage and LC‑MS Analysis of Crude Mixtures
Trial Cleavage. An aliquot is incubated with Trial Cleavage Mix (92.5:2.5:2.5:2.5 TFA/water/iPr3SiH/DODt) for 
30 min at 38 °C under gentle agitation. Resin-bound samples are then transferred to a filter tip and filtered prior 
to continuation. The reaction mixture or filtrate is treated with cold 1:1 Et2O/pentane (v/v) to precipitate the 
product, centrifuged and the soluble material is removed by suction. The precipitate is washed twice with cold 
Et2O, and remaining Et2O is removed by submitting to a gentle air flow. The solid material is dissolved in DMSO, 
and reaction progress is analyzed by LC-MS. 

LC‑MS Analysis. LC‑MS analysis of crude reaction mixtures and purification fractions was performed on a 
Waters Alliance 2795 Separation Module system equipped with Waters 2996 Photodiode Array Detector 
(λ  =  190‑750  nm), Waters Xbridge C18 column (130 Å, 3.5 µm, 2.1×30 mm) and LCT Premier Orthogonal 
Acceleration Time of Flight Mass Spectrometer (m/z = 300‑2000). Samples were run with a 3 min 5‑95% gradient 
(run time 6 min) using two mobile phases; 1% MeCN + 0.1% FA in water and 1% water + 0.1% FA in MeCN (flow 
rate = 0.8 mL/min).

Step I. SPPS
UbiquitinΔG on trityl-resin was prepared by linear solid phase peptide synthesis on a Syro II Automated Peptide 
Synthesizer (MultiSynTech GmbH, Germany) as described previously.83 Met1 (methionine) was replaced by its 
close isostere Nle (norleucine) to prevent oxidation, which typically does not affect recognition by DUBs but can 
reduce cleavage efficiency of linear diUb chains.84-85 Briefly, Glycine-loaded trityl resin (Rapp Polymere, Germany, 
#RA1213) was incubated twice for 25 min with Fmoc-protected amino acids (4 eq; Novabiochem), DIPEA (8 eq; 
Biosolve, #041533), and PyBOP (4 eq; SigmaAldrich, #851009) in NMP (Biosolve, #13563202), followed by Fmoc 
removal by incubating three times for 2 min with 20% piperidine/NMP (v/v). This procedure was repeated for 
each amino acid coupling cycle, with a total of 68 cycles. Coupling sequence has previously been optimized for 
incorporation of Fmoc-protected dipeptides.83

Reaction monitoring. An aliquot of protected NH2‑Ub1–75‑OH on resin was submitted to trial 
cleavage conditions, and the crude material was submitted to LC-MS analysis as described in 
General Method II. LC‑MS Rt = 1.85 min, M = 8490 Da (Calc. 8489.78 Da).
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Step II. Rhodamine coupling
Rhodamine coupling to the N-terminus was performed as described previously.86 Briefly, N,N’‑Boc2-5-carboxy-
Rhodamine 11 (4 eq; in-house  synthesis),86 PyBOP (4 eq; SigmaAldrich, #851009), and DIPEA (8 eq; Biosolve, 
#041533) were dissolved in NMP, and the preactivated mixture was added to NH2‑Ub1–75(PG)‑resin (1 eq), and 
incubated overnight. The resin was washed with NMP and DCM, after which trial cleavage was performed on a 
small aliquot to evaluate reaction progress. The resin‑bound material was either resubmitted to reach reaction 
completion or used in the next step.

Reaction monitoring. An aliquot of protected Rho‑Ub1–75‑OH on resin is submitted to trial 
cleavage conditions, and the crude material was submitted to LC-MS analysis as described in 
General Method II. LC‑MS Rt = 2.37 min, M = 8845 Da (Calc. 8846.12 Da). 

Step III. Cleavage from resin
Resin cleavage was performed as described previously: treatment with 1,1,1,3,3,3-hexafluoroisopropylalcohol 
(HFIP; Chem-Impex, #00080) in DCM cleaves bond between glycine and the trityl resin, while protecting groups 
on the amino acid side chains remain intact.83 Briefly, (Boc)2Rho‑Ub1–75(PG)‑resin was washed with DCM to 
remove all NMP, and then twice incubated for 30 min at room temperature with 20% HFIP/DCM (v/v). The 
combined filtrate was collected, and the solvent was removed by rotary evaporation. Residual HFIP was removed 
by co-evaporation 2‑3 times with 1,2-dichloroethane (DCE; Acros Organics, #406820025) – to prevent formation 
of HFIP ester in next steps – and dried to use in the next step.

Step IV. Amine coupling
Amine coupling was performed as described previously.83 Amines were obtained from commercial sources or 
by chemical synthesis. Briefly, (Boc)2Rho‑Ub1–75(PG)‑OH was dissolved in DCM (Biosolve, #13790502) or DMF 
(Biosolve, #4190501), and incubated overnight with amine (4 eq), DIPEA (8 eq) and PyBOP (4 eq). DCM was 
removed by rotary evaporation or N2 (g) shower. DMF was removed by dilution of the reaction mixture in 1:1 
MeCN/water and subsequently lyophilized. Trial cleavage was performed to evaluate reaction progress by 
LC‑MS. The residue was either resubmitted to coupling conditions until reaction completion was reached or 
submitted to global deprotection conditions.

Step V. Global deprotection and purification
Global deprotection was performed as described previously.79 Briefly, (Boc)2Rho‑Ub1–75(PG)‑warhead was 
incubated for 2.5-3 hours with freshly prepared Cleavemix (90:5:2.5:2.5 TFA/water/iPr3SiH/PhOH) under gentle 
agitation at room temperature to remove protecting groups from all amino acid sidechains. Then, cold 3:1  
Et2O/pentane (v/v) was added to precipitate the product. The reaction mixture was spun down in the centrifuge 
(2000 rpm, 5 min, 4 °C), supernatant was removed, and the pellet was washed twice with cold Et2O. The 
remaining solvent was removed by a N2 shower. The solid crude material was dissolved in DMSO and carefully 
diluted 10-fold in (warm) water (containing 0.05% TFA if required), filtered and submitted to preparative RP‑HPLC 
purification (methods below, determined by synthesis scale). 

prepRP‑HPLC method A. RP‑HPLC purifications (max. 0.5 mL/run) were performed on a Waters AutoPurification 
HPLC/MS System equipped with a 2767 Sample Manager, 2545 Binary Gradient Module, two 515 HPLC pumps, 
SFO Fluid Organizer, 2998 Photodiode Array Detector (λ = 210-650 nm), 3100 Mass Detector (m/z = 100-1500), 
and a Waters Xbridge BEH C18 OBD Prep. Column (130 Å, 5 µm, 19×150 mm). Column was pre-equilibrated 
depending on the gradient (prerun time 8 min), and samples (0.45 mL/run) were run with a 15 min 10-40% (A1) 
or 18-48% (A2) gradient (run time 21 min) using water and MeCN as mobile phases (flow rate = 30 mL/min), 
with additional at column dilution (ACD) of 1.5% TFA in MeCN (flow rate = 1 mL/min). Fraction collection was 
triggered by mass detection; after column separation, 0.02% of the sample was diverted and sent to the mass 
detector. Fractions containing the correct mass were collected, pooled and lyophilized to obtain product as a 
pink powder.

Rho-Ub-2

Ub N
H Me

Rho-Ub-Prg

Ub N
H

Rho-Ub-4

Ub

Rho-Ub-3

Ub N
H Ph

N
H

Ph

Rho-Ub-5

Ub

Rho-Ub-7

Ub

Rho-Ub-8

Ub

N
H

Me

N
H

MeMe

N
H

Rho-Ub-10

Ub

Rho-Ub-9

Ub

Rho-Ub-VME

Ub

Rho-Ub-Prp

Ub

Rho-Ub-[D2]-Prg

Ub

Rho-Ub-18

Ub

NH2-Ub-OH

Ub OH

Rho-Ub-OH

Ub OH

N
Me

N
H

N
H

OMe

O

N
H

N
H CF3

N
H

DD

H2N



267

The Versatility of Substituted Propargyl Warheads in Ub-ABPs

6

prepRP‑HPLC method B. RP‑HPLC purifications (max. 5 mL/run) were performed on a Shimadzu LC-20AT HPLC 
system equipped with an SPD-20A UV/Vis detector, RF-20A Fluorescence Detector (λex = 507 nm, λem = 529 nm), 
FRC-10A fraction collector and a Waters XBridge BEH C18 Prep. Column (130 Å, 5 µm, 10×150 mm). Samples 
were run with a 15 min 10-70% gradient (run time 22.1 min) using 0.05% TFA in water (v/v) and 0.05% TFA in 
MeCN (v/v) as mobile phases (flow rate = 6.5 mL/min). Sample collection was triggered by UV/Vis intensity. Pure 
fractions (checked by LC‑MS) were pooled and lyophilized to obtain products as a pink powder.

prepRP‑HPLC method C. RP‑HPLC purifications (max. 20 mL/run) were performed on a Waters HPLC equipped 
with a Waters 2489 UV/Vis detector, Waters fraction collector III and a Waters XBridge BEH C18 OBD Prep. 
Column (130 Å, 5 µm, 30×150 mm). Samples were run with a 13 min 5-20% gradient (run time 25 min) using 
water, MeCN and 1% TFA in water (v/v) as mobile phases (flow rate = 37.5 mL/min). Fraction collection was 
triggered by UV intensity (λ = 210 nm). Pure fractions (checked by LC‑MS) were pooled and lyophilized to obtain 
products as a pink powder.

LC‑MS evaluation of purified ABPs
Stock solutions of pure ABP (500 µM in DMSO) were diluted 100-fold in 0.1% FA in water, and 10 µL was injected 
for LC‑MS analysis. LC-MS analysis of pure ABPs was performed on a Waters ACQUITY UPLC H-class System 
equipped with Waters ACQUITY Quaternary Solvent Manager (QSM), Waters ACQUITY UPLC Photodiode Array 
(PDA) eλ Detector (λ = 210‑800 nm), Waters ACQUITY UPLC Protein BEH C4 Column (300 Å, 1.7 µm, 2.1×50 mm) 
and LCT Premier Orthogonal Acceleration Time of Flight Mass Spectrometer (m/z = 100‑1600) in ES+ mode. 
Samples were run with a 7 min 2‑100% gradient (run time 10 min) using 96% water and 96% MeCN mixed with 
2.5% FA in water/MeCN as mobile phases (flow rate = 0.5 mL/min).

(Boc)2Rho‑Ub1–75(PG)‑OH (10 µmol) was incubated with propargylamine (SigmaAldrich, 
#P50900) in DCM, and purified by prepRP‑HPLC method C to yield Rho‑Ub1–75‑Prg as a 
solid pink powder. LC‑MS Rt = 3.42 min, M = 8883 Da (Calc. 8883.18 Da).

(Boc)2Rho‑Ub1–75(PG)‑OH (2 µmol) was incubated with 1-amino-2-butyne 
hydrochloride (in-house synthesis)  87 in DCM, and purified by prepRP‑HPLC method B 
to yield Rho‑Ub1–75‑2 as a solid pink powder. LC‑MS Rt = 3.46 min, M = 8897  Da 
(Calc. 8897.21 Da).

(Boc)2Rho‑Ub1–75(PG)‑OH (2 µmol) was incubated with 3-phenylprop-2-yn-1-amine 
hydrochloride (Enamine, #EN300-26681) in DCM, and purified by prepRP‑HPLC 
method  B to yield a 7:10 mixture of Rho‑Ub1–75‑3 and hydrolyzed Rho‑Ub1–75‑3b as 
a solid pink powder. Rho‑Ub‑3 is prone to hydrolysis or possibly (acid‑catalyzed) 
hydration resulting in hydrolyzed Rho‑Ub‑3b (M+18) and could thus only be obtained 
as a mixture. LC‑MS Rt = 3.51 min, M = 8959 & 8977 Da (Calc. 8959.28 Da).

(Boc)2Rho‑Ub1–75(PG)‑OH (2 µmol) was incubated with 1-methyl-prop-2-ynylamine 
hydrochloride (Chem-Impex, #18527) in DMF, and purified by prepRP‑HPLC method A2 
to yield Rho‑Ub1–75‑4 as a solid pink powder. LC‑MS Rt = 3.44 min, M = 8897 Da 
(Calc. 8897.21 Da).

(Boc)2Rho‑Ub1–75(PG)‑OH (2 µmol) was incubated with 1-phenylprop-2-yn-1-amine 
hydrochloride (Enamine, #EN300-190354) in DMF, and purified by prepRP‑HPLC 
method  A2 to yield Rho‑Ub1–75‑7 as a solid pink powder. LC‑MS  Rt  =  3.49  min, 
M = 8959 Da (Calc. 8959.28 Da).

(Boc)2Rho‑Ub1–75(PG)‑OH (10 µmol) was incubated with 2-methyl-3-butyn-2-
amine (SigmaAldrich, #687189) in DCM, and purified by prepRP‑HPLC method  C 
to yield Rho‑Ub1–75‑5 as a solid pink powder. LC‑MS Rt = 3.44 min, M = 8912 Da 
(Calc. 8911.24 Da).

Rho-Ub-2

Ub N
H Me

Rho-Ub-Prg

Ub N
H

Rho-Ub-4

Ub

Rho-Ub-3

Ub N
H Ph

N
H

Ph

Rho-Ub-5

Ub

Rho-Ub-7

Ub

Rho-Ub-8

Ub

N
H

Me

N
H

MeMe

N
H

Rho-Ub-10

Ub

Rho-Ub-9

Ub

Rho-Ub-VME

Ub

Rho-Ub-Prp

Ub

Rho-Ub-[D2]-Prg

Ub

Rho-Ub-18

Ub

NH2-Ub-OH

Ub OH

Rho-Ub-OH

Ub OH

N
Me

N
H

N
H

OMe

O

N
H

N
H CF3

N
H

DD

H2N

Rho-Ub-2

Ub N
H Me

Rho-Ub-Prg

Ub N
H

Rho-Ub-4

Ub

Rho-Ub-3

Ub N
H Ph

N
H

Ph

Rho-Ub-5

Ub

Rho-Ub-7

Ub

Rho-Ub-8

Ub

N
H

Me

N
H

MeMe

N
H

Rho-Ub-10

Ub

Rho-Ub-9

Ub

Rho-Ub-VME

Ub

Rho-Ub-Prp

Ub

Rho-Ub-[D2]-Prg

Ub

Rho-Ub-18

Ub

NH2-Ub-OH

Ub OH

Rho-Ub-OH

Ub OH

N
Me

N
H

N
H

OMe

O

N
H

N
H CF3

N
H

DD

H2N

Rho-Ub-2

Ub N
H Me

Rho-Ub-Prg

Ub N
H

Rho-Ub-4

Ub

Rho-Ub-3

Ub N
H Ph

N
H

Ph

Rho-Ub-5

Ub

Rho-Ub-7

Ub

Rho-Ub-8

Ub

N
H

Me

N
H

MeMe

N
H

Rho-Ub-10

Ub

Rho-Ub-9

Ub

Rho-Ub-VME

Ub

Rho-Ub-Prp

Ub

Rho-Ub-[D2]-Prg

Ub

Rho-Ub-18

Ub

NH2-Ub-OH

Ub OH

Rho-Ub-OH

Ub OH

N
Me

N
H

N
H

OMe

O

N
H

N
H CF3

N
H

DD

H2N

Rho-Ub-2

Ub N
H Me

Rho-Ub-Prg

Ub N
H

Rho-Ub-4

Ub

Rho-Ub-3

Ub N
H Ph

N
H

Ph

Rho-Ub-5

Ub

Rho-Ub-7

Ub

Rho-Ub-8

Ub

N
H

Me

N
H

MeMe

N
H

Rho-Ub-10

Ub

Rho-Ub-9

Ub

Rho-Ub-VME

Ub

Rho-Ub-Prp

Ub

Rho-Ub-[D2]-Prg

Ub

Rho-Ub-18

Ub

NH2-Ub-OH

Ub OH

Rho-Ub-OH

Ub OH

N
Me

N
H

N
H

OMe

O

N
H

N
H CF3

N
H

DD

H2N

Rho-Ub-2

Ub N
H Me

Rho-Ub-Prg

Ub N
H

Rho-Ub-4

Ub

Rho-Ub-3

Ub N
H Ph

N
H

Ph

Rho-Ub-5

Ub

Rho-Ub-7

Ub

Rho-Ub-8

Ub

N
H

Me

N
H

MeMe

N
H

Rho-Ub-10

Ub

Rho-Ub-9

Ub

Rho-Ub-VME

Ub

Rho-Ub-Prp

Ub

Rho-Ub-[D2]-Prg

Ub

Rho-Ub-18

Ub

NH2-Ub-OH

Ub OH

Rho-Ub-OH

Ub OH

N
Me

N
H

N
H

OMe

O

N
H

N
H CF3

N
H

DD

H2N

Rho-Ub-2

Ub N
H Me

Rho-Ub-Prg

Ub N
H

Rho-Ub-4

Ub

Rho-Ub-3

Ub N
H Ph

N
H

Ph

Rho-Ub-5

Ub

Rho-Ub-7

Ub

Rho-Ub-8

Ub

N
H

Me

N
H

MeMe

N
H

Rho-Ub-10

Ub

Rho-Ub-9

Ub

Rho-Ub-VME

Ub

Rho-Ub-Prp

Ub

Rho-Ub-[D2]-Prg

Ub

Rho-Ub-18

Ub

NH2-Ub-OH

Ub OH

Rho-Ub-OH

Ub OH

N
Me

N
H

N
H

OMe

O

N
H

N
H CF3

N
H

DD

H2N



268

Chapter 6

(Boc)2Rho‑Ub1–75(PG)‑OH (2 µmol) was incubated with 1-ethynylcyclohexyl-
amine (SigmaAldrich, #177024) in DMF, and purified by prepRP‑HPLC method A2 
to yield Rho‑Ub1–75‑8 as a solid pink powder. LC‑MS Rt = 3.49 min, M = 8951 Da 
(Calc. 8951.30 Da).

(Boc)2Rho‑Ub1–75(PG)‑OH (2 µmol) was incubated with 1-amino-3-butyne 
(SigmaAldrich, #715190) in DMF, and purified by prepRP‑HPLC  method  A1 to 
yield Rho‑Ub1–75‑9 as a solid pink powder. LC‑MS Rt = 3.42 min, M = 8897 Da 
(Calc. 8897.21 Da).

(Boc)2Rho‑Ub1–75(PG)‑OH (2 µmol) was incubated with N-methylpropargylamine 
(SigmaAldrich, #150223) in DMF, and purified by prepRP‑HPLC  method  A2 to 
yield Rho‑Ub1–75‑10 as a solid pink powder. LC‑MS Rt = 3.44 min, M = 8897 Da 
(Calc. 8897.21 Da).

(Boc)2Rho‑Ub1–75(PG)‑OH (2 µmol) was incubated with propylamine (Fluka 
Analytical, #82100) in DMF, and purified by prepRP‑HPLC  method  A1 to yield 
Rho‑Ub1–75‑Prp as a solid pink powder. LC‑MS Rt = 3.44 min, M = 8887 Da 
(Calc. 8887.22 Da).

(Boc)2Rho‑Ub1–75(PG)‑OH (2 µmol) was incubated with prop-2-yn-1,1-d2-1-
amine hydrochloride (in-house synthesis, see section 5.2.1) in DCM, and purified 
by prepRP‑HPLC  method  B to yield Rho‑Ub1–75‑[D2]-Prg as a solid pink powder.  
LC‑MS Rt = 3.39 min, M = 8885 Da (Calc. 8885.20 Da). 

(Boc)2Rho‑Ub1–75(PG)‑OH (2 µmol) was incubated with 4,4,4-trifluorobut-2-
yn-1-amine hydrochloride (in-house synthesis, see section  5.2.2) in DCM, and 
purified by prepRP‑HPLC method B to yield Rho‑Ub1–75‑18 as a solid pink powder.  
LC‑MS Rt = 3.46 min, M = 8951 Da (Calc. 8951.18 Da).

(Boc)2Rho‑Ub1–75(PG)‑OH (4 µmol) was incubated with methyl (E)-4-aminobut-
2-enoate hydrochloride (in-house synthesis)  48 in DCM, and purified by 
prepRP‑HPLC  method  C to yield Rho‑Ub1–75‑VME as a solid pink powder.  
LC‑MS Rt = 3.40 min, M = 8942 Da (Calc. 8943.24 Da).

5.2.	 Synthesis of Building Blocks

Synthetic schemes can be found in section 7.2 for deuterated propargylamine [D2]-Prg (Scheme S1), 
trifluoromethylated alkyne 18 (Scheme S2), 2-butynylamine 2 (Scheme S3), and vinyl methyl ester warhead 
VME (Scheme S4). 

General. All commercially available reagents and solvents were used as purchased. Reported yields are not 
optimized. Nuclear magnetic resonance (NMR) spectra were recorded on a Bruker Avance 300 (300 MHz for 
1H, 75.00 MHz for 13C) using the residual solvent as internal standard (1H: 7.26 ppm for CDCl3, 2.50 ppm for 
DMSO‑d6, and 3.31 ppm for MeOD. 13C: 77.16 ppm for CDCl3, 39.52 ppm for DMSO‑d6, and 49.00 ppm for 
MeOD). Chemical shifts (δ) are given in ppm and coupling constants (J) are quoted in hertz (Hz). Resonances 
are described as s  (singlet), d (doublet), t (triplet), q (quartet), p (quintet), b (broad) and m (multiplet) or 
combinations thereof. The quaternary CD2 carbon in 13C NMR of deuterated compounds is detected/reported as 
quintet (p) due to JCD-coupling with 2D (n = 2, splitting pattern 2n+1). Carbons in vicinity of trifluoromethyl group 
in 13C NMR are detected/reported as quartet due to JCF-coupling with 19F (n = 3, splitting pattern n+1, up to 4JCF). 
Thin Layer Chromatography (TLC) was performed using TLC plates from Merck (SiO2, Kieselgel 60 F254 neutral, 
on aluminum with fluorescence indicator) and compounds were visualized by KMnO4 or ninhydrin staining. Flash 
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Column Chromatography (FCC) purifications were performed using Grace Davisil Silica Gel (particle size 40-63 
µm, pore diameter 60 Å) and the indicated eluent.

5.2.1.	Synthesis of Amine [D2]‑Prg

3-(trimethylsilyl)prop-2-yn-1,1-d2-1-ol 12
A 1M solution of lithium aluminum deuteride in Et2O (2.2 mL, 2.2 mmol) was cooled to 
−78 °C and diluted with anhydrous Et2O (8 mL). After stirring for 1 hour, a solution of  
ethyl 3-(trimethylsilyl)propiolate (1.0 gr, 5.9  mmol) in anhydrous Et2O (2 mL) was added 

in portions. The mixture was allowed to stir at room temperature for 18 hours after which the reaction was 
quenched by addition of 1N HCl solution (aq, 10 mL) and the layers were separated. The aqueous layer was 
extracted with Et2O and the combined organic layers were dried over Na2SO4, filtered and carefully concentrated 
on a rotary evaporator (850 mbar, 42 °C) to avoid loss of the product. Intermediate 12 was obtained as a pale 
yellow oil (832 mg, quantitative) with some remnant Et2O, and used crude in the next step. Spectral data was 
in agreement with structure and reported data.88 TLC Rf = 0.67 (1:1 EtOAc/heptane). 1H NMR (300 MHz, CDCl3) 
δ 0.17 (s, 9H). 13C NMR (75 MHz, CDCl3) δ 104.0, 90.8, 51.3 (p, J = 22.6 Hz), −0.1.

tert-butyl (diethoxyphosphoryl)(3-(trimethylsilyl)prop-2-yn-1-yl-1,1-d2)carbamate 13
Adjustment of reported procedure for conversion of alcohols into amines under 
Mitsunobu conditions.89 Crude deuterated 3-(trimethylsilyl)propargyl alcohol  12 
(5.87 mmol), triphenylphosphine (1.77 gr, 6.74 mmol) and diethyl N-(tert-butoxycarbonyl)

phosphoramidate (1.49 gr, 5.87 mmol, 1 eq) were dissolved in anhydrous THF (30 mL). The reaction mixture 
was flushed with argon and subsequently cooled to 0 °C. Diisopropyl azodicarboxylate (1.33 mL, 6.74 mmol) 
was added dropwise to the reaction over 10 min. Cooling was removed and the reaction mixture was stirred at 
room temperature for 18 hours. The solvent was removed in vacuo and the crude reaction mixture containing 
intermediate 13 was directly submitted to the next step.

3-(trimethylsilyl)prop-2-yn-1,1-d2-1-amine hydrochloride 14
Adjustment of reported procedure.27 Crude tert-butyl (diethoxyphosphoryl)(3-(trimethylsilyl) 
prop-2-yn-1-yl-1,1-d2)carbamate  13 was dissolved in anhydrous toluene (40 mL) in a 
two‑neck flask equipped with an inlet for gaseous hydrogen chloride and an outlet toward a 

strong alkaline solution to neutralize the acidic gas. HCl (g) was generated continuously (in situ) by slow dropwise 
addition of 37% HCl (aq) onto powdered CaCl2 in a separate sealed flask, and bubbled through the reaction 
mixture for 2 hours. The reaction mixture was sealed and left to stir overnight. The reaction mixture was filtered, 
triturated with Et2O (3X) and dried in vacuo to give product 14. Additional product was obtained by removal of 
solvent from the filtrate in vacuo, followed by trituration with Et2O and toluene. Intermediate 14 was obtained 
as a white solid (426 mg, 2.57 mmol, 44% over 3 steps). TLC Rf = 0.21 (5% MeOH/DCM). 1H NMR (300 MHz, 
DMSO‑d6) δ 8.45 (s, 3H), 0.17 (s, 9H). 13C NMR (75 MHz, DMSO‑d6) δ 99.0, 91.2, 28.5 (p, J = 22.3 Hz), −0.4.

tert-butyl (3-(trimethylsilyl)prop-2-yn-1-yl-1,1-d2)carbamate 15
To 3-(trimethylsilyl)prop-2-yn-1,1-d2-1-amine hydrochloride 14 (42.9 mg, 0.26 mmol) were 
added DCM (0.8 mL) and triethylamine (72 µL, 0.52 mmol, 2 eq). The suspension was stirred 
at room temperature for 10 min prior to addition of di-tert-butyl dicarbonate (56.5  mg, 

0.26  mmol, 1 eq), and additional triethylamine (72 µL, 0.52  mmol, 2 eq) in DCM (2 mL). The clear solution 
was stirred for 60 min (until full conversion of the starting material was detected by TLC) and concentrated 
by rotary evaporation to give a white solid. The material was treated with ethyl acetate, water and 1N KHSO4 

(aq). The organic layer was extracted with saturated NaHCO3 solution (aq), dried over Na2SO4, filtered and 
concentrated to give a colorless oil (63.4 mg) containing a 2:1 mixture of intermediate 15 with unreacted Boc 
anhydride. The material was used in the next step without further purification. TLC Rf = 0.87 (5% MeOH/DCM),  
Rf = 0.72 (1:1 EtOAc/heptane). 1H NMR (300 MHz, CDCl3) δ 4.64 (s, 1H), 1.45 (s, 9H), 0.15 (s, 9H).
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tert-butyl (prop-2-yn-1-yl-1,1-d2)carbamate 16
Crude tert-butyl (3-(trimethylsilyl)prop-2-yn-1-yl-1,1-d2)carbamate  15 (63.4 mg, max. 0.26 
mmol) was dissolved in methanol (3 mL), to which potassium carbonate (184 mg, 1.3 mmol, 
5 eq) was added. The suspension was stirred at room temperature for 30 min, when full 

conversion was detected by TLC analysis. The reaction mixture was diluted with EtOAc and water, and layers 
were separated. The organic layer was extracted with water and brine, dried over Na2SO4, filtered and carefully 
concentrated in vacuo to give intermediate  16 as a colorless oil (26.4 mg, 0.17 mmol, 65% over 2 steps). 
Note: Exposure of intermediate 16 to high vacuum for a few minutes can result in significant loss of material.  
TLC Rf = 0.74 (5% MeOH/DCM), Rf = 0.64 (1:1 EtOAc/heptane). 1H NMR (300 MHz, CDCl3) δ 4.73 (s, 1H), 2.20  
(s, 1H), 1.44 (s, 9H).

prop-2-yn-1,1-d2-1-amine hydrochloride [D2]-Prg
To a mixture of 3-(trimethylsilyl)prop-2-yn-1,1-d2-1-amine hydrochloride  14 (20 mg, 
0.12 mmol), di-tert-butyl dicarbonate (29 mg, 0.13 mmol) and potassium carbonate (83 mg, 
0.60 mmol) were added MeOH (0.5 mL) and water (0.5 mL). The reaction mixture was stirred 

at room temperature for 18 hours, and volatiles (methanol) were removed by rotary evaporation upon reaction 
completion (as detected by TLC. Analytical details for deuterated Boc-propargylamine 16 described above). The 
reaction mixture was resuspended in ethyl acetate and extracted with water. The organic layer was dried over 
Na2SO4, filtered and carefully concentrated by rotary evaporation. Crude Boc-protected propargylamine 16 was 
dissolved in methanol (1.5 mL) to which was added 4N hydrogen chloride in dioxane (1 mL, 4 mmol), and the 
reaction mixture was left to stir 18 hours. Then the solvent was removed in vacuo, and the precipitate was 
triturated with Et2O to obtain hydrochloride salt of deuterated propargylamine [D2]-Prg as a white solid (10 mg, 
0.064 mmol, 53%). TLC Rf = 0.02 (5% MeOH/DCM). 1H NMR (300 MHz, DMSO‑d6) δ 8.37 (s, 3H), 3.58 (s, 1H). 
13C NMR (75 MHz, DMSO‑d6) δ 77.8, 76.9, 27.7 (p, J = 22.4 Hz).

5.2.2.	Synthesis of Amine 18

tert-butyl (4,4,4-trifluorobut-2-yn-1-yl)carbamate 17
Adjustment of reported procedure for copper(I)-catalyzed trifluoromethylation of terminal 
alkynes.52 A flask was charged with copper(I) iodide (1.43 gr, 7.5 mmol), potassium carbonate 
(2.07 gr, 15 mmol), tetramethylethyleendiamine (1.12 mL, 7.5 mmol) in DMF (23 mL). The 

dark blue reaction mixture was stirred vigorously under an atmosphere of air at room temperature for 15 min. 
trimethyl(trifluoromethyl)silane (1.5 mL, 10 mmol) was added and the resulting dark green reaction mixture was 
stirred for 5 min under air atmosphere prior to cooling to 0 °C. A solution of N-tert-butoxycarbonyl-1-amino-3-
propyne (776 mg, 5 mmol) and trimethyl(trifluoromethyl)silane (1.5 mL, 10 mmol) in DMF (23 mL), already cooled 
to 0 °C, was added dropwise in 10 min. The reaction mixture was stirred at 0 °C for 30 min under air atmosphere 
after which the cooling was removed and the dark blue reaction mixture was left to stir at room temperature 
for 18  hours. The dark green solution was diluted with water and extracted with Et2O  (2X). The combined 
organic layers were extracted with water (2X) and brine, dried over MgSO4 and filtered. The solution was diluted 
with DCM and transferred to a pad of Hyflo which was washed with Et2O. The mixture was concentrated to 
give a crude 2:1 mixture of desired product  17 and undesired dimer  19, which could be separated by FCC  
(1:4 EtOAc/heptane) to give intermediate 17 as a yellow oil (260.3 mg, 1.2 mmol, 23%). TLC Rf = 0.76 (1:1 EtOAc/
heptane). 1H NMR (300 MHz, CDCl3) δ 4.80 (s, 1H), 4.06 (s, 2H), 1.46 (s, 9H). 13C NMR (75 MHz, CDCl3) δ 155.1, 
114.0 (q, J = 257 Hz), 84.3 (q, J = 6.3 Hz), 80.9, 70.4 (q, J = 52.6 Hz), 30.1, 28.4.
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4,4,4-trifluorobut-2-yn-1-amine hydrochloride 18
To tert-butyl (4,4,4-trifluorobut-2-yn-1-yl)carbamate  17 (120 mg, 0.54 mmol) was added  
4N HCl in dioxane (2 mL, 8 mmol) and the reaction mixture was stirred for 90 min at room 
temperature. After 5 min a precipitate started to form. Volatiles were removed by rotary 

evaporation and the material was triturated with Et2O to give amine 18 as a white solid (78.1 mg, 0.49 mmol, 91%).  
TLC Rf = 0.00 (1:1 EtOAc/heptane). 1H  NMR (300  MHz, DMSO‑d6) δ  8.85 (s, 3H), 4.05 (q,  J  =  3.4  Hz,  2H). 
13C  NMR (75  MHz, DMSO‑d6) δ  113.4 (q, J  =  257  Hz), 84.2 (q, J  =  7.3  Hz), 70.9 (q, J  =  52.3  Hz), 27.7. Note: 
product decomposition was observed within a few hours at high concentration in DMSO‑d6, therefore NMR 
measurements of the electrophilic hydrochloride salt is preferably conducted in deuterated methanol.  
1H NMR (300 MHz, MeOD) δ 4.08 (q, J = 3.2 Hz, 2H). 13C NMR (75 MHz, MeOD) δ 115.1 (q, J = 257 Hz), 81.9 (q, 
J = 6.3 Hz), 73.8 (q, J = 53.5 Hz), 29.4. 

di-tert-butyl hexa-2,4-diyne-1,6-diyldicarbamate 19
Dimer  19 is formed as undesired Glaser-Hay product in the copper(I)-catalyzed 
synthesis of trifluoromethylated alkyne  17 in presence of TMEDA. Dimer  19 
was isolated as a colorless oil after separation by FCC (1:4 EtOAc/heptane).  

TLC Rf = 0.62 (1:1 EtOAc/heptane). 1H NMR (300 MHz, CDCl3) δ 4.69 (s, 2H), 3.99 (d, J = 5.4 Hz, 4H), 1.44 (s, 18H). 
13C NMR (75 MHz, CDCl3) δ 155.2, 80.4, 74.9, 67.5, 31.2, 28.5.
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7.	 Supporting Information

7.1.	 Crystal Structures

Table S1  |  Crystal structures of Ub(l)-Prg ABPs covalently bound to a catalytic cysteine thiol. 

Species Protein ABP PDB Reference

Human

USP1 + UAF1 (truncated) Ub-Prg 7AY2 [Rennie, 2021] 90

USP12 + UAF1 Ub-Prg 5L8W [Dharadhar, 2016] 91

USP28
USP28 (insertion deleted)

Ub-Prg
Ub-Prg

6HEK
6HEI [Gersch, 2019] 92

USP28CDE593D Ub-Prg 6H4H [Sauer, 2019] 93

USP30 Ub-Prg
Ub-Prg

5OHK
5OHN [Gersch, 2017] 94

USP34CD Ub-Prg 7W3U [Xu, 2022] 95

USP36 Fubi-Prg
Ub-Prg

8BS3
8BS9 [O’Dea, 2023] 96

UCHL5 + INO80G
UCHL5 + RPN13 DEUBAD

Ub-Prg
Ub-Prg

4UF6
4UEL [Sahtoe, 2015] 97

A20 OTU Ub-Prg 5LRX [Mevissen, 2016] 98

MINDY-1 Ub-Prg 5JQS [Rehman, 2016] 20

ZUP1 (232-578) Ub-Prg 6EI1 [Hermanns, 2018] 74

ZUP1 Ub-Prg 6FGE [Kwasna, 2018] 99

SENP7 SUMO2-Prg 7R2E [Li, 2022] 100

HUWE1 (HECT domain) a Ub-Prg 6XZ1 [Nair, 2021] 101

Mouse mUSP18 mISG15-Prg 5CHV [Basters, 2017] 18

Insect Tribolium castaneum TcZUP Ub-Prg 7OJE [Hermanns, 2022] 102

Virus

CCHFV OTU Ub-Prg 3ZNH [Ekkebus, 2013] 27

HAZV OTU Ub-Prg 7JMS [Dzimianski, 2020] 103

ERVV OTU mISG15(CTD)-Prg 5JZE [Deaton, 2016] 104

KUPEV OTU
GANV OTU

sheepISG15(CTD)-Prg
sheepISG15(CTD)-Prg

6OAR
6OAT [Dzimianski, 2019] 105

SARS CoV PLpro K48 diUb-Prg 5E6J [Békés, 2016] 106

SARS CoV PLpro hISG15(CTD)-Prg
mISG15(CTD)-Prg

5TL6
5TL7 [Daczkowski, 2017] 107

SARS CoV-2 PLpro Ub-Prg
ISG15(CTD)-Prg

6XAA
6XA9 [Klemm, 2020] 108

MERS CoV PLpro hISG15(CTD)-Prg
hISG15(CTD)-Prg

5W8U
5W8T [Daczkowski, 2017] 109

MERS CoV PLpro ISG15-Prg 6BI8 [Clasman, 2020] 110

PEDV PLpro 2 Ub-Prg 7MC9 [Durie, 2021] 111

FMDV LBpro ISG15-Prg 6FFA [Swatek, 2018] 112

Table S1 continues on the next page
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Species Protein ABP PDB Reference

Bacteria

C. trachomatis ChlaDUB1 Ub-Prg 6FDK [Ramirez, 2018] 113

C. trachomatis ChlaDUB1 Ub-Prg 6GZS [Pruneda, 2018] 114

C. trachomatis ChlaDUB2 (93-339) Ub-Prg 6OAM [Hausman, 2020] 23

L. pneumophila Lem27 (1-417) Ub-Prg 7BU0 [Liu, 2020] 115

L. pneumophila LotA (1-542) Ub-Prg 7W54 [Luo, 2022] 116

W. chrondophila Wc-VTD1 Ub-Prg 8ADB [Erven, 2022] 117

X. campestris XopD Ub-Prg
tSUMO-Prg

5JP3
5JP1 [Pruneda, 2016] 118

Verrucomicrobia VsHECT (639-847) a Ub-Prg 8ST7 [Franklin, 2023] 119

S. enterica SopA (603-782) a Ub-Prg 8ST8 [Franklin, 2023] 119

E. coli NleL (606-782) a Ub-Prg 8ST9 [Franklin, 2023] 119

Table S1  |  Crystal structures of Ub(l)-Prg ABPs covalently bound to a catalytic cysteine thiol. (continued) 

Structures in PDB (Protein Data Bank) containing ligand AYE (prop-2-en-1-amine) updated until August 2023. 
a E3 ligase. Prg = propargylamide (warhead). Ub = ubiquitin. ISG15 = interferon-stimulated gene 15 protein. SUMO2 = small ubiquitin-like modifier 

isoform 2. h = human. m = mouse. t = tomato. CTD = C-terminal domain. PLpro = papain-like protease. LBpro = leader protease. CCHFV = Crimean Congo 

Hemorrhagic fever virus. HAZV = Hazara virus. ERVV = Erve virus. KUPEV = Kupe virus. GANV = Ganjam virus. SARS CoV = Severe acute respiratory 

syndrome coronavirus. MERS CoV = Middle East respiratory syndrome coronavirus. PEDV = porcine epidemic diarrhea virus. FMDV = Foot-and-mouth 

disease virus. 
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7.2.	 Chemical Synthesis

Figure S1  |  Design and chemical synthesis of Rho-Ub-ABPs. (A) Alignment of warhead with native isopeptide 
bond. Top: nucleophilic attack of catalytic Cys on isopeptide carbonyl between C-terminal Gly76 in Ub and Lys 
residue in substrate or distal Ub. Bottom: nucleophilic attack of catalytic Cys on reactive carbon C2 in alkyne 
warhead. (B) Synthetic scheme for cysteine DUB ABPs with N-terminal 5-carboxy-Rhodamine110 as fluorescent 
reporter and C-terminal alkyne derivatives as warheads. Step I. Linear chemical synthesis of protected UbiquitinΔG 
(Ub1–75) on Trt resin via solid phase synthesis (SPPS) as described before.83 Step II. Coupling of (Boc)2Rho-OH 11 
to the N-terminus. Step III. Cleavage from resin while retaining side chain protecting groups. Step IV. Coupling of 
propargylamine (Prg) or derivatives (2-10) to C-terminus. Step V. TFA-mediated global deprotection to remove 
all protecting groups, followed by purification by RP-HPLC to obtain pure Rho-Ub1–75-ABPs. PG = acid-labile protecting 

group. Rho = 5-carboxy-Rhodamine110. DIPEA = N,N-diisopropylethylamine. NMP = N-methyl-2-pyrrolidone. HFIP = hexafluoroisopropanol. DCM = 

dichloromethane. DMF = dimethylformamide. TFA = trifluoroacetic acid. 

Sequence Rho-Ub1–75-ABP:
Rho-(Nle)QIFVKTLTGKTITLEVEPSDTIENVKAKIQDKEGIPPDQQRLIFAGKQLEDGRTLSDYNIQKESTLHLVLRLRG-amine
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Scheme S1  |  Chemical synthesis of deuterated propargylamine [D2]-Prg. [D2]‑propargyl alcohol 12 was formed by 
reduction of ethyl propiolate with lithium aluminum deuteride, and subsequently converted into protected amine 13 
under Mitsunobu conditions.89 Acid-mediated deprotection generated hydrochloride [D2]‑propargylamine 14 
bearing an acid-stable terminal TMS protecting group. Base-mediated TMS removal had to be performed after, 
or simultaneous with, Boc protection as the free amine [D2]‑propargylamine is very volatile and cannot be 
separated from reagents and solvents without loss of the product. The resulting Boc-[D2]‑Prg 16 is soluble in 
organic solvents and can be isolated by simple extraction. Stepwise Boc protection and TMS deprotection was 
performed to generate intermediates Boc-1-TMS-[D2]‑Prg 15 and Boc-[D2]‑Prg 16 as reference compounds for 
reaction progress detection by TLC. Finally, hydrochloride salt of deuterated propargylamine [D2]-Prg could be 
obtained after acid-mediated Boc deprotection.

Scheme S2  |  Chemical synthesis of electron-deficient propargylamine derivative 18. Direct trifluoromethylation 
of Boc-propargylamine with Ruppert-Prakash reagent (TMSCF3) 52 gave desired trifluoromethylated acetylene 
17, which could be separated by FCC from homocoupling product 19 (an undesired side product generated 
via a copper-catalyzed Glaser-Hay dimerization). Hydrochloride salt of amine 18 was obtained by treatment of 
Boc‑protected alkyne 17 with hydrochloric acid.
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Scheme S3  |  Chemical synthesis of methylated propargylamine derivative 2 following reported procedure.87 The 
2-butynylalcohol starting material was treated with methanesulfonyl chloride to form O-mesylated 2-butynyl 20, 
which has a mesylate leaving group that is compatible with the subsequent Gabriel amine synthesis. Treatment 
with potassium phthalimide gave phthalimide 21, and the amine was deprotected with hydrazine hydrate to form 
2-butynylamine 2. The crude reaction mixture was treated with HCl to form the corresponding hydrochloride salt 
that could be isolated by trituration with diethyl ether.

Scheme S4  |  Chemical synthesis of vinyl methyl ester building block VME following reported procedure.48 
Aldehyde 23 was obtained from Boc-protected isoserinol 22 by oxidative cleavage of the vicinal diol in a 
Malaprade oxidation with sodium periodate. Horner-Wadsworth-Emmons (HWE) reaction of Boc-glycinal 23 
with phosphonate 25 resulted in a mixture of desired (E)-olefin 24 and the undesired (Z)-olefin, which were 
separable by flash column chromatography. Of note is that the stereoselectivity for (E)-olefin 24 is expected to 
be lower than for HWE reactions forming olefins derived from other amino acids, which can be attributed to the 
lack of sidechain substituents on glycine: 120 bulky α-substituents on the aldehyde are known to sterically hinder 
formation of (Z)-olefins.121 Finally, the hydrochloride salt of methyl (E)-4-aminobut-2-enoate (VME) was obtained 
by treatment of Boc-protected amine 24 with hydrochloric acid.
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7.3.	 Gel Electrophoresis

Figure S2  |  Lysate incubation with 1-10 µM Rho‑Ub‑ABPs. (A) In-gel fluorescence scan of EL4 lysate incubated 
with 10 µM (left) or 1 µM (right) Rho‑Ub‑ABP. Assignment of labeled DUBs based on proteomic analysis with 
biotin‑Ub‑Prg by Ekkebus et al.27 Cell lysates of the mouse lymphoma cell line (EL4) are commonly used as 
benchmark cell line for DUB activity, 19 but do not express (detectable levels of) endogenous USP16.27 (B) In-gel 
fluorescence scan of HEK293 lysate incubated with 10 µM (left, also shown in Figure 3B) or 1 µM Rho‑Ub‑ABP 
(right). Assignment of labeled DUBs based on proteomic analysis by Altun et al.14 (C) Alternative image processing 
(increased exposure, contrast and adjusted levels) of the fluorescence scan shown in panel B (left) to visualize 
adduct formation between 10 µM Rho‑Ub‑5 and endogenous USP16 in HEK293 lysate. Endogenous USP16 levels 
in HEK293 lysate are low (see panel D), and adduct formation with Rho‑Ub‑5 is relatively slow (see Figure 6C). 
(D) Incubation of HeLa cell lysate expressing endogenous levels of USP16 (left) or expressing HA‑FLAG‑USP16 
(right) with Rho‑Ub‑Prg (1 µM), Rho‑Ub‑5 (10 µM) or USP16-selective ABP Rho‑M20‑Prg (0.5 µM).79 Adduct 
formation of Rho‑Ub‑5 with overexpressed HA-FLAG-USP16 is visualized by in-gel fluorescence (top) and western 
blotting for HA (bottom).
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Figure S3  |  Gel analysis of covalent DUB–ABP adduct formation between recombinant purified cysteine 
DUBs (1  µM) and Rho‑Ub‑ABPs (10  µM) related to Figure 3C. Unbound DUB and covalent DUB–ABP adduct 
(+8.9 kDa) are resolved by SDS‑PAGE electrophoresis. Left: in-gel fluorescence (λex = 473 nm, λem = 530 ± 10 nm).  
Right: Coomassie protein stain.
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7.4.	 Intact Protein MS

7.5.	 HRMS

Table S2  |  Calculated and deconvoluted mass of intact USP16CDWT and USP16CDC205A (adducts)

Deconvoluted mass (Da)

Enzyme ABP Calc. a Found Covalent adduct

–

Rho‑Ub‑Prg 8,883.12 8,884 N.A.

Rho‑Ub‑2 8,897.21 8,898 N.A.

Rho‑Ub‑5 8,911.24 8,912 N.A.

USP16CDWT

- N.A. 73,344  &  73,426 N.A.

Rho‑Ub‑Prg 82,228  &  82,310 82,229  &  82,309 +

Rho‑Ub‑2 82,243  &  82,324 82,242  &  82,324 +

Rho‑Ub‑5 82,258  &  82,339 82,256  &  82,338 +

USP16CDC205A

- N.A. 73,406  &  73,488 N.A.

Rho‑Ub‑Prg 82,290  &  82,372 73,407  &  73,489 –

Rho‑Ub‑2 82,304  &  82,386 73,408  &  73,490 –

82,318  &  82,400 73,408  &  73,489 –

Data related to Figure 4B-C. a Mass of USP16–ABP adduct calculated based on deconvoluted mass of unbound 
ABP and unbound USP16.

Table S3  |  Calculated and detected m/z of naturally most abundant peak for each charge state.

z

Rho-Ub- m/z (Da) 13 12 11 10 9 8

Prg Calc. a

Found
684.2974 
684.3000

741.2384 
741.2388

808.5319 
808.5306

889.2842 
889.2878

987.9816 
987.9859

1111.3534 
1111.3591

[D2]-Prg Calc. b

Found
684.4522 
684.4553

741.4059 
741.4115

808.7148 
808.7168

889.4855 
889.4891

988.2053 
988.2110

1111.6050 
1111.6116

a Isotope model C401H643N107O120. b Isotope model C401H641D2N107O120 with D = 2.0141017779 u.
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7.6.	 Bottom-Up MS/MS Analysis

Sequence UCHL3WT (Uniprot; P15374) with underlined proteolytic peptide containing catalytic residue 
(Cys95) after trypsin digestion:

MEGQRWLPLE ANPEVTNQFL KQLGLHPNWQ FVDVYGMDPE LLSMVPRPVC AVLLLFPITE KYEVFRTEEE EKIKSQGQDV 
TSSVYFMKQT ISNACGTIGL IHAIANNKDK MHFESGSTLK KFLEESVSMS PEERARYLEN YDAIRVTHET SAHEGQTEAP 
SIDEKVDLHF IALVHVDGHL YELDGRKPFP INHGETSDET LLEDAIEVCK KFMERDPDEL RFNAIALSAA

Sequence USP16CDWT (Uniprot; Q9Y5T5) with underlined proteolytic peptide containing catalytic 
residue (Cys205) after trypsin digestion:

MAHHHHHHSA ALEVLFQGPK GLSNLGNTCF FNAVMQNLSQ TPVLRELLKE VKMSGTIVKI EPPDLALTEP LEINLEPPGP 
LTLAMSQFLN EMQETKKGVV TPKELFSQVC KKAVRFKGYQ QQDSQELLRY LLDGMRAEEH QRVSKGILKA FGNSTEKLDE 
ELKNKVKDYE KKKSMPSFVD RIFGGELTSM IMCDQCRTVS LVHESFLDLS LPVLDDQSGK KSVNDKNLKK TVEDEDQDSE 
EEKDNDSYIK ERSDIPSGTS KHLQKKAKKQ AKKQAKNQRR QQKIQGKVLH LNDICTIDHP EDSDNEAEMS LQGEVNIKSN 
HISQEGVMHK EYCVNQKDLN GQAKMIESVT DNQKSTEEVD MKNINMDNDL EVLTSSPTRN LNGAYLTEGS NGEVDISNGF 
KNLNLNAALH PDEINIEILN DSHTPGTKVY EVVNEDPETA FCTLANREVF NTDECSIQHC LYQFTRNEKL RDANKLLCEV 
CTRRQCNGPK ANIKGERKHV YTNAKKQMLI SLAPPVLTLH LKRFQQAGFN LRKVNKHIKF PEILDLAPFC TLKCKNVAEE 
NTRVLYSLYG VVEHSGTMRS GHYTAYAKAR TANSHLSNLV LHGDIPQDFE MESKGQWFHI SDTHVQAVPT TKVLNSQAYL 

LFYERIL

Table S4  |  Tryptic peptides identified with Mascot (v1.36) after alkylation and tryptic digestion of covalent 
adducts of Rho‑Ub‑ABPs with recombinant UCHL3. Bottom-up MS analysis related to Figure 5.

Peptides with DH-Prg (113.06994 Da) modification were not found for the adduct with Rho‑Ub‑[D2]‑Prg.

UCHL3WT

Rho‑Ub‑Prg Rho‑Ub‑[D2]‑Prg

Peptide sequence QTISNACGTIGLIHAIANNK
C7-Gly-HH-Prg (112.06366 Da)

QTISNACGTIGLIHAIANNK
C7-Gly-DD-Prg (114.07622 Da)

Charge +3 +3

Monoisotopic m/z 717.71631 Da
(+0.16 mmu/+0.22 ppm)

718.38696 Da
(−0.04 mmu/−0.05 ppm)

MH+ 2151.13437 Da 2153.14634 Da

Rt 32.4201 min 32.5055 min

Table S5  |  Tryptic peptides identified with Mascot (v1.36) after alkylation and tryptic digestion of covalent 
adducts of Rho‑Ub‑ABPs with recombinant USP16. Bottom-up MS analysis related to Figure 5.

Peptides with DH-Prg (113.06994 Da) modification were not found for the adduct with Rho‑Ub‑[D2]‑Prg.

USP16CDWT

Rho‑Ub‑Prg Rho‑Ub‑[D2]‑Prg

Peptide sequence
GLSNLGNTCFFNAVMQNLSQTPVLR

M15-Oxidation (15.99492 Da)
C9-Gly-HH-Prg (112.06366 Da)

GLSNLGNTCFFNAVMQNLSQTPVLR
M15-Oxidation (15.99492 Da)
C9-Gly-DD-Prg (114.07622 Da)

Charge +3 +3

Monoisotopic m/z 951.47675 Da
(−0.84 mmu/−0.88 ppm)

952.14832 Da
(−0.12 mmu/−0.12 ppm)

MH+ 2852.41568 Da 2854.43039 Da

Rt 41.8239 min 41.9013 min
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7.7.	 Kinetic Analysis of Covalent USP16 Occupancy

Kinetic evaluation of incubation time-dependent covalent occupancy was performed by quantification of 
unbound USP16 and covalent USP16–ABP adduct on gel for recombinant USP16CDWT incubated with 
Rho‑Ub‑Prg, Rho‑Ub‑2, and Rho‑Ub‑5 (Figure 6B). Each assay condition was conducted three individual 
times (biological triplicate, n = 3), thus there are three values for covalent occupancy for each ABP 
concentration/incubation time. Samples were exposed to denaturing conditions to promote disintegration 
of noncovalent USP16–ABP complexes into unbound USP16 and unbound ABP, while covalent adducts 
remain intact. To improve the standard deviation for Rho‑Ub‑Prg, 1‑5 minute measurements were 
performed (n = 1) but these still showed reaction completion within the first minute. Lowering incubation 
temperature to 21  °C also resulted in maximum adduct formation with Rho‑Ub‑Prg before the first 
timepoint. In our experiments, we ensured that ABP is present in large excess at reaction initiation (t = 0): 
[ABP]0 ≥ 10[USP16]0. We selected ABP rather than USP16 to be present in excess because unbound USP16 
and covalent adduct can be quantified in the same gel, while quantification of unbound ABP and covalent 
adduct in a single gel is challenging: either unbound ABP signals overlap with the loading front, or the 
covalent adduct has run off the gel.

Kinetic analysis is performed under pseudo-first order reaction conditions ([ABP]0 ≥ 10[USP16]0) to 
enable algebraic analysis: the unbound ABP concentration should not decrease significantly upon USP16 
binding. It is essential not to violate this assumption to obtain reliable estimates for the rate of covalent 
adduct formation kobs. Under pseudo-first order conditions, covalent adduct formation can be fitted to a 
one-phase exponential increase, with covalent occupancy increasing by 50% every half-life. 97% covalent 
adduct formation is reached after five half-lives, which generally is considered ‘close enough’ to reaction 
completion: detection of changes beyond this point will be affected by error margins.

Irreversible ligand binding kinetics. Covalent adduct formation between enzyme and ABP is a 
two‑step ligand binding reaction. We normally assume that the noncovalent equilibrium is reached almost 
instantly (rapid equilibrium approximation) 122 and that this reaction is much faster than covalent adduct 
formation.53 The reaction will slow down as the reaction progresses, because the concentration of both 
ABP and enzyme decreases when neither enzyme nor ABP is present in large excess (second order reaction 
conditions).122 Second order reaction conditions complicate algebraic analysis, and Morrisons quadratic 
equation – used to correct for the shift in equilibrium caused by inhibitor depletion – is limited to reversible 
ligands. Therefore, reaction kinetics of irreversible ligand binding are studied under pseudo-first order 
reaction conditions: 123‑124 one of the reactants is present in excess ([A]0 ≥ 10[B]0), so we can assume that 
the concentration of unbound reactant A (present in excess) will not change significantly upon protein 
binding ([A]t = [A]0).
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7.8.	 Fluorescence Polarization (FP) Binding Assay

FP Binding assays of catalytic inactive DUBs with fluorophore-labeled ubiquitin as ligand are commonly 
performed to determine the noncovalent affinity.65, 125 FP binding assays of reporter/ligand Rho‑Ub‑ABPs 
(9 kDa) with catalytically inactive USP16CDC205S mutant (73 kDa) were performed to determine KD‑values 
that are independent of electronic factors as covalent adduct formation with USP16CDC205S does not occur. 
Catalytic inactive mutant USP16CDC205S rather than USP16CDC205A was used because active site alanine 
mutations in cysteine DUBs increase the affinity for ubiquitin.126 The concentration of Rho‑Ub‑ABP 
(5 nM) was kept constant and excess USP16 (>50 nM) was varied, as is common for FP binding assays to 
maximize the assay window.65, 127 The assay was performed under pseudo-first order reaction conditions 
([E]0 >> [ABP]0): no significant change in unbound enzyme concentration ([E] = [E]0), and equilibrium has 
been reached. Fluorescence polarization was measured every 3 minutes for 120 minutes (Figure S4A), and 
values after sufficient incubation (60 minutes) were plotted against USP16 concentration (Figure S4B). 
High protein concentrations are prone to exhibit nonspecific binding due to hydrophobic interactions and 
crowding effects, which was observable as the inability to reach a plateau despite supplementing the buffer 
with 0.005% Tween20 or additional 0.1 mg/mL bovine serum albumin (BSA; Chemcruz, #sc-2323A).127 
All USP16 concentrations were fitted with a shared value for nonspecific binding (NS > 0, Figure S4B, left) 
or only USP16 concentrations below 20  µM, without taking nonspecific binding into account (NS = 0, 
Figure S4B, right). These restraints affect the absolute KD‑values, but regardless of the settings we observe 
the same trend; KD for Prg < 2 < 5. 

Figure S4  |  Fluorescence polarization (FP) binding assay related to Figure 6C. (A) Progress curve for fluorescence 
polarization signal over time for Rho-Ub‑ABPs (5 nM) with USP16CDC205S (0-64 µM). Noncovalent equilibrium 
between ABP and enzyme is reached after ~30 min. (B) Direct binding curve. Fluorescence polarization after 
incubation for 60 min as a function of USP16CDC205S concentration. Fitted with shared values for NS, Bmax and 
background to obtain KD-value for each Rho-Ub-ABP. Left: All USP16 concentrations were fitted with a shared 
value for nonspecific binding. Right: [USP16] < 20 µM was fitted with nonspecific binding NS = 0. Graphical data 
represents the mean ± standard deviation for a single representative experiment.
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7.9.	 Thiol Reactivity Assay

Adduct formation with biological thiols such as cysteine and glutathione (GSH) is an established method 
to assess intrinsic chemical reactivity of electrophilic warheads towards thiols.128 The mass difference of 
unbound ABP and GSH adduct was clearly detected, but it was not possible to separate the unbound ABP 
from the GSH adduct for quantification of the LC‑MS UV trace. Instead, quantification was performed 
based on the intensity of the naturally most abundant peak for the most common charge states (z = 7‑13) 
in the ionization envelope of ubiquitin (Table S7), as is more often used for quantification in top- and 
middle‑down mass spectrometry of ubiquitin.129-130

Table S7  |  Charge states used for quantification of unbound ABP and GSH adduct in thiol reactivity assay.

m/z (Da)

ABP State M (Da) z = 13 z = 12 z = 11 z = 10 z = 9 z = 8 z = 7

Rho-Ub-Prg
unbound 8883 684.2 741.2 808.5 889.2 987.9 1111.3 1270.0

GSH adduct 9190 707.9 766.8 836.5 920.0 1022.1 1149.8 1313.9

Rho-Ub-2
unbound 8897 685.4 742.3 809.7 890.6 989.4 1113.0 1271.9

GSH adduct 9204 709.0 768.0 837.7 921.4 1023.7 1151.5 1315.9

Rho-Ub-3

unbound 8959 690.1 747.5 815.4 896.8 996.3 1120.9 1280.7

GSH adduct 9266 713.8 773.2 843.4 927.6 1030.6 1159.3 1324.7

hydrolysis 8977 691.5 749.0 817.0 898.7 998.4 1123.1 1283.3

Rho-Ub-4
unbound 8897 685.3 742.4 809.7 890.6 989.5 1113.0 1271.9

GSH adduct 9204 709.0 768.0 837.7 921.4 1023.7 1151.5 1315.9

Rho-Ub-7
unbound 8959 690.1 747.5 815.3 896.8 996.4 1120.8 1280.7

GSH adduct 9266 713.8 773.2 843.4 927.6 1030.6 1159.3 1324.7

Rho-Ub-5
unbound 8912 686.4 743.5 811.0 892.0 991.0 1114.9 1273.9

GSH adduct 9219 710.2 769.3 839.1 922.9 1025.3 1153.4 1318.0

Rho-Ub-8
unbound 8951 689.4 746.8 814.6 896.0 995.5 1119.7 1279.7

GSH adduct 9258 713.2 772.5 842.6 926.8 1029.7 1158.3 1323.6

Rho-Ub-9
unbound 8897 685.3 742.3 809.6 890.5 989.5 1113.1 1271.9

GSH adduct 9204 709.0 768.0 837.7 921.4 1023.7 1151.5 1315.9

Rho-Ub-10
unbound 8897 685.3 742.3 809.7 890.5 989.4 1113.0 1271.9

GSH adduct 9204 709.0 768.0 837.7 921.4 1023.7 1151.5 1315.9

Rho-Ub-Prp
unbound 8887 684.5 741.4 808.8 889.6 988.3 1111.8 1270.4

GSH adduct 9194 708.2 767.2 836.8 920.4 1022.6 1150.3 1314.4

Rho-Ub-18
unbound 8951 689.5 746.9 814.6 896.0 995.5 1119.8 1279.7

GSH adduct 9258 713.1 772.5 842.5 926.8 1029.5 1158.2 1323.4

Rho-Ub-VME
unbound 8943 688.8 746.2 813.9 895.2 994.5 1118.7 1278.5

GSH adduct 9250 712.5 771.8 841.8 926.0 1028.7 1157.2 1322.4

Data related to Figure 7C. Detection of Rho-Ub-ABPs, GSH–ABP adducts (+307 Da), and other ABP derivatives by 
LC‑MS in ES+ mode; m/z = (M+ zH+)/z. Values in italics are expected/calculated values, not detected.
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1.	 Summary

Once upon a time... irreversible covalent inhibitors were discovered by accident and actively 
avoided in drug development. In Chapter 1, a historic perspective on the development of 
irreversible covalent inhibitors illustrated how compounds with potential covalent binding 
modes were excluded from industrial drug development programs despite the prevalence of 
safe blockbuster drugs that were later found to have an irreversible covalent binding mode. 
The past two decades marked a resurgence of irreversible covalent drugs for protein targets 
that require prolonged inhibition for therapeutic effect, and led to the development of targeted 
covalent inhibitors (TCIs) that have a strategically placed electrophilic moiety. TCIs were 
instrumental in overcoming acquired resistance to noncovalent inhibitors (e.g. third‑generation 
inhibitor osimertinib (Tagrisso, AZD9291) targeting EGFR mutants over wild‑type), and 
some TCIs are first‑in‑class drugs tackling previously ‘undruggable’ oncogenes (e.g. sotorasib 
(Lumakras, AMG 510) and adagrasib (Krazati, MRTX849) targeting KRASG12C).1-2 Novel 
thiol-reactive warheads that balance chemical reactivity with superior target selectivity have 
an important role to further improve the safety profiles. Acetylenes are a privileged structural 
motif in drug discovery, and terminal alkynes have been extensively used as bioorthogonal 
Click handles in chemical biology tools – owing to their selective reactivity with azides in 
the copper-catalyzed azide–alkyne cycloaddition (CuAAC) while displaying a low propensity 
of spontaneous engagement in covalent adducts with cellular components. Aside from the 
CuAAC reaction forming a triazole and the radical-mediated thiol–yne coupling (TYC) forming 
an anti‑Markovnikov-type thiovinyl, covalent adduct formation with acetylenes requires 
promotion by metabolic activation, isomerization to a reactive allenic intermediate, metal 
catalysis, or chemical modification of the acetylene to generate a reactive electron‑deficient 
alkyne. In 2013, the Ovaa 3 and Mootz 4 groups independently discovered that Ub(l)‑Prg  
– intended as building blocks for protease-resistant nonhydrolyzable substrates – can form a 
covalent Markovnikov-type thiovinyl adduct with catalytic cysteine residues of Ub(l) proteases. 
This serendipitous discovery challenged the paradigm that nonactivated alkynes are ‘inert’ 
towards cellular components under physiological conditions but covalent adducts were only 
detected if the propargylated peptide had a relatively large recognition element (>1.8 kDa) 
and substituents on the propargylamide mitigated adduct formation with UCHL3. In this 
dissertation, we explored the scope and versatility of the newly‑discovered in situ thiol–alkyne 
reaction: from nonactivated alkyne warheads in irreversible covalent small molecule drugs to 
substituted propargyl analogues in chemical tools.

Part 1: Theoretical Framework for the Evaluation of Covalent Inhibitors

There are many indirect methods to deduce a covalent binding mode from (time-dependent) 
disappearance of intact drug and/or unbound protein, but experimental detection of the 
covalent protein–drug adduct ultimately provides conclusive evidence on the covalent binding 
mode. In Chapter 2, we reviewed experimental technologies that can strictly distinguish 
a noncovalent protein–drug complex from a covalent protein–drug adduct, illustrated by 
examples from (recent) covalent drug development.2 The experimental validation of covalent 
adduct formation is based on a detectable change that only occurs upon adduct formation: 
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an increased mass in the adduct (MS), continuous electron-density between protein and 
drug (protein crystallography), a change in intrinsic spectroscopic properties, chemical shift 
perturbation in covalently-bound inhibitor (NMR), fluorescence detection of proteins modified 
with inhibitor-derived ABPs (gel-based/homogeneous ABPP), or enrichment of ABP-modified 
proteins (chemoproteomic ABPP). Each technology has pros and cons: from compatibility 
with a reversible covalent binding mode or quantification of covalent occupancy, to mandatory 
chemical synthesis of labeled drug or incompatibility with complex mixtures. Aside from 
compatibility, another important factor is the informativeness of the technique: ranging from 
simple biophysical detection of the covalent adduct to detailed information on the modified 
amino acid residue, bond layout, and binding mode reversibility. Various MS techniques, 
protein crystallography, gel-based ABPP, and chemoproteomic ABPP platforms have been used 
to detect covalent protein–alkyne adducts in Chapter 4-6. 

In Chapter 3, we expanded on the notion that evaluation of covalent binders uses different 
kinetic parameters to rank inhibitor potency (e.g. kinact/KI for irreversible covalent inhibitors), 
focusing on the connection between experimental assay conditions and algebraic models to 
obtain those kinetic parameters.5 Most covalent inhibitors have a two-step binding mode – 
exerting their inhibitory effect through initial protein association forming a noncovalent 
complex, followed by covalent adduct formation that may or may not be reversible. Enzymatic 
assays to evaluate covalent inhibition capitalize on the time-dependence of covalent inhibition: 
a covalent adduct is not formed instantly (on a kinetic assay timescale) and inhibition improves 
with longer (pre)incubation times. The kinetic time-dependent enzyme activity can be fitted to 
algebraic models to extract relevant kinetic parameters. However, embedded in these algebraic 
equations are assumptions on experimental assay conditions – often implied but rarely 
explicitly mentioned – and is not always clear what the consequences are if those assumptions 
are violated. To understand kinetics and the impact of assay conditions, we composed kinetic 
simulation scripts that translate the mathematical equations into data read‑out under relevant 
experimental assay conditions, which led to the identification of the general assumptions on 
experimental assay conditions. These simulations were then used to compose a comprehensive 
guide for evaluation of covalent inhibitors in enzymatic assays: four stepwise experimental 
protocols with accompanying data analysis protocols tailored to the covalent inhibitor binding 
mode.5 A remaining challenge in the covalent drug development is the direct comparison of 
potency for reversible and irreversible inhibitors, as there is no shared/universal constant 
among these compound classes that facilitates hit prioritization. This may have complicated 
preclinical development, but other properties – such as metabolic stability, selectivity, ADME 
properties, hapten formation – are still deciding factors in the selection of suitable clinical 
candidates.

Part 2: Nonactivated Alkynes in Small Molecule Inhibitors

In Chapter 4, we showed that a small recognition element (<600 Da) is compatible with the 
in situ thiol–alkyne reaction. Alkyne analogues of odanacatib (ODN, MK‑0822) – a reversible 
covalent inhibitor of the main cysteine protease in bone resorption cathepsin K (CatK) – 
were obtained by replacing the nitrile warhead with an isoelectric alkyne moiety (Figure 1).6  
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Initially, in vitro activity assays showed that propargyl derivative EM04 had a >500-fold higher 
IC50 for hCatK inhibition than parent inhibitor ODN, comparable to the loss of potency in CatS 
inhibitor Leupeptin‑Prg observed by Ekkebus et al.3 However, further biochemical evaluation 
showed that nonactivated alkyne analogues have an irreversible covalent binding mode with 
hCatK, without undesired modification of nontargeted nucleophiles (e.g. GSH, Cys). Protein 
crystallography of the covalent adduct with desfluoro derivative EM07 (PDB: 6QBS) confirmed 
formation of a Markovnikov-type thiovinyl bond between the EM07 alkyne and the catalytic 
Cys25 of hCatK. The nonactivated alkyne derivatives have a surprisingly slow rate of covalent 
CatK–alkyne adduct formation, which may explain the apparent loss of potency in standard 
activity assays despite their irreversible binding mode: kinact = 0.00019 s−1 and KI

app = 211 nM 
for EM04. Indeed, the potency towards recombinant hCatK did not directly translate to 
inhibition of bone resorption activity in human osteoclast cultures: ODN was only 5-fold more 
potent than EM04. Interestingly, Western blotting for hCatK and visualization of active CatK 
with competitive irreversible qABP BMV109 showed that the level of mature CatK increased 
in inhibitor‑treated osteoclasts, and BMV109 was able to outcompete the reversible binding 
of ODN. This may provide an explanation to the observed rebound effect in CatK activity in 

Figure 1  |  The nonactivated alkyne warhead is compatible with covalent small molecule inhibition. Covalent 
alkyne derivatives of CatK inhibitor ODN (Chapter 4) and noncovalent alkyne derivatives of EGFR/HER2 inhibitor 
neratinib (Chapter  5). a Binding mode appears irreversible in cellular autophosphorylation assays but could 
not be confirmed in biochemical assays. b Detection of covalent protein–inhibitor adduct by intact protein 
MS. c Detection of covalent protein–inhibitor adduct by intact protein MS, bottom-up MS/MS, and protein 
crystallography. NA = not available. 
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mice/patients treated with ODN (discussed in more detail in section 2.1). Together, this work 
functions as a proof‑of‑concept that demonstrates how the nonactivated alkyne optimally 
balances on-target reactivity with excellent target selectivity, and can act as a latent electrophile 
in irreversible covalent small molecule inhibitors targeting a catalytic cysteine residue.

Having established that nonactivated alkynes can covalently target the catalytic cysteine 
residue of CatK, we investigated the possibility to target noncatalytic cysteines in Chapter 5. 
To this end, the acrylamide warhead in approved covalent kinase inhibitor neratinib (Nerlynx, 
HKI-272) targeting noncatalytic Cys797 at the ATP-binding site of EGFR was replaced by 
propargylamine in 8RK57 or 1‑amino‑3‑butyne in 8RK58 (Figure 1). A covalent adduct was 
not detected with GSH but also not with recombinant EGFR kinase domain. Preliminary 
cellular assays were indicative of an irreversible mode of action but kinase activity assays 
on recombinant EGFR kinase domain did not support this binding mode. It is unlikely that 
alkyne analogues 8RK57 and 8RK58 have a covalent binding mode, which may be attributed 
to inhibitor design (incorrect orientation of the alkyne relative to the cysteine thiol mitigating 
covalent adduct formation) or incompatibility of the thiol–alkyne reaction with noncatalytic 
cysteines (discussed in more detail in section 2.4). Altogether, covalent EGFR–alkyne adduct 
was not detected, but this does not definitively proof that the alkyne is incompatible with 
noncatalytic cysteine thiols. Alkyne derivatives of other kinase inhibitors may be required to 
further investigate the potential of the nonactivated alkyne warhead.

Part 3: Substituted Alkynes as Warheads in Ub-ABPs Targeting CysDUBs

Ekkebus et al. 3 found that Ub-ABPs with methylated internal alkyne Ub‑2 and gem‑dimethylated 
propargylamide Ub‑5 did not form a covalent adduct with the recombinant purified CysDUB 
UCHL3, which led to the assumption that adduct formation is restricted to unsubstituted 
propargylamide. In Chapter  6, we prepared a panel of propargylamine derivatives and 
incorporated them into fluorescent Rho‑Ub‑ABPs to investigate the role of various substituents.7 
Propargylamide analogues with substituents on the terminal or internal alkyne position were 
indeed unreactive toward recombinant UCHL3 but proceeded to form covalent adducts with 
other CysDUBs in whole cell lysates and recombinant protease. The acceptable position and 
bulkiness of substituents on the propargylamide was specific for the protease: selectivity was 
not conserved among members of the same CysDUB family. UCHL3 – the recombinant CysDUB 
that was selected for initial discovery – had a more restricted selectivity profile while USP16 is 
among the most flexible CysDUBs. Introduction of (bulky and/or electron‑donating) methyl 
groups onto the propargylamide warhead reduces the rate of adduct formation with USP16 
through steric as well as electronic effects. Mechanistically, adduct formation with Rho‑Ub‑5 
cannot proceed via an allenic intermediate (mechanism C in Figure 5C) – deprotonation of a 
gem‑dimethylated propargylamide to form a reactive allenimide is not possible – but this may 
have been a USP16‑specific exception to the general mechanism. The deuterated covalent adduct 
of recombinant USP16 and UCHL3 with deuterated propargylamide in Rho‑Ub‑[D2]‑Prg 
confirmed that an alkyne rather than an allenic intermediate is the reactive species in the  
in situ thiol–alkyne reaction. Electron-deficient propargylamide ABP Rho‑Ub‑18 bearing a 
trifluoromethyl group on the terminal position showed reactivity with noncatalytic cysteines 
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and was therefore not suited to study the mechanism of the thiol–alkyne reaction: adduct 
formation with electron‑deficient alkynes can progress through an alternative, nonenzymatic 
mechanism with internal stabilization of a carbanion. Together, this work showed that the scope 
of the thiol–alkyne reaction is broader than initially assumed, and revealed an important role 
for the cysteine protease in the compatibility with bulky and/or electron‑donating substituents 
on the propargylamide warhead.

2.	 Nonactivated Alkynes in Drug Development and Chemical Tools

Since its discovery one decade ago, the covalent thiol–alkyne reaction has gained a lot of 
traction. In the next sections, we will discuss the future prospects of irreversible CatK inhibition 
(section 2.1), the implementation of nonactivated alkynes in covalent small molecule inhibitors 
(section 2.2), the role of (substituted) propargyl warheads in Ub(l)-ABPs (section 2.3), and give 
an overview of the possible mechanisms of the thiol–alkyne reaction (section 2.4).

2.1.	 Covalent Alkynes in Irreversible CatK Inhibitor Development

Odanacatib (ODN) was the fourth CatK inhibitor that failed in clinical phase II or III, after 
more than twelve years in clinical development, and pharmaceutical companies seem to have 
abandoned CatK inhibitors as osteoporosis treatment agents considering the long list of failed 
attempts.8-11 Osteoporosis a systemic skeletal condition that affects the elderly population: 
half of the (postmenopausal) women are likely to experience at least one osteoporotic fracture 
in their lifetime.12 The disease is characterized by an unbalance in bone formation and 
degradation, resulting in fragile and brittle bones that are susceptible to fractures induced by 
mild stress such as falling or coughing.13 Among the treatment options are bisphosphonates: 
anti-resorptive agents that have a direct apoptotic effect on osteoclasts but can also inhibit 
activity and proliferation of bone-forming osteoblasts. These agents suppress bone formation 
along with inhibition of bone degradation, and treatment benefits typically plateau after 
only three years.10 ODN was supposed to be Merck’s next big blockbuster drug for long-term 
osteoporosis treatment because of its once-weekly oral administration without concurrent 
bone formation suppression. Unfortunately, ODN development was discontinued in 2016 due 
to an increased risk of stroke, atrial fibrillation, cerebrovascular events and overall death.9, 14 
These adverse effects were unexpected as they are not common in pycnodysostosis 15 – a rare 
autosomal recessive lysosomal storage disorder associated with production of inactive CatK due 
to a CTSK gene mutation – and preclinical in vitro studies mostly indicate that CatK inhibition 
has a cardioprotective effect.8, 16-17 Although it is known that the effect of CTSK mutations or 
knock-down differs from (long-term) CatK inhibition, 18 it is surprising to observe the opposite 
effect.

2.1.1.	Adverse Effects/Rebound Effect

The exact underlying mechanism to the adverse effects is unknown at this moment, but it is 
possible that these are on-target adverse effects related to CatK functions that are not related 
to bone resorption.16, 19 CatK inhibition causes structural ECM remodeling, and it has been 
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postulated that this increases the risk of atrial arrhythmia.14 Ischemic stroke is typically caused 
by blockage of an artery supplying blood to the brain. This blockage can be a blood clot consisting 
of an intact plaque or a ruptured plaque.20 Plaque stability decreases upon overexpression of 
CatK,21 or may be the result of the rebound effect resulting in high levels of active mature 
CatK. A rebound effect has been reported in vitro but also in patients: bone resorption 
activity and osteoclast numbers are elevated during and after ODN treatment.8, 22-23 In line 
these observations, we observed an elevated level of mature CatK in human osteoclasts upon 
treatment with CatK inhibitors (Chapter 4).6 We also found that irreversible qABP BMV109 
was able to outcompete ODN, resulting in regained CatK activity that exceeded the activity in 
vehicle-treated samples. Furthermore, treatment discontinuation studies (unpublished data) 
revealed increased bone resorption activity after discontinuation of ODN treatment (Figure 2). 
This rebound effect was not observed in samples treated with our irreversible CatK inhibitor 
EM04: catalytic activity of irreversibly inhibited mature CatK cannot be regained. Therefore, 
we believe that the adverse effects of ODN may be related to the rebound effect that is specific 
for reversible CatK inhibition, which can be avoided by irreversible CatK inhibitors.

To establish whether the adverse effects are resultant from a rebound effect associated with 
reversible CatK inhibition, further research is needed. This would include elucidation of the 
feedback mechanisms that drive osteoclast maturation and CatK expression, identification of 
proteases involved in mature CatK degradation, and evaluation how (ir)reversible inhibition 
affects CatK activity and expression levels in non-skeletal tissue. Finally, (expensive) long-term 
clinical trials are needed to validate whether irreversible CatK inhibition does indeed reduce 
rebound and possible on-target adverse effects. 

2.1.2.	CatK Inhibitors for Treatment of Metastatic Bone Disease

Aberrant bone resorption is not only associated with osteoporosis but also with other (skeletal) 
conditions including Paget’s disease of bone,24 periodontal disease,25 rheumatoid arthritis,26 
osteoarthritis,27 periprosthetic osteolysis,28 osteolytic bone disease,29 metastatic bone 
disease,30 and giant cell tumor of the bone.31 In metastatic bone disease with an osteolytic 
phenotype, tumors originating from other tissues metastasize to the bone where they enhance 
differentiation and activation of osteoclasts, ultimately leading to degradation of the bone 
matrix.32-33 Treatment options are overlapping with treatment options for osteoporosis: 34 
osteoclast inhibitors suppress bone resorption, thereby reducing bone pain, decreasing the 
incidence of skeletal-related events, and preventing the formation of new osteolytic lesions.35-36 
The bisphosphonate antiresorptive agents target the osteoclasts recruited by the metastasized 
tumor, but do not inhibit CatK secreted by the tumor itself: giant cell tumors of the bone 
and (invasive subpopulations of) tumors that metastasized to the bone have been reported 
to (over)express hCatK.15, 31, 37-40 Selective CatK inhibition has been reported to reduce cancer 
cell invasiveness, thereby possibly preventing the formation of (bone) metastases.15, 37-38 The 
benefit:risk ratio for CatK inhibition is more likely to be positive for these patient populations as 
they are expected to have a shorter treatment period (and life expectancy) relative to long‑term 
treatment of osteoporosis patients. Younger patients may also be less prone to some adverse 
effects – post-menopausal and osteoporotic women have an increased stroke risk 41-42 and have 
more unstable plaques.43
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Preclinical studies indicate that selective CatK inhibitors prevent establishment and 
progression of bone metastases of various solid cancers,44-47 and a phase II clinical study of ODN 
in breast cancer patients with established bone metastases confirmed target engagement.48 
Unfortunately, we were unable to investigate the in vivo efficacy of EM04, because murine 
CatK (mCatK) – despite sharing 88% homology with human (hCatK) – contains mutations 
at the enzyme active site that hinder formation of a covalent adduct with active site-directed 
inhibitors such as ODN.49 Established murine disease models to study bone metastases can use 
human tumor material, but the native osteoclasts still express mCatK, rendering them unsuited 
as model system.50 Rabbits (94% homology) and monkeys (identical to hCatK) are more 
suitable to study the effects of irreversible covalent CatK inhibition.8 However, a transgenic 
mouse model with a humanized CTSK expressing hCatK or mCatKY61D – that can be covalently 
modified by active site-directing inhibitors – would be desirable as they could be employed in 
established murine models of skeletal disease. To our knowledge, humanized murine models 
with CatK chimeras have not yet been developed.

2.2.	 Nonactivated Alkynes in Recent Covalent Drug Development

In Chapter  4, our irreversible covalent alkyne derivatives of CatK inhibitor odanacatib 
(ODN, MK-0822) demonstrated that the nonactivated propargyl warhead can act as a latent 
electrophile in covalent small molecule inhibitors (<600 Da) targeting a catalytic cysteine.6 
We also found that covalent CatK–alkyne adduct formation is relatively slow, which was an 

Figure 2  |  Preliminary data on CatK activity in human osteoclasts (OCs), upon discontinuation of inhibitor 
treatment. (A) Discontinuation (washout) experiment. Adjustment of the protocol used in Chapter 4. Culture 
medium containing either inhibitor or DMSO was refreshed on day 7, 10, 13, and 16. In conditions II and III, 
inhibitor treatment was discontinued by washout and refreshing with medium that does not contain inhibitor. On 
day 21, OCs were washed away and lysed, and bone slices were stained with Coomassie Brilliant Blue to visualize 
bone resorption. (B) Bone resorption in cultures treated with 2 µM ODN or EM04. Normal (trench-forming) bone 
resorption activity is regained after approximately 7 days (II). Discontinuation of ODN results in elevated levels of 
bone resorption relative to the DMSO control (III).

A

B

0 3 7 10 13 16 21 days

Analysis
Start

culture
Mature 

osteoclasts

Culture medium:
M-CSF
M-CSF + RANKL
M-CSF + RANKL + Inhibitor

I

II

III

E-64DMSO

ODN

I II III I II III

EM04

discontinued
treatment



300

Chapter 7

unexpected finding considering that CysDUB–Ub-Prg adduct formation is quantitative within 
minutes (Chapter  6).7 The covalent binding mode would have been overlooked without 
direct detection of the covalent adduct (Chapter  2) 2 and kinetic evaluation (Chapter  3),5 
underlining the crucial importance of dedicated methods tailored to (ir)reversible inhibition. 
Our proof‑of‑concept with CatK demonstrated that a small recognition element can be 
sufficient for covalent thiovinyl adduct formation, and nonactivated terminal alkynes have 
since gained popularity as irreversible covalent warheads. Our approach of replacing a nitrile 
warhead for an isoelectric alkyne warhead has since been employed to other cysteine protease 
targets (Figure 1, Figure 3). 

Behring et al.51 report an extensive panel of dipeptide-derived alkynes and nitriles specifically 
targeting cathepsin B, S, K or L (Figure 3). The covalent binding mode was deduced from 
irreversibility in a 5-fold dilution assay and kinetic behavior instead of biophysical detection of 
the covalent protein–inhibitor adduct. Interestingly, reversible binding potency of a dipeptide 
nitrile did not necessarily translate to a potent alkyne derivative, underlining that alkyne‑based 
covalent drugs would benefit from optimization of noncovalent interactions. These 
potentially covalent cathepsin dipeptide alkynes are fascinating when we consider that, in the 
original work by Ekkebus et al.3 covalency was not observed with alkyne derivatives of CatS  
inhibitor Leupeptin (a tripeptide‑aldehyde) or Casp1 inhibitor Ac‑YVAD‑CHO (a 
tetrapeptide‑aldehyde). It is possible that Leupeptin‑Prg – replacing the reversible covalent 
aldehyde warhead with a propargyl derivative – may actually have had a covalent binding mode: 
Leupeptin‑Prg was assumed to have a noncovalent binding mode because of its dramatic 
loss of potency in enzymatic activity assays, similar to what we observed for alkyne derivative  
EM04, which is in agreement with slow covalent thiovinyl bond formation. Tetrapeptide 
Ac‑YVAD‑Prg (488 Da) was also assumed to be a noncovalent inhibitor of cysteine protease 
caspase‑1 (Casp1) due to its low inhibitory potency in enzymatic assays – detecting the 
combined noncovalent and covalent inhibition after a short preincubation – while covalent 
adduct of Casp1 with Cy5‑IL‑1β102–116‑Prg peptide (having a recognition element of 1.8 kDa, 
excluding the Cy5 fluorophore) was successfully detected by in-gel fluorescence – strictly 
detecting covalent adducts. Together, this led to the incorrect assumption that the covalent 
thiol–alkyne reaction requires a relatively large recognition element, as we demonstrated with 
our covalent alkyne-based small molecule CatK inhibitors.6

Brewitz et al.52 prepared various terminal/internal alkyne derivatives of COVID-19 drug 
nirmatrelvir (Paxlovid, PF‑07321332) and several other inhibitors of SARS-CoV-2 main 
protease (Mpro), and made a side-by-side comparison of the IC50 of parent nitriles and their 
alkyne derivatives (Figure 3). Nirmatrelvir alkyne derivative 13 was initially found to be less 
potent than the parent nitrile, but alkyne derivatives generally retain their activity against the 
S144A mutant Mpro better than the nitriles. Ser144 is part of the oxyanion hole thus helping 
to stabilize a tetrahedral anionic intermediate, and Ser144 variations reduce nirmatrelvir 
potency, which may enable development of nirmatrelvir resistance. Protein crystallography 
provided mechanistic rational to this observation: the thioimidate nitrogen in the covalent  
Mpro–nirmatrelvir adduct is positioned in the oxyanion hole (PDB: 7TE0) whereas the terminal 
olefin carbon in the covalent Mpro–alkyne adduct is pointing away from these residues  
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(PDB: 8B2T). This observation suggests that an anionic thioimidate intermediate is stabilized 
in the oxyanion hole, whereas covalent thiol–alkyne addition does not involve a carbanion 
intermediate or is quickly protonated. 

Ngo et al. synthesized the same nirmatrelvir derivative with a nonactivated alkyne (4d), and a 
two‑step ABP derivative Alk‑4d.53 Furthermore, they then used a two‑step ABP Alk‑4i bearing 
an electron‑deficient trifluoromethylated alkyne as warhead and terminal alkyne as a Click 
handle to study the residence time of nirmatrelvir, as this modification increased the reactivity 
(and reaction rate), stating the faster reactivity with this ‘latent’ electrophile is beneficial 
for SARS‑CoV‑2 inhibition. In agreement with our findings in Chapter 6,7 they do observe 
non‑specific proteome labeling with Alk‑4i, so it is debatable if the trifluoromethylated alkyne 
actually is a latent electrophile.

Together with the work in this dissertation, the recent incorporation of alkynes into other 
protease inhibitors underscore the role nonactivated alkynes may have as latent electrophiles 
in small molecule covalent drug development. Nonactivated alkynes are now not only 
incorporated by late‑stage replacement of a covalent nitrile, but have also been included in 
a panel of established covalent warheads for the rational design of novel SARS‑CoV‑2 Mpro 
inhibitors 54‑55 and covalent TKIs targeting Cys552 in FGFR4.56 It is unlikely that covalent alkynes 

Figure 3  |  Nonactivated alkynes as covalent warheads targeting the catalytic cysteine residue in small molecule 
inhibitors. Irreversible alkyne analogues were obtained by replacing the nitrile warhead by an isoelectric 
(substituted) propargyl warhead. Behring et al.51 developed cathepsin B (CatB) inhibitors with a dipeptide 
recognition element. Brewitz et al.52 replaced the nitrile warhead of SARS-CoV-2 Mpro inhibitor nirmatrelvir 
(Paxlovid, PF-07321332) with an alkyne warhead. a Detection of covalent protein–inhibitor adduct by intact 
protein MS and protein crystallography. b Biochemical IC50 after preincubation of 50 nM enzyme with inhibitor 
for 15 min.
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will be identified in covalent fragment screening – covalent fragments (<200 Da) are unlikely 
to position the alkyne in sufficient proximity to a reactive cysteine thiol to initiate covalent 
adduct formation – nor do we expect that these findings will affect the use of acetylenes as 
bioorthogonal handles, but we imagine a promising role for the alkyne warhead in rational/
structure‑based covalent drug design.

2.3.	 The Propargylamide Warhead in Ub(l)-ABPs

Since its discovery in 2013, the propargyl (Prg or PA) warhead has been incorporated into 
numerous other Ubl-based ABPs including Rho‑UFM1‑Prg,57 ISG15‑Prg,58 and LC3‑Prg,59 
into ubiquitin variant (UbV) ABPs with specificity for USP7,60 USP16,61 or UCHL3,62 and into 
nonhydrolyzable diUb‑Prg ABPs with a propargylamide warhead on the proximal C-terminus 
that bind to the protease S1‑S2 sites.63 Nowadays, the covalent Prg warhead is considered the 
golden standard for cysteine-reactive Ub(l)‑ABPs: the high stability in physiological conditions 
and absence of intrinsic reactivity with nontargeted thiols and noncatalytic cysteines is superior 
to any other (acid-stable) warhead.64-65 Furthermore, Ub(l)‑Prg ABPs are readily obtained by 
SPPS in high purity and, contrary to Ub‑VME, the Prg warhead can be installed using cheap 
and commercially available propargylamine. The superior selectivity for catalytic cysteines 
is an important feature of Ub(l)‑Prg: labeling of noncatalytic cysteines in HEK293T lysate 
has not been found with HA‑Ub‑Prg but was identified for HA‑Ub‑VME and HA‑Ub‑VS.64 
These findings were supported in Chapter  6, where minor adduct formation was detected 
for Rho‑Ub‑VME and Rho‑Ub‑18 with catalytically inactive USP16C205A mutant but not for 
Rho‑Ub‑Prg. Another compelling reason to use Ub‑Prg ABPs in chemoproteomic profiling 
is the improved reactivity that some CysDUB classes have toward Prg compared to VME or 
Br2, which enabled comprehensive coverage of the DUBome with HA‑Ub‑Prg.65 Ub(l)‑Prg 
ABPs were also instrumental in crystallographic studies to solve the Ub(l)‑bound structures of 
cysteine proteases as well as the HECT domain of various E3 ligases.66-67 

In Chapter  6, we incorporated substituted propargylamine derivatives into Ub‑ABPs and 
discovered that compatibility with electron‑donating/bulky substituents is driven by the 
individual CysDUBs. These substituted propargylamide warheads can be used in the design of 
CysDUB‑selective Ub‑ABPs, and our panel of propargylamine derivatives can also conveniently 
be incorporated into other Ubl‑ABPs (e.g. SUMO2‑Prg, ISG15‑Prg) to investigate the selectivity 
(and inhibition) of the corresponding Ubl proteases. We also showed how Rho‑Ub‑ABPs can 
be used in quantitative FP binding assays and quantitative gel analysis to evaluate ABP potency 
in a noncompetitive manner. There is a clear need for quantitative assays to evaluate inhibitor 
potency, and we have identified several ligand binding competition assay methodologies 
where Ub‑ABPs can act as (ir)reversible ligands. These methodologies are compatible with 
gel‑based or MS‑based detection of the enzyme–ABP adduct (Chapter 2). For application in 
high‑throughput and/or homogeneous assays – without removal of unbound ABP – Ub‑based 
qABPs or turn-on ABPs would be more suitable.68 For example, we predict that ABPs such as 
Ub‑Prg can be used to evaluate irreversible cysteine-targeting inhibitors in a preincubation 
assay using the same concept as Method IV in Chapter 3. This ligand binding competition assay 
is theoretically compatible with CysDUBs, and this concept might also be applicable to more 
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challenging targets such as E2/E3 ligases, as long as the enzyme has a catalytic cysteine residue. 
We also foresee that Ub‑ABPs may also be used in an endpoint competition assay methodology 
developed at Takeda (Figure 4).69 Using a well‑characterized irreversible covalent ABP, 
irreversible covalent inhibitor potency (kinact/KI) can be determined from the dose-response of 
covalent ABP occupancy, without needing to perform detailed kinetic measurements for each 
inhibitor. This method has the best accuracy when the potency of ABP and inhibitor is within 
a few orders of magnitude: the inhibitor will not be able to form a covalent enzyme–inhibitor 
adduct if the ABP is too potent (and fully occupies the enzyme in the enzyme–ABP adduct). 
The relatively slow adduct formation of Ub‑Prg with the catalytic cysteine of E2/E3 ligases 
may be compatible with this method, though we expect Ub‑Prg to be too potent to use with 
CysDUBs. We foresee a role for our Ub‑ABPs with a substituted propargylamide warhead that 
have a slower reaction rate (e.g. Ub‑2).

2.4.	 Mechanism of Thiol–Alkyne Addition

One of the central unanswered questions in 2013 was by which mechanism the thiol–alkyne 
addition proceeds (Figure 5). In Chapter 6, we detected the covalent adduct of USP16 with 
gem-dimethylated propargyl analogue Rho‑Ub‑5, which could not have occurred via an 
allenic intermediate. Subsequent bottom-up MS detection of adducts with deuterated ABP 
Ub‑[D2]‑Prg provided conclusive evidence that the thiol–alkyne reaction does not involve an 
allenic intermediate, thereby excluding mechanism C (Figure 5C).7 

Figure 4  |  Endpoint competition assay with irreversible covalent ABPs by Miyahisa et al.69 Enzyme (E) is 
incubated with inhibitor (I) and irreversible ABP (L) until reaction completion/endpoint (t > 5t½): full covalent 
occupancy of enzyme by inhibitor (EI*) or ABP (EL*). Quantification of covalent enzyme–ABP adduct (EL*) at 
different inhibitor concentrations enables calculation of an IC50. The inhibitor kinact/KI is then calculated using 
the IC50, ABP concentration and ABP kinact/KI, thus only requiring in-depth kinetic evaluation of the ABP. 
Read‑out before reaction completion is reached (t < 5t½) results in overestimation of inhibitor kinact/KI because  
enzyme–ABP adduct formation is not yet complete. 
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Radical-mediated mechanism A1 had already been excluded because thiol–yne coupling (TYC) 
generates the incorrect anti‑Markovnikov‑type adduct (Figure 5A). There is no conclusive 
evidence to exclude radical‑initiated mechanism  A2, but Markovnikov hydrothiolation of 
ynamides typically occurs via an allenic intermediate,70‑71 which was excluded in Chapter 6. 
The reactions with Ub‑Prg in our work were performed in strict absence of light – thiyl radicals 
degrading pharmaceutical products are primarily formed upon exposure to light 72-73 – but it 
should be noted that cysteinyl radicals have a role in redox regulation of enzyme activity, also 
in absence of light, as is utilized by specific enzyme classes (e.g. radical S-adenosylmethionine 
(SAM) enzymes, glycyl radical enzymes, and ribonucleotide reductases).74 A more compelling 
argument is the observed lack of spontaneous CysDUB reactivity with Ub probes bearing 
an allyl warhead reported by Taylor et al.75 The radical-initiated thiol–ene reaction to form a 
covalent CysDUB–ABP adduct had to be promoted by a radical initiator combined with UV 
irradiation: a higher intrinsic reactivity with the allyl warhead can be expected if spontaneous 
thiyl radical formation at the CysDUB cysteine was a common occurrence. 

The remaining mechanisms for the thiol–alkyne addition are direct nucleophilic attack with 
concerted protonation (mechanism B in Figure 5B) or a stepwise mechanism with stabilization 
of the carbanion intermediate in the protease oxyanion hole (mechanism  D in Figure 5D). 
Adduct formation has been detected with cysteine proteases (e.g. CysDUBs, cathepsins, Mpro), 
which have a nucleophilic cysteine residue essential for proteolytic function that is part of a 
catalytic triad/dyad, and an oxyanion hole to stabilize an anionic (tetrahedral) intermediate,76 
which may indicate a role for the oxyanion hole in the thiol–alkyne addition (mechanism D). 
However, this is contradicted by the adduct formation with SENP1Q597A mutant.4 An alternative 
explanation is that catalytic cysteines are simply more nucleophilic – and are typically 
deprotonated by neighboring basic residues generating the reactive thiolate anion – thus 
driving the observed reactivity. Unfortunately, CysDUB adduct formation with Rho-Ub-18 
bearing electron-deficient alkyne 18 (terminal CF3) in Chapter 6 does not provide evidence 
on the mechanism of the thiol–alkyne reaction: electron-deficient alkynes have the ability to 
internally stabilize an anionic intermediate, and may have a different reaction mechanism than 
nonactivated alkynes. This is confirmed by the higher intrinsic thiol reactivity with nontargeted 
thiols such as GSH. 

The reaction mechanism impacts the possible application to other protein classes: if the 
selectivity for cysteine proteases over nontargeted thiols is due to stabilization of a carbanion 
intermediate in an oxyanion hole, then this would restrict adduct formation to (catalytic) 
cysteines in enzymes bearing an oxyanion hole. By itself, such selectivity is favored but it will 
restrict applications to catalytic protease cysteines as it will not be compatible with noncatalytic 
cysteine residues in other protein classes. Covalent adducts with alkyne derivatives 8RK57 and 
8RK58 – based on approved covalent dual EGFR/HER2 inhibitor neratinib (Nerlynx, HKI‑272) 
– were not observed in Chapter 5, suggestive of a role for the oxyanion hole. However, our 
alkyne derivatives not having a covalent binding mode does not rule out mechanism B as this 
might have been an inhibitor-specific issue: identification of a single covalent kinase inhibitor 
with an nonactivated alkyne warhead would still provide conclusive evidence that the thiol–
alkyne adduct formation does not involve stabilization in an oxyanion hole. Importantly, 
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Figure 5  |  Reaction mechanisms for Markovnikov-type thiovinyl adduct formation between a catalytic cysteine 
thiol(ate) and an alkyne warhead, and reasons supporting (+) or contradicting (–) this mechanism. (A) Direct 
addition of thiyl radical to the terminal alkyne is unlikely. (B) Proximity-driven in situ thiol–alkyne addition with 
concerted nucleophilic attack and protonation is a possible mechanism. (C) Tautomerization of the terminal 
alkyne moiety to a thiol-reactive allenimide intermediate at the enzyme active site prior to nucleophilic (top) 
or radical (bottom) addition has been excluded. (D) Stepwise enzyme-templated thiol(ate)–alkyne addition via 
stabilization of a secondary carbanion intermediate in the enzyme oxyanion hole is a possible mechanism.
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a concerted reaction (mechanism B) does not necessarily mean that the in situ thiol–alkyne 
addition is compatible with noncatalytic cysteines: a histidine or another basic moiety in the 
vicinity of the cysteine may be required for concerted protonation, although adduct formation 
of SUMO2‑Prg with SENP1H533A suggests otherwise (Chapter 1).4

In section  2.2 we already noticed that the terminal olefin carbon in crystal structures of 
covalently bound alkynes was pointing away from residues in the oxyanion hole,52 which is 
suggestive of concerted mechanism  B (Figure 5B). MD-based analysis by Endres et al.77 
of the EM07–CatK structure suggests that the alkyne is positioned outside of the binding 
pocket. The likeliness of a concerted versus stepwise reaction mechanism has further been 
investigated by computational modelling. Dos Santos and co-workers employed (QM/MM) 
molecular dynamics reaction simulations to characterize the covalent reaction of CatK with 
nitrile ODN and alkyne derivatives EM04, EM05 and EM06 at an atomic level.78 The crystal 
structure of the covalent CatK–EM07 adduct (PDB: 6QBS) was used as a starting point to build 
the computational models of the inhibitors in an enzymatic environment. Free-energy profiles 
of reaction with nitriles and alkynes showed that nucleophilic thiolate attack by catalytic Cys25 
occurs in a concerted manner with proton transfer by the catalytic His162, supporting the 
in situ thiol–alkyne addition of mechanism B. The existence of an anionic intermediate could 
not be excluded for activated bromoalkyne EM06 but was deemed unlikely for ODN, EM04, 
and EM05. By comparison, (QM/MM) molecular dynamics reaction simulations of covalent 
adduct formation between ibrutinib and BTK Cys481 suggest a stepwise mechanism, initiated 
by direct proton transfer from Cys481 to the acrylamide warhead.79 However, as with most 
computational models, 80-81 potentially stabilizing interactions with Gln19 and other residues 
in the CatK oxyanion hole were disregarded.82 It is therefore not possible to definitively exclude 
mechanism D based on these computational results. 

Altogether, the currently available data strongly indicates that nucleophilic attack on the 
alkyne, in a concerted or stepwise manner, is the most likely mechanism for the in situ  
thiol–alkyne reaction. Regardless of the mechanism, future efforts to unlock the full potential 
of the nonactivated alkyne as a latent electrophile in covalent drug development should focus 
on the development of nonactivated alkyne-based kinase inhibitors.

“And they lived happily ever after”
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Epilogue

Er was eens... een tijd waarin remmers met een mogelijke covalent bindingsmechanisme actief werden 
uitgesloten van industriële geneesmiddelenontwikkelingsprogramma’s, ondanks dat er genoeg veilige en 
veelgebruikte medicijnen zijn waarvan pas later bleek dat ze onomkeerbaar en covalent binden aan het te 
remmen eiwit. In Hoofdstuk 1 laten we zien hoe dit sentiment in de afgelopen twee decennia langzaam 
is omgeslagen, omdat het met covalente remmers mogelijk is om resistentie tegen bestaande medicijnen te 
overwinnen en voorheen onaantastbare oncogenen te remmen. Dt heeft geleid tot de toegenomen ontwikkeling 
van gericht covalente remmers (TCI’s): medicijnen die een strategisch geplaatst elektrofiel bevatten dat een 
covalente binding kan vormen met een nucleofiel aminozuur (zoals cysteïne of serine) in het doeleiwit. Een 
belangrijke factor in het verbeteren van de veiligheid van TCI’s is de identificatie van nieuwe chemische groepen 
die reactief zijn met een cysteïne in het doeleiwit, maar niet te reactief zijn met andere thiolen in de cel. Een 
verrassende kandidaat hiervoor is het niet-geactiveerde alkyn, of acetyleen, aangezien algemeen geaccepteerd 
wordt dat niet-geactiveerde alkynen ‘inert’ zijn ten opzichte van cellulaire componenten onder fysiologische 
omstandigheden. In 2013 ontdekten de onderzoeksgroepen van Ovaa en Mootz per toeval, en onafhankelijk 
van elkaar, dat Ub(l)-Prg – bedoeld als bouwsteen voor protease-bestendige niet-hydrolyseerbare substraten – 
een covalent Markovnikov-type thiovinyl adduct kan vormen met het katalytische cysteïne van Ub(l)-proteases. 
Covalente adducten werden echter alleen gedetecteerd wanneer het gepropargyleerde peptide een relatief 
groot herkenningselement had (>1,8 kDa), en introductie van substituenten op het propargylamide hinderden 
de vorming van adducten met UCHL3. In dit proefschrift verkennen we de restricties en veelzijdigheid van de 
nieuwe in situ thiol–alkynadditie: van niet-geactiveerde alkynen als reactieve groep in irreversibele covalente 
geneesmiddelen tot gesubstitueerde propargyl-analoga in chemische biologie reagentia.

Er zijn veel manieren om indirect van de (tijdsafhankelijke) afname van intact drug en/of eiwit af te leiden dat 
ze mogelijk een covalente interactie ondergaan, maar uiteindelijk levert alleen de experimentele detectie van 
het covalente eiwit–medicijn adduct sluitend bewijs op van een covalent bindingsmechanisme. In Hoofdstuk 2 
worden technologieën besproken die een strikt onderscheid kunnen maken tussen een covalent adduct en een 
niet-covalent complex. De experimentele validatie van een covalent adduct is gebaseerd op een detecteerbare 
verandering die alleen plaatsvindt bij een covalente binding zoals een toename van de massa (MS), onafgebroken 
elektronendichtheid tussen het eiwit en het medicijn (eiwitkristallografie), een verandering in intrinsieke 
spectroscopische eigenschappen, verschuiving van de chemische verschuiving δ (NMR), detectie van eiwitten 
gemodificeerd met een fluorescente ABP die afgeleid is van het geneesmiddel (gel-elektroforese-gebaseerde/
homogene ABPP), of de verrijking van eiwitten die covalent gemodificeerd zijn met een geneesmiddel-afgeleide 
ABP (chemische proteomics ABPP).

In Hoofdstuk 3 zijn we vervolgens dieper ingegaan op het principe dat er andere kinetische parameters gebruikt 
worden om de sterkte van covalente remmers te vergelijken, waarbij we ons met name gericht hebben op 
het verband tussen experimentele meetcondities en de algebraïsche modellen die gebruikt worden om die 
kinetische parameters te bepalen. Een covalent adduct vormt niet instantaan (op een kinetische tijdschaal), 
dus met het verstrijken van langere (pre)incubatietijden zal de remmende werking toenemen en deze 
tijdsafhankelijke enzym activiteit kan in algebraïsche modellen ingepast worden om zo de relevante kinetische 
parameters te achterhalen. In deze algebraïsche formules zijn echter aannames – die zelden expliciet vermeld 
worden – ingebed ten opzichte van de experimentele meetcondities. Met behulp van kinetische simulatiescripts 
was het mogelijk om de wiskundige formules te vertalen naar gesimuleerde meetresultaten op basis van 
vooraf ingestelde testcondities, en zo te valideren wat de consequenties zijn als er niet voldaan wordt aan de 
algebraïsche aannames. Deze simulaties zijn vervolgens gebruikt om een uitgebreide, complete gids samen te 
stellen voor de evaluatie van covalente remmers in enzymatische metingen: vier stapsgewijze experimentele 
protocollen met bijbehorende data analyse protocollen afgestemd op de covalente bindingsmodi.

In Hoofdstuk 4 laten we zien dat een klein herkenningselement (<600 Da) voldoende is voor de in  situ  
thiol–alkynreactie. Alkyn-analogen van odanacatib (ODN) – een reversibel covalente remmer van cathepsine K, 
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het belangrijkste cysteïneprotease bij botresorptie – werden verkregen door het reactieve nitril te vervangen 
door een iso-elektrische alkyn. Propargylderivaat EM04 heeft een >500 keer hogere IC50 voor CatK remming 
vergeleken met ODN, maar verdere biochemische evaluatie liet zien dat de niet-geactiveerde alkyn-analogen 
een irreversibele covalente binding vormen met hCatK (zonder de ongewenste covalente binding van 
nucleofielen in bijvoorbeeld GSH of cysteïne). Eiwitkristallografie van het covalente adduct met EM07, een 
derivaat waarbij een fluor is vervangen door een waterstof atoom, bevestigde de vorming van een covalente 
Markovnikov-type thiovinylbinding tussen het EM07-alkyn en het katalytische Cys25 van hCatK. De vorming 
van het covalente CatK–alkyn adduct is verrassend langzaam, wat het ogenschijnlijke verlies aan potentie in de 
initiële activiteitmetingen zou kunnen verklaren. In menselijke osteoclastculturen was EM04 was slechts vijf keer 
minder potent dan ODN in het remmen van botresorptie activiteit, en was er in beide osteoclast culturen een 
toename te zien van het niveau van volwassen, actief CatK ten opzichte van de onbehandelde osteoclasten. De 
observatie dat een onomkeerbare qABP in staat was om ODN te verdringen, waardoor er juist meer actief CatK 
te zien is dan in de onbehandelde controles, verklaart mogelijk waarom er vaak een hogere botresorptie gezien 
wordt na afloop van een behandeling met ODN (in patiënten en muizen).

In Hoofdstuk 5 is onderzocht of de niet-geactiveerde alkynen ook toegepast kunnen worden om niet-katalytische 
cysteïnes te binden. Het reactieve acrylamide in covalente kinaseremmer neratinib, dat een covalente binding 
vormt met het niet-katalytische Cys797 in de ATP-bindingslocatie van EGFR, werd vervangen door een niet-
geactiveerd alkyn in 8RK57 en 8RK58. Helaas resulteerde dit niet in detectie van een covalent adduct met 
recombinant EGFR-kinasedomein, ondanks dat inhibitie van cellulaire EGFR (auto)fosforylering erop wees dat er 
sprake zou zijn van een onomkeerbaar bindingsmechanisme. Het is onwaarschijnlijk dat alkyn-analogen 8RK57 
en 8RK58 een covalent bindingsmechanisme hebben, wat te wijten kan zijn aan onjuiste oriëntatie van het 
alkyn ten opzicht van het cysteïne-thiol, maar het is ook mogelijk dat de thiol–alkynreactie in het algemeen niet 
toepasbaar is op niet-katalytische cysteïnes. Om dit verder te onderzoeken zullen alkynderivaten van andere 
kinase remmers getest moeten worden.

Op basis van eerdere bevindingen werd verondersteld dat adductvorming alleen mogelijk is met 
ongesubstitueerd propargylamide, aangezien covalent adduct van de gezuiverde recombinante CysDUB UCHL3 
met ubiquitine‑ABPs niet werd gedetecteerd als er sprake was van een eindstandig gemethyleerd propargylamine 
(Ub‑2) of een gedimethyleerd propargylamine (Ub-5). Om de rol van verschillende substituenten te onderzoeken, 
is in Hoofdstuk 6 een uitbreid panel van propargylderivaten ingebouwd in fluorescente Rho‑Ub‑ABPs. 
Propargylamide-analogen met substituenten op de terminale danwel interne alkynpositie waren inderdaad 
niet reactief met UCHL3, maar waren wel in staat om covalente adducten te vormen met andere CysDUB’s. 
USP16 is een van de meest flexibele CysDUB’s, en was in staat om een adduct te vormen met zowel Rho‑Ub‑2 als 
Rho‑Ub‑5, maar ook hier zorgden de (grote en/of elektronen-donerende) methylgroepen voor een verminderde 
snelheid van adductvorming door zowel sterische als elektronische effecten. De aanvaardbare positie en omvang 
van substituenten op het propargylamide waren specifiek voor het protease: leden van dezelfde CysDUB-familie 
lieten niet perse dezelfde selectiviteit zien, wat benadrukt dat er een belangrijke rol is voor het protease in 
de acceptatie van omvangrijke en/of elektronen-stuwende substituenten op het propargylamide. Reactiviteit 
met gedimethyleerde propargylamide in Rho‑Ub‑5 en aanwezigheid van beide deuteriums in adducten met 
gedeutereerde propargylamide in Rho‑Ub‑[D2]-Prg tonen aan dat het reactiemechanisme niet via een reactief 
alleen intermediair verloopt (mechanisme C).

Tot slot zijn in Hoofdstuk 7 de belangrijkste bevindingen uit dit proefschrift samengevat, met als voornaamste 
conclusie dat de toepasbaarheid van niet-geactiveerde alkynen breder is dan eerder werd aangenomen: niet 
alleen is het bruikbaar als elektrofiel in relatief kleine covalente remmers (<600 kDa), maar afhankelijk van het 
protease is het ook mogelijk om omvangrijke substituenten op het propargylamide te plaatsen. Sindsdien is het 
onderzoek voortgezet door andere onderzoeksgroepen: er zijn meerdere covalente cysteïneproteaseremmers 
met een niet-geactiveerd alkyn gepubliceerd, en het reactiemechanisme is verder geëvalueerd met behulp van 
berekeningen aan geavanceerde modellen. Samenvattend kunnen we stellen dat het niet-geactiveerde alkyn 
een optimale balans heeft van reactiviteit met het gewenste cysteïneprotease en selectiviteit ten opzichte van 
andere eiwitten. 
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