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1
GENERAL INTRODUCTION

General Introduction
Een vader kan een vader zijn en moeder tegelijk

Da’s een mooie theorie maar ’t is een ramp in de praktijk

Kinderen voor kinderen - Moeders wil is wet, 1987
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1. GENERAL INTRODUCTION

1.1. ELECTRICAL PROPERTIES

CONDUCTIVITY and permittivity are electrical quantities that describe the inter-
action of objects and electromagnetic fields. Conductivity (σ [S/m]) is a mea-

sure of how easily an electric charge (an intrinsic physical property of matter) can pass
through a material. Permittivity (ε [F/m]) is a measure of the electric polarizability (the
relative tendency of a charge distribution to be distorted from its normal shape by an
external electric field) of a material. A material with a high conductivity allows for more
current (flow of charged particles) to pass through and a material with a high permit-
tivity polarizes more in response to an applied electric field than a material with a low
conductivity and permittivity, respectively.

1.2. CLINICAL RELEVANCE

Tissue electrical properties (EPs) depend on the tissue structure and composition. The
conductivity varies largely as a function of fluid volumes and ionic concentrations,
while the permittivity is largely influenced by the cellular membrane extent [1]. The
EPs of tissue have the potential to be used as biomarkers in many clinical applica-
tions. Cancer causes local changes of EPs relative to healthy tissues. The EPs of be-
nign tissue compared to tumors is significantly different and have been reported to
offer advantages in separating them from each other [2–4]. Similarly, the conductiv-
ity in cerebral ischemia is significantly decreased [5, 6]. Conductivity measurements
can therefore be helpful for better characterization of brain tumors [7, 8], but have
also shown promising results for pelvic tumors [9], breast cancer [10] and ischemic
stroke [11, 12]. Knowledge of the EPs additionally allows for the calculation of the elec-
tromagnetic (EM) fields inside tissue. This makes them interesting for a wide range
of clinical applications, such as electroencephalography (EEG) and electrocardiogra-
phy (ECG) measurements to accurately localize internal electrical activities, deep brain
stimulation to mitigate Parkinson’s disease symptoms, radiofrequency (RF) ablation to
remove arrhythmic genesis foci and RF hyperthermia for cancer treatment [13]. Ad-
ditionally, they are critical to accurately determine the specific absorption rate (tissue
heating) induced by EM waves [1].

1.3. ELECTRICAL PROPERTY MAPPING

Several EP mapping approaches are explored to map the electrical properties of tissue
in vivo. Electrical impedance tomography (EIT), for example, uses electrode mounting
to detect currents injected into the sample. This method is cost-effective and yields
high temporal resolution, but poor spatial resolution due to the ill-posed nature of the
inverse problem [13–15]. Magnetic induced tomography (MIT) detects perturbed mag-
netic field outside the object by using the interaction of an oscillating magnetic field
with the EPs. However, it suffers from the same issues as EIT. Magnetic resonance elec-
trical impedance tomography (MR-EIT) [16] utilizes MRI to detect the magnetic field
induced by the probing current. This provides higher spatial resolution, but has a poor
signal-to-noise ratio due to limitations on the amount of current injection [13, 17, 18].
Hall effect imaging (HEI) induces currents through surface electrodes and detects the
emitted acoustic wave to reconstruct EPs [19]. This also has the potential to reach
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1.4. RADIOFREQUENCY FIELD

high resolution images, but all of the current injection based methods may suffer from
shielding artifacts of non-conducting tissue. Magneto-acoustic tomography with mag-
netic induction (MAT-MI) [20] circumvents this shielding problem by inducing acous-
tic signals with time varying magnetic fields which are detected with ultrasound mea-
surements. However, methods that involve acoustic measurements are often limited
to the surface of the object.

1.3.1. ELECTRICAL PROPERTIES TOMOGRAPHY
Electrical properties tomography (EPT) non-invasively images the conductivity and
permittivity maps (simultaneously) in vivo from the radiofrequency field signals ob-
tained with MRI. The method does not require electrode mounting, does not induce
additional external energy other than the inherent RF fields and the RF fields can easily
penetrate into most biological tissue. It typically uses a standard MRI system with reg-
ular RF coils. This concept was first introduced in 1991 by Haacke et al. [21] and first
demonstrated in 2003 by Wen [22]. The topic, however, only recently gained consider-
able interest by various research groups [1, 13, 18, 23, 24].

1.4. RADIOFREQUENCY FIELD
In EPT there is one EM field of particular interest: the time-varying radiofrequency field
B1 = Bx ix +By iy that is perpendicular to the static main magnetic field B0 = B0(r )iz

directed along the longitudinal z-direction. The radiofrequency field within the body
contains information about the EPs of tissue, and phasors are typically used to describe
its behavior. For a given time-domain RF field B1(r , t ) operating at a frequency ω> 0 a
phasor can be introduced via the representation

B1(r , t ) = Re
[
B̂1

(
r , jω

)
exp

(
jωt

)]
. (1.1)

This B1 field can be written as the sum of two opposite rotating circularly polarized
fields, B+

1 and B−
1 , whose phasors are given by

B̂+
1 (r , jω) = B̂+

1 (r , jω)(ix − jiy ) and B̂−
1 (r , jω) = [

B̂−
1 (r , jω)

]∗
(ix + jiy ), (1.2)

where we have introduced the B̂+
1 and B̂−

1 fields defined as

B̂+
1 (r , jω) = B̂x (r , jω)+ jB̂y (r , jω)

2
and B̂−

1 (r , jω) =
[

B̂x (r , jω)− jB̂y (r , jω)

2

]∗
, (1.3)

respectively. The direction of rotation of the polarized fields depends upon the direc-
tion of the static B0 field. If the reference frame is such that the static B0-field is in the
negative z-direction (B0 = −B0(r )iz with B0(r ) > 0), then the B+

1 and B−
1 -fields rotate

in a left- and right-handed manner about the B0 field, respectively.
In MRI the magnetization rotates in a left-handed manner about the B0-field. Ra-

diofrequency fields that operate at the Larmor frequency and that rotate in the same
manner about the B0 field as the magnetization are able to significantly influence the
orientation of the magnetization, which ultimately leads to measurable MR signals.
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1. GENERAL INTRODUCTION

The circularly polarized field is the one that is recognized as a more optimal polariza-
tion that provides high signal-to-noise ratio in an efficient way. In MRI literature, the
left-handed circularly polarized RF field is always described in terms of a scalar B̂+

1 -
field, and since this enables the manipulation of magnetization it is called the transmit
field. Similarly, received signals can be expressed in terms of the right-handed circu-
larly polarized field, which is then completely described by the scalar B̂−

1 -field and is
therefore called the receive field.

1.5. MAGNETIC RESONANCE IMAGING
The transmit field can be written in polar form as B̂+

1 = ∣∣B̂+
1

∣∣exp(jϕ̂+), where
∣∣B̂+

1

∣∣ is the
amplitude or magnitude of the transmit field and ϕ̂+ ∈ (−π,π] its phase. Similarly, the
receive field can be written in polar form as B̂−

1 = ∣∣B̂−
1

∣∣exp
(
jϕ̂−)

, with
∣∣B̂−

1

∣∣ its ampli-
tude and ϕ̂− ∈ (−π,π] its phase. Spatial information is encoded into the signal using
magnetic field gradients, applied after the B̂+

1 field has tipped the magnetization into
the transverse plane. Due to the interaction with the body the transmit field has a spa-
tial dependence, denoted B̂+

1 (r ). This polar decomposition can be used to express the
acquired spatially dependent MR image as [13, 18, 23, 25]

I (r ) = sin
(
γτ

∣∣B̂+
1 (r )

∣∣)︸ ︷︷ ︸
non-linear
behaviour

phase
entanglement︷ ︸︸ ︷

exp
[
jϕ̂± (r )

]
%0 (r )

∣∣B̂−
1 (r )

∣∣︸ ︷︷ ︸
proton density

weighting

, (1.4)

with %0 the proton density, γ the gyromagnetic ratio, τ the RF pulse duration and where
ϕ̂± = ϕ̂+ − ϕ̂− is the transceive phase. In this simplified expression for the acquired
MR image, system dependent factors and contrast terms that underlie an MR image,
such as T1 and T2 relaxation, are ignored. Of the transmit and receive field terms, only
the magnitude of the transmit field shows a non-linear impact on the MR image. This
non-linear relation allows for the direct measurement of the transmit phase by com-
bining images from different scans such that confounding factors cancel. The magni-
tude of the transmit field can for example be acquired with the double-angle method
(DAM) [26], actual flip angle imaging (AFI) [27, 28], dual refocusing echo acquisition
mode (DREAM) [29, 30], or the Bloch-Siegert shift (BSS) [31, 32]. However, the acquired
phase is always the superposition of the phases of B̂+

1 and B̂−;∗
1 , where B̂−;∗

1 is the com-
plex conjugate of B̂−

1 , and can not be disentangled from measurements making it diffi-
cult to determine exactly. It has been observed that at 1.5 T and 3 T the transmit phase
closely resembles the phase of B̂−;∗

1 , and in those cases the transmit phase is therefore
typically estimated as half the transceive phase; this is termed the transceive phase as-
sumption [22, 33]. The transceive phase can for example be acquired with spin echo
(SE) sequences [34] or via steady-state free precession (SSFP) sequences [35, 36]. Sim-
ilarly, the (magnitude of the) receive field is weighted by the proton density, which is
also difficult to disentangle. If the proton density is not negligible, the proton density
or magnitude of the receive field can be extracted from their product term based on
symmetry patterns of the transmit and receive fields in the case of a symmetrical ob-
ject and imaging setup [37, 38]. Additionally, the proton density could be removed via
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1.6. EPT CATEGORISATION

suitable modeling based on image segmentation [37]. Note, however, that knowledge
of the transmit phase, receive phase or receive magnitude individually is not always
necessary in EPT, but could also potentially be determined through EPT.

1.6. EPT CATEGORISATION
Even though the EPT research field is relatively young, the list of EPT techniques is
quite extensive. In order to cast some light into the darkness, the reconstruction ap-
proaches can, for example, be categorized in the type of data input they use. Some
methods require knowledge of the transmit (e.g. Helmholtz-based EPT [21]) and/or
receive field (e.g. single-acquisition EPT [39]), or only its magnitude or phase (e.g. sim-
plified Helmholtz-based EPT [40]), while others use the MR image as input (e.g. image-
based EPT [41]). Similarly, the methods can be categorized on the type of model they
employ. There are methods that are based on a physical model (e.g. first-order induced
current EPT [42] and Cauchy-based EPT [43]), while others are based on a set of exam-
ple data (e.g. dictionary-based EPT [44] and deep learning EPT [45]). Most often the
techniques are categorized in the way they utilize input data. For example, whether
the method applied differentials (e.g. convection-reaction EPT [46]) or integrals (e.g.
variational Born iterative method EPT [47]), whether it acts locally (e.g. local Maxwell
tomography [48]) or globally (e.g. global Maxwell tomography [49]), or whether it acts
directly (e.g. gradient-based EPT [50]) or ‘indirectly’ (e.g. contrast source inversion
EPT [51]) on the data. Each category is accompanied by its own benefits and weak-
nesses.

1.7. THESIS AIM AND OUTLINE
The aim of this thesis is to develop noise robust EPT reconstruction methods that are
free from tissue transition artifacts to support clinical applications for complex tissue
structures such as the brain. In particular the contrast-source inversion approach is
pursued. This thesis will focus on the reconstruction of the EPs from the transmit field
(the so called B̂+

1 -field) of RF coils most frequently available in MRI.
Chapter 2 of this thesis starts with the introduction of a novel reconstruction

method called three-dimensional contrast source inversion-electrical properties to-
mography (3D CSI-EPT). The method is based on integral representations of the elec-
tromagnetic field and allows EP reconstructions of small structures as well as tissue
boundaries with compelling accuracy and with exceptional noise robustness. More-
over, the three-dimensional extension is not restricted to E-polarized field structures
and can be applied to realistic 3D scenarios.

Chapter 3 reviews the basics of first-order induced current EPT (foIC-EPT) and 2D
and 3D CSI-EPT, and presents several comparisons between the reconstructions ob-
tained with each method. It extensively discusses the limitations of a two-dimensional
approach and shows that E-polarized field assumptions in foIC-EPT and 2D CSI-EPT
are only allowed if longitudinal invariance or smoothness of certain field components
can be guaranteed, while this is not required for 3D CSI-EPT. Furthermore, several
practical implementation issues are addressed as well.

Chapter 4 investigates the benefits achievable by using a combination of 3D CSI-
EPT with a machine learning EPT approach. Deep learning EPT requires a large train-
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1. GENERAL INTRODUCTION

ing dataset to allow for better generalization, while CSI-EPT depends on the map pro-
vided as initialization. A hybrid method consisting of an initial deep learning EPT re-
construction followed by a 3D CSI-EPT reconstruction facilitates a better generaliza-
tion, since CSI-EPT introduces data consistency, while a DL-EPT initialization would
be more beneficial than a conventional Helmholtz-based initialization for CSI-EPT.

Chapter 5 compares different 3D CSI-EPT strategies, among one contains total-
variation regularization and investigates the effects of a large number of simulated
error-sources such as noise, incident fields, initialization and domain truncation.
These insights are required to understand the origin and effect of errors, and to help
the step towards clinical application. An overview of the iterative structure of CSI-EPT
is provided as well

Chapter 6 introduces another novel reconstruction method, called transverse EPT
(T-EPT). In contrast to conventional Helmholtz-based EPT, this approach does not re-
quire spatial homogeneity of tissue structures and involves only first order derivatives,
resulting in better boundary conditions and improved noise robustness. Similar to 2D
CSI-EPT, the EPs are updated in an iterative fashion and the E-polarized field structure
typically present in the midplane of a birdcage radiofrequency coil is exploited to al-
low for fast reconstructions. However, T-EPT has the additional benefit that it does not
require knowledge of the incident fields.

Chapter 7 reviews a large number of available analytical EPT approaches in a
methodological way and harmonizes them in a single type of formulation. This gives
insight into what their data requirements are and how they act on the data.

Chapter 8 finally presents a summary and discusses the previous chapters.
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