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English Summary

Learning from small data sets in machine learning is a crucial challenge, especially
when dealing with data imbalances and anomaly detection. This thesis delves
into the challenges and methodologies of learning from small datasets in machine
learning, with a particular focus on addressing data imbalances and anomaly detec-
tion. It thoroughly explores various strategies for effective small dataset learning
in ML, examining both existing approaches and introducing novel techniques. The
research pivots around two key questions: firstly, it investigates current methods
employed for learning from small datasets in machine learning, and secondly, it
assesses the efficacy of batch normalization in enhancing model performance and
utilizing salient image segmentation as an augmentation policy in self-supervised
learning.

The thesis comprehensively reviews techniques for managing small datasets, in-
cluding data selection and preprocessing, ensemble methods, transfer learning,
regularization techniques, and synthetic data generation. A critical examination
of batch normalization reveals its significant role in improving training time and
testing errors for minority classes in highly imbalanced datasets. The study also
demonstrates that utilizing salient image segmentation as an augmentation policy
in self-supervised learning substantially improves representation learning. This
improvement is particularly evident in the context of downstream tasks such as
image segmentation, highlighting the effectiveness of this technique in enhancing
model performance.

In summary, this study contributes to the field of machine learning by exploring
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strategies for learning from small datasets. It offers a detailed analysis of batch
normalization, highlighting its potential in improving performance for minority
classes in imbalanced datasets. Additionally, the study introduces salient image
segmentation as an augmentation policy in self-supervised learning, showing its
effectiveness in tasks like image segmentation. These findings provide a solid
foundation for further research in small sample learning and present practical
insights for machine learning practitioners working with limited data.
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