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Chapter 1

Introduction

1.1 Background

Machine Learning (ML) and Deep Learning (DL) have proven to be powerful tools
for solving complex real-world problems. These techniques have been applied to
a wide range of domains, including speech recognition, computer vision, natural
language processing, recommendation systems and more. However, the performance
of these models relies heavily on the availability of large amounts of annotated data,
which is often a key barrier for companies to adopt machine learning. Labeling
data gets expensive, and the difficulties of sharing and managing large datasets
for model development make it a struggle to get machine learning projects off the
ground in practical applications.

Labeled data is a group of samples that have been tagged with one or more labels.
After obtaining a labeled dataset, machine learning models can be applied to the
data so that new, unlabeled data can be presented to the model and a likely label
can be guessed or predicted for that piece of unlabeled data. When the amount of
available labeled data is limited, ML models tend to overfit on the training data,
leading to poor generalization performance on unseen data whereas human can
learn new concepts with just a few example and can often generalize successfully
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from just a single example. This is particularly problematic in fields where data
collection is time-consuming and expensive, such as medicine and biology. In
these domains, the limited availability of labeled data restricts the development of
powerful models that can provide meaningful insights and predictions.

In addition to the challenges associated with small datasets, ML models also face
the problem of imbalanced data. Imbalanced data refers to a scenario in which
the number of observations belonging to one class is significantly lower than those
belonging to the other classes. This is a common problem in business contexts
where accurate prediction is crucial, such as detecting fraudulent transactions,
identifying rare diseases, and predicting customer churn. Standard ML algorithms
may not produce accurate results when applied to imbalanced datasets, as they
are designed to reduce error rather than consider the class distribution or balance
of classes.

In short, imbalanced data concept refers to the situation where the number of
examples from each class in a dataset is highly imbalanced. This can lead to biased
models that perform poorly on the underrepresented class. Anomaly detection is
another important challenge associated with small datasets, where the goal is to
identify data instances that deviate from the normal behavior.

In order to overcome these challenges, various approaches have been proposed to
effectively learn from small datasets in ML. These include data selection and pre-
processing, incorporating domain, prior and context knowledge, ensemble methods,
transfer learning, parameter initialization, loss function reformulation, regulariza-
tion techniques, data augmentation, synthetic data generation, and more. The
use of these techniques enables the development of models that are capable of
effectively learning from limited amounts of data and generalizing to unseen data.

1.2 Objectives

The main objective of this dissertation is to explore various approaches for effectively
learning from small datasets in ML, and to address the challenges of imbalanced
data and anomaly detection. This will contribute to the development of more
robust and efficient models that can be applied to a wide range of real-world
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problems where the availability of labeled data is limited. The specific objectives
are as follows:

• To identify and analyze the problems associated with small datasets and how
they affect the performance of ML models.

• To review and evaluate different techniques for handling small datasets,
including data selection and preprocessing, incorporating prior knowledge,
and the use of ensemble methods.

• To examine transfer learning and how it can be used to tackle small data
problems.

• To investigate various optimization techniques, such as parameter initializa-
tion and loss function reformulation, and how they can be used to improve
the performance of ML and DL models on small datasets.

• To study regularization techniques and how they can be used to prevent
overfitting in ML and DL models.

• To explore data augmentation and synthetic data generation as potential
solutions for small dataset problems.

• To evaluate the performance of self-supervised, semi-supervised, and unsu-
pervised learning techniques on small datasets.

• To investigate the potential of using physics-informed neural networks, meta
learning, and active learning to handle small data problems.

• To analyze the problem of imbalanced data and how it can be addressed in
small sample settings.

• To examine the challenges of anomaly detection as a small data problem and
potential solutions.

The proposed research will provide a comprehensive overview of the challenges and
solutions associated with learning from small datasets in ML, and will contribute
to the development of more effective and efficient models for this task.
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1.2.1 Research Questions

RQ1 (Chapter 3) What are the current methods and techniques used to effectively
learn from small datasets in Machine Learning and overcome the challenges
posed by small data and extreme imbalance?

RQ2 (Chapters 4 ) Being one of the most effection regularization technique, how
does adding a batch normalization layer just before the softmax output layer
in modern CNN architectures affect the training time and test error for
minority classes in highly imbalanced datasets, and what is the impact of
this technique on the overall performance of the model in terms of recall for
the minority class?

RQ3 (Chapters 5 ) How does the use of salient image segmentation as an augmen-
tation policy in Self-Supervised Learning (SSL) impact the representation
and generalization capabilities of images in downstream tasks such as image
segmentation, and how does this method compare to other commonly used
augmentation policies in SSL?

1.3 Outline of the Dissertation

Chapter 3 provides an overview of the challenges that arise in machine learning
when dealing with small data. It starts by discussing the problem of overfitting
and generalization, and how they can be mitigated when the data is limited.
Then, the chapter delves into the various approaches that have been proposed
to effectively learn from small datasets. Handling small data includes a detailed
discussion of various techniques that can be used to overcome the limitations
posed by small datasets. These techniques are grouped under several headings,
such as data selection and preprocessing, incorporating domain, prior, and context
knowledge, ensemble methods, transfer learning, parameter initialization, loss
function reformulation, regularization techniques, data augmentation, synthetic
data generation, problem reduction, optimization techniques, and more.

This chapter also includes a discussion of the various approaches that have been
proposed to tackle small data problems, with a focus on how they can be used
to effectively learn from limited amounts of data. These approaches include, but
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are not limited to, using physics-informed neural networks, unsupervised learning
techniques, semi-supervised learning, self-supervised learning, zero-shot, one-shot,
and few-shot learning, meta-learning, harnessing model uncertainty, active learning,
self-learning, multi-task learning, symbolic learning, hierarchical learning, and
knowledge distillation based learning.

Chapter 4 covers the problem of learning from data that is highly skewed towards
one class, and the various techniques that have been proposed to mitigate this
problem. This chapter mainly focuses on the impact of batch normalisation on
learning from small datasets. It provides experimental evidence of the positive
impact of adding an additional batch normalisation layer just before the softmax
output layer on reducing the training time and test error for minority classes in
a highly imbalanced dataset. The results show that this approach can lead to a
significant improvement in the performance of the model, particularly when a high
recall is desired for the minority class.

Chapter 5 focuses on the impact of self-supervised learning on learning from
small datasets. The chapter provides experimental evidence of the positive impact
of using salient image segmentation as an augmentation policy in self-supervised
learning, when the downstream task is image segmentation. The results indicate
that using this augmentation policy leads to better image representations, as
compared to using default augmentations or no augmentations at all. The chapter
concludes with a discussion of the potential of self-supervised learning in mitigating
the limitations posed by small datasets.

1.4 Author’s Contributions

The main contributions of the author of this dissertation are the following:

[1] Veysel Kocaman, Ofer M Shir, and Thomas Bäck. Improving model accuracy
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10411. IEEE, 2021.

[2] Veysel Kocaman, Ofer M Shir, and Thomas Bäck. The unreasonable effec-
tiveness of the final batch normalization layer. In International Symposium
on Visual Computing, volume 13018, pages 81–93. Springer, 2021.
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