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A B S T R A C T 

The Laser Interferometer Space Antenna (LISA) will unveil the non-transient gra vitational wa v e sk y full of inspiralling stellar- 
mass compact binaries within the local universe. The Large Magellanic Cloud (LMC) is expected to be prominent on the LISA 

sky due to its proximity and its large population of double white dwarfs (DWD). Here, we present the first dedicated study 

of the LMC with gravitational wave sources. We assemble three LMC models based on: (1) the density distribution and star 
formation history from optical wavelength observations, (2) a detailed hydrodynamic simulation, and (3) combining the two. 
Our models yield a hundred to several hundred detectable DWDs: indeed, the LMC will be a resolved galaxy in the LISA sky. 
Importantly, amongst these we forecast a few tens to a hundred double de generate superno vae type Ia progenitors, a class of 
binaries which have never been unambiguously observed. The range in the number of detections is primarily due to differences in 

the LMC total stellar mass and recent star formation in our models. Our results suggest that the total number, periods, and chirp 

masses of LISA sources may provide independent constraints on both LMC stellar mass and recent star formation by comparing 

LISA observations with the models, although such constraints will be highly model-dependent. Our publicly available model 
populations may be used in future studies of the LMC, including its structure and contribution to LISA confusion noise. 

Key w ords: gravitational w aves – binaries (including multiple): close – white dwarfs – Magellanic Clouds – galaxies: stellar 
content. 
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 I N T RO D U C T I O N  

he milli-Hertz frequency band offers an opportunity to study
ersistent non-transient gravitational wave (GW) sources such as
nspiralling stellar-mass compact object binaries in the local universe.
pace-based GW observatories like the European Space Agency-led
aser Interferometer Space Antenna (LISA, Amaro-Seoane et al.
017 , see also TianQin Luo et al. 2016 and Taiji Ruan et al. 2018
issions) in the 2030s will detect such sources in abundance (for a

e vie w see Amaro-Seoane et al. 2022a ). In particular, double white
warfs (DWD) – being the most common stellar binary remnants
will make it possible to map our Galaxy with GWs (Adams,

ornish & Littenberg 2012 ; Korol, Rossi & Barausse 2019 ; Wilhelm
t al. 2021 ; Georgousi et al. 2022 ). Next to the Milky Way, the Large
agellanic Cloud (LMC) will be the biggest and likely the only

xtended structure visible on the LISA sky (K orol, K oop & Rossi
018 ; Korol et al. 2020 ; Roebber et al. 2020 ). 
As the most massive satellite of our Milky Way, the Large
agellanic Cloud (LMC) is a prime science target for LISA. Its

lose proximity (at ∼50 kpc, Pietrzy ́nski et al. 2013 ; de Grijs,
icker & Bono 2014 ) allows the detection of DWD GW signals
ith LISA for periods shorter than ∼20 min (Korol et al. 2018 ).

n addition, the LMC is an active site of star formation (Harris &
aritsky 2009 ), which has been shown to have a critical effect on
 E-mail: michael.keim@yale.edu 
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he detectable DWD population (Korol et al. 2020 ). As a result, the
MC has been predicted to house ∼ O(10 2 ) LISA-detectable DWDs,

he most of any Milky Way satellite (Korol et al. 2020 ; Roebber
t al. 2020 ; possibly including a few – several double neutron star
inaries Seto 2019 ; Andrews et al. 2020 , Lau et al. 2020 ). GW
bservations will therefore extend studies of the LMC to stellar
opulations which are generally inaccessible with electromagnetic
bservatories (e.g. Rebassa-Mansergas et al. 2019 ). Still, earlier
tudies have neither explored the full range of observed LMC
tellar masses, nor the spatial distribution of the LMC that may
lay a rele v ant role gi ven its proximity (e.g. Storck & Church
022 , for double neutron stars in the Milky Way). Including such
actors and the star formation history inferred from electromagnetic
bservations will give a realistic picture of the LMC’s DWD
opulation and help us to understand LMC properties that LISA can
xplore. 

In this work we construct a realistic population of DWDs in the
MC and model their GW emission with the aim of expanding the
ISA science case to the Milky Way’s neighbourhood. We estimate

he number of DWDs detectable within the nominal 4 yr duration
f the mission and we show that our results strongly depend on
he assumed LMC star formation history and total stellar mass. The
ltimate goal is to determine whether LISA can spatially resolve
he LMC. In Section 2 we assemble various models of the DWD
opulation in the LMC. These are designed to provide different total
tellar masses, star formation histories, and spatial distributions of
tars. We populate these models with DWDs from a fiducial binary
© 2023 The Author(s) 
lished by Oxford University Press on behalf of Royal Astronomical Society 
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opulation synthesis simulation of Korol et al. ( 2020 ) and we model
WDs’ GW signals using the pipeline presented in Karnesis et al. 
 2021 ) to assess their detectability with LISA. In Section 3 we
escribe the resulting LMC binary populations detectable by LISA, 
nd we show how they can constrain overall LMC properties. Finally, 
iscuss our results in Section 4 . 

 M E T H O D S  

n this section, we first summarize LMC features known from 

lectromagnetic radiation that are rele v ant for our study. Next, we
onstruct three different LMC models: an observation-driven model 
‘Model 1’), a simulation-driven model (‘Model 2’), and a combined 
odel (‘Model 3’). We then populate our LMC models with DWDs 

rom a fiducial binary population synthesis simulation. Finally, we 
alculate the DWDs’ GW signals and e v aluate their detectability with
ISA. 

.1 The large magellanic cloud at electromagnetic wavelengths 

he LMC is part of the magellanic system consisting of the Large and
mall Magellanic Clouds (SMCs). It is linked to the SMC by a largely
aseous magellanic bridge, it is trailed by a gaseous magellanic 
tream, and extends towards the Milky Way via a gaseous leading arm 

Br ̈uns et al. 2005 ). The origin of these features has been attributed
o either strong interaction or collision between the LMC and SMC
Yoshizawa & Noguchi 2003 ; Besla et al. 2012 ), as have the LMC’s
ubdominant arms (Besla et al. 2016 ; Belokurov & Erkal 2019 ),
arping of the LMC’s disk (Choi et al. 2018 ; Mackey et al. 2018 )

nd central bar (Subramaniam 2003 ; Besla et al. 2012 ; Haschke,
rebel & Duffau 2012 ), the accretion of SMC stars onto the LMC

Olsen et al. 2011 ; Besla et al. 2012 ; De Leo et al. 2020 ), and the star
ormation activity of both the LMC and SMC (Yoshizawa & Noguchi 
003 ; Harris & Zaritsky 2009 ; Indu & Subramaniam 2011 ). 
A wide array of studies has been dedicated to constraining the 

MC mass. Estimates from mass-to-light ratio suggest stellar masses 
f 1.5 × 10 9 M � (McConnachie 2012 ) to 2.7 × 10 9 M � (van der
arel et al. 2002 ), whereas rotation curve modelling suggests a 

eutral gas mass of 5.2 × 10 8 M � and a stellar population mass
f 2.0 × 10 9 M � within a radius of 4 kpc (Kim et al. 1998 ). The
MC’s dark matter dominated total (or dynamical) mass has been 
stimated using kinematics of stars (Schommer et al. 1992 ; Kim et al.
998 ; van der Marel & Kallivayalil 2014 ; Cullinane et al. 2020 ; Wan
t al. 2020 ) and its interaction with surrounding galaxies and stellar
treams (Kalli v ayalil et al. 2013 ; Pe ̃ narrubia et al. 2016 ; Laporte et al.
018 ; Shao et al. 2018 ; Erkal et al. 2019 ; Erkal & Belokurov 2020 )
ith estimates arriving up to 3.1 × 10 11 M �. The LMC is an active

opic of research and investigations have so far ultimately relied on 
lectromagnetic observations only. With this paper we start exploring 
Ws as a promising avenue for synergistic and independent studies 
f the LMC’s mass content and star formation history, whose results
ould be based on completely different selection effects. 

.2 Large magellanic cloud models 

odel 1: obser v ation dri v en. We first consider an observation
riven model based on Harris & Zaritsky ( 2009 )’s analysis of the 20
illion LMC stars observed by the Magellanic Clouds Photometric 
urv e y (Zaritsk y et al. 2004 ). To derive a star formation history, the
uthors generate artificial colour-magnitude diagrams corresponding 
o stellar populations with 16 different ages between 6.3 Myr and 
5.8 Gyr, sampled in log-space. They then fit these as a weighted
um to o v er a thousand different two-dimensional (2D) sk y re gions
f the LMC (see Fig. 4 of Harris & Zaritsky 2009 ). Since they apply
 completeness correction in order to account for faint, unobserved 
tars, the resulting fit represents not only the star formation history,
ut also the o v erall mass distribution as well. 

First, for each 2D sky region, we fit the star formation history
ith a spline and apply a global normalization factor so that the

esulting star formation rate represents that of main-sequence, main- 
equence (MS + MS) binaries which are the progenitors of DWD
inaries. Such systems have initial MS binary components with 
anging from 0.14 M � to 11 M �, though these masses will evolve
ubsequent to the zero age main sequence due to stellar processes
nd binary interactions resulting in mass loss and mass transfer. 
nalytically, this normalization constant c is obtained by solving 

 

1376 ∑ 

i= 1 

∫ t f = 0 Gyr 

t 0 = 10 Gyr 
SFR i ( t) dt = 

N ∑ 

j= 1 

M MS + MS ,j , (1) 

here 1376 is the total number of regions in Harris & Zaritsky ( 2009 ),
FR i is the region i ’s spline-fit star formation rate, M MS + MS, j is the

nitial mass of each MS + MS progenitor binary, and N is the total
umber of binaries. Given that most LMC stars were born in the last
0 Gyr with earlier times being largely quiescent (e.g. Butcher 1977 ;
arris & Zaritsky 2009 ; Ruiz-Lara 2019 ), on the left hand side of

quation ( 1 ) we integrate in lookback time from t 0 = 10 Gyr until
he present day t f = 0 Gyr. The density distribution of binaries across
he LMC regions is then determined based on each 2D sky region’s
otal mass in binaries, 

 i = 

∫ t f = 0 Gyr 

t 0 = 10 Gyr 
c SFR i ( t ) dt . (2) 

e assign formation times by dividing the total masses of binaries by
he rele v ant region’s spline-fit star formation rate and adv ancing in
ime by � t = M MS + MS, j /SFR i ( t ). To account for periods of quiescence
n a region which would make � t an o v er estimate, if � t exceeds
00 Myr we instead e v aluate the formation time o v er finite time
teps dt , continually recalculating dm k = SFR i ( t k ) × dt until reaching
 

dm i = M MS + MS, j . 
Since the mass distribution found by integrating LMC regions only 

ccounts for 2D sky distribution, to find the distance from the Sun
e adopt a Hernquist potential (Hernquist 1990 ). We consider the

ransform (e.g. Weinberg & Nikolaev 2001 ) 

 = − cos ( δ) sin ( α − αLMC ) d 

 = [ sin ( δ) cos ( δLMC ) − sin ( δLMC ) cos ( δ) cos ( α − αLMC ) ] d 

z = d LMC − [ sin ( δ) sin ( δLMC ) + cos ( δ) cos ( δLMC ) cos ( α − αLMC ) ] d 

(3) 

o convert right ascension (RA) α, declination (DEC) δ, distance d
oordinates to the ( x , y , z) frame for the LMC, where ( αLMC , δLMC ,
 LMC ) is set to (80 ◦, −69 ◦, 50 kpc ). The distance to the equatorial
lane ( z = 0) for each LMC region is then given by 

 z= 0 = 

d LMC 

sin ( δ) sin ( δLMC ) + cos ( δLMC ) cos ( δ) cos ( α − αLMC ) 
. (4) 

or a region with a given (RA, DEC), equations ( 3 ) and ( 4 ) give the
orresponding ( x , y ) coordinates of that region’s binaries. Binaries are
hen assigned a z value in the interval [ −4, 4] kpc using a Hernquist
rofile, taking the mass density as a probability density so that 

 ( z) ∝ 

{
r −1 ( z) × ( r( z) + r hern ) −3 for r( z) > r min , 

r −1 
min × ( r min + r hern ) −3 for r( z ) ≤ r min , 

(5) 
MNRAS 521, 1088–1098 (2023) 
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M

Figure 1. Top panels: Model 1 (the observation driven model)’s spatial distribution of binaries on the sky (RA, DEC; left) and along the line-of-sight (distance, 
DEC; right). Binaries are matched to the regions of Harris & Zaritsky ( 2009 ) based on each re gion’s observ ed star formation history, which are normalized so 
that integration gives the total mass of MSMS progenitors that should be assigned to each region. Binaries then adopt the sky location of their associated region. 
Distance is assigned based on a Hernquist distribution. Bottom panels: spatial distribution of binaries on the sky (RA, DEC; left) and along the line-of-sight 
(distance, DEC; right) for Models 2 and 3, the simulated and combined models. Distance and sky location are assigned based on stellar particles from the 
simulation of Lucchini et al. ( 2020 ). For all panels colour is indicative of local binary density with yellow corresponding to high density and blue corresponding 
to low density. 
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here r min = 0.1 kpc, r hern is taken as 2 kpc to reflect the full-
idth-at-half-maximum of the distribution of Cepheid variable stars

Jacyszyn-Dobrzeniecka et al. 2016 ), and r( z) = 

√ 

x 2 + y 2 + ( z) 2 .
inally, we invert equation ( 3 ) to find a binary’s final, deprojected
oordinates. 

The distribution of binaries on the sky based on 2D sky regions,
s well as the distribution along the line of sight following equation
 5 ), is given in top panels of Fig. 1 . We note that this simplistic
patial distribution lacks small scale LMC features (cf. Section 2.1 ).
n addition, the symmetric z-axis limits our examination of how LISA
ay utilize DWD distance to probe the LMC structure, especially

rucial as lack of dust extinction makes GW ideal for such a purpose.
t is therefore useful to consider a model with a more sophisticated
patial distribution as explored in the following section. 

Model 2: simulation dri v en . To obtain a more realistic spatial
istribution that includes characteristic LMC structural features and
 realistic stellar distribution along z-axis, we utilize the N-body
ydrodynamical simulation of Lucchini et al. ( 2020 ). It models
NRAS 521, 1088–1098 (2023) 
he entire magellanic system including both LMC and SMC, the
agellanic bridge, the magellanic stream, and the leading arm. This

imulation consists of ∼6.5 × 10 5 particles; their spatial distribution
rojected on the sky is shown in Fig. 1 (bottom panels). We highlight
hat the simulation clearly features a northern arm, and its central bar
as the same characteristic warp as disco v ered by Subramaniam
003 . While this model does not perfectly replicate the LMC’s
tructure – e.g. having a northern arm that is closer to Earth than
he central bar (Jacyszyn-Dobrzeniecka et al. 2016 ) – it nevertheless
rovides a spatial distribution with detailed realistic features that
otentially can be probed with GW observations. 
We populate the model LMC by assigning DWD binaries the ages

nd locations of the simulated stellar particles. We note that the bulk
f simulated particles are formed 6 Gyr ago, which represents the
tarting point of Lucchini et al. ( 2020 )’s simulation. For DWD in
hese older particles we randomly assign a formation time between 0
nd 4 Gyr. In this way we obtain an alternative star formation history

art/stad554_f1.eps
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Figure 2. The DWD formation history for Model 1 (observation driven) in 
blue, Model 2 (simulation driven) in grey, and Model 3 (combined) in orange. 
The y -axis represents the cumulative fraction of the total DWD population 
emitting in the LISA frequency band today as they formed over time in the 
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a constant star formation history as dashed black line (see Fig. A1 for the 
historic star formation rate). 
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Model 3: combined. For a final, ‘combined’ model, we use 
he best features of the previous two models: the data-driven star
ormation history of Model 1 and the spatial distribution from Model 
. To achieve this in practice, we match each particle simulation 
article of Lucchini et al. ( 2020 )’s simulation to the nearest 2D sky
egion in Model 1 (cf. fig. 4 of Harris & Zaritsky 2009 ) and adopt its
tar formation history. In this way, we keep the detailed structure of
he LMC seen in bottom panels of Fig. 1 , but end up with a temporal
istribution that is in agreement with electromagnetic observations. 

.3 Double white dwarfs synthetic population 

e employ a synthetic collection of DWDs from Korol et al. 
 2020 ) generated using the SEBA stellar and binary evolution module
Portegies Zwart & Verbunt 1996 ; Nelemans et al. 2001 ; Toonen,
elemans & Portegies Zwart 2012 ). Amongst their models we use the
ne with a fixed binary fraction of 50 per cent and a fixed metallicity
 = 0.001. Although LMC stars present a range of metallicities, Korol
t al. ( 2020 ) showed that this assumption has only a moderate effect
n the number of LISA DWD detections in Milky Way satellites. Note 
hat by using a fixed binary fraction we neglect a potential correlation
etween the metallicity and primordial binary fraction that has been 
ound in the Solar neighbourhood (Badenes et al. 2018 ; El-Badry &
ix 2019 ; Moe, Kratter & Badenes 2019 ). 
As the next step of our modelling, we adapt binaries’ parameters 

as provided by SEBA ) to resemble LMC’s star formation history and
patial distribution. Specifically, we use the DWD formation time, 
.e. the time it takes to turn both main sequence stars in the binary
nto white dwarfs, the orbital separation at DWD formation, and the 
hite dwarf masses. First, to account for the LMC stellar mass of
O(10 9 ) M �, we scale up our DWD population. We estimate the

umber of binaries injected in each LMC model based on the total
tellar mass M � by linearly re-scaling the synthetic collection by 

 DWD = 

M � 

M SeBa 
N DWD , SeBa , (6) 

here N DWD , SeBa is the number of DWDs in the synthetic population 
nd M SeBa is the total simulated population mass. We consider 
everal LMC mass estimates in the range between 1.5 × 10 9 M �
nd 3.0 × 10 9 M � (Kim et al. 1998 ; van der Marel et al. 2002 ;
cConnachie 2012 ). Second, we employ our three alternative LMC 

odels to assign sky locations and distances to synthetic DWDs. 
hird, we assign DWD ages according to the models’ star formation 
istory . Lastly , we adjust binaries’ orbital separation to reflect energy
oss from GW emission since the binaries first became DWD until 
he present day. This step allows us to determine which binaries 
re emitting in the LISA band today and to exclude those that have
lready merged. We compute DWD present-day GW frequencies as 

 ( t ) = 

3 3 / 8 

2 9 / 8 π

(
96 

5 

)−3 / 8 (
G M 

c 3 

)−5 / 8 

( τmerge − t ) −3 / 8 , (7) 

here G is the gravitational constant, c is the speed of light, the
hirp mass M = ( m 1 m 2 ) 3 / 5 / ( m 1 + m 2 ) 1 / 5 with m 1 and m 2 being
he primary and the secondary white dwarf masses, and τmerge is the 
erger time calculated from the initial frequency at the time of DWD

ormation (e.g. Maggiore 2008 ). 
In Fig. 2 we summarize the obtained DWD formation histories 

n our three LMC models: observ ation dri ven (Model 1 in blue),
imulation driven (Model 2 in grey), and combined (Model 3 in 
range). We highlight a stark difference between the observation 
riven (Model 1) and simulation driven (Model 2) models. In the later,
WD formation is very steep up to ∼4 Gyr and negligible since. In
he former, the star formation rate trend is reversed: DWD formation
s shallow up to 6 Gyr followed by a significant grows in the last
 Gyr. In particular, a burst around 500–800 Myr ago is responsible
or a much larger young binary population. This is best seen with
ogarithmic spacing as given in Fig. A1 , and, along with a more
ecent burst ∼100 Myr ago is thought to correspond with interactions
ith the SMC (Gardiner & Noguchi 1996 ; Pietrzynski & Udalski
000 ; Yoshizawa & Noguchi 2003 ; Harris & Zaritsky 2009 ; Indu &
ubramaniam 2011 ; Besla et al. 2012 ). More quantitatively, we read
rom Fig. 2 that in Model 2 the DWD population reaches 90 per cent
lready at ∼4 Gyr, whereas in Models 1 and 3, which share the same
bserv ation dri ven star formation history, it reaches 90 per cent only
t 9 Gyr. This difference makes a significant impact on the size and the
roperties of the LISA detectable DWDs. As discussed in Korol et al.
 2020 ), recent star formation activity adds newly more massive short
eriod binaries to the LISA band that are also more easy to detect;
n old stellar populations more massive short period binaries have 
lready merged, whereas long period binaries have not yet evolved 
nto the LISA band. We also note a slight difference in the DWD
ormation histories of the combined model and observation driven 
odel. These arise because the number of binaries falling into the

ifferent LMC 2D sky regions is based on a different underlying
ass distribution. Thus, the various star formation pixels in Models 
 and 3 have a different weight in the overall star formation history. 

.4 Double white dwarfs detectability with laser interferometer 
pace antenna 

s the result of the methodology described so far, we obtain a
atalogue of ∼ O(10 6 ) LMC DWDs emitting in the LISA frequency
and. As the next step, we use the LISA data analysis pipeline
resented in Karnesis et al. ( 2021 ), based on an signal-to-noise
S/N) e v aluation using an iterative scheme for the estimate of
he confusion foreground generated by Milky Way’s GW sources 
see also Timpano, Rubbo & Cornish 2006 ; Crowder & Cornish
007 ; Nissanke et al. 2012 ). We use LISA’s instrumental noise
equirements defined in a technical note by LISA Science Study 
MNRAS 521, 1088–1098 (2023) 
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eam ( 2018 ). We set a LISA mission duration of 4 yr and an S/N
etection threshold of 7. 
The scheme begins with the generation of the signal measured

y LISA, by computing quasi-monochromatic waveform for each
WD and by projecting it on the LISA arms for a given duration
f the mission. Such a waveform can be fully determined by eight
arameters: amplitude A , frequency f , frequency deri v ati ve or chirp
 ̇, sky position ( θ , φ) in ecliptic heliocentric coordinates, orbital

nclination ι, polarization angle ψ , and initial orbital phase φ0 (e.g.
utler 1998 ). The first five parameters represent the outcome of our
odelling procedure (cf. Section 2.3 ), whereas the remaining three

re angular parameters that we assign randomly: ι is sampled from a
niform distribution in cos ι, whereas ψ and φ0 are sampled from a
at distribution. We compute the gravitational amplitude as 

 = 

2( G M ) 5 / 3 ( πf ) 2 / 3 

c 4 d 
, (8) 

nd the frequency deri v ati ve as 

 ̇= 

96 

5 
π8 / 3 

(
G M 

c 3 

)5 / 3 

f 11 / 3 . (9) 

For each binary in the catalogue, the pipeline then computes S/N
nd performs an Fisher information matrix (FIM) analysis in order
o estimate the accuracy of the parameter reco v ery. We recall that
IM for each reco v ered source can be e v aluated as 

F ij = 

( 

∂ h ( � θ) 

∂ θi 

∣∣∣∣∂ h ( � θ) 

∂ θj 

) 

∣∣∣∣∣� θ= 

� θtrue 

, (10) 

here h is the template of each signal, and � θ represents the waveform
arameter v ector. The inv erse of F ij yields the covariance matrix with
he diagonal elements being the mean square errors on each parameter
i , and the off-diagonal elements describing the correlations between

he parameters ρθi θj 
. We remark that errors derived via FIM analysis

re valid for relatively high S/N (e.g. Cutler 1998 ). Thus, we expect
hat in some cases the errors may be underestimated. A full Bayesian
arameter estimation is required to derive more realistic uncertainties
e.g. Buscicchio et al. 2019 ; Finch et al. 2022 ; Katz et al. 2022 ). 

 RESULTS  

.1 Number of detections 

ut of ∼ O(10 6 ) emitting in the LISA frequency band, we find
rom a few to several ∼ O(10 2 ) to be detectable with S/N > 7
ssuming 4 yr for the mission duration with 100 per cent duty
ycle (ho we ver see Amaro Seoane et al. 2022b ). Our results are
eported in Table B1 . All detected LMC DWDs have f > 1 . 7 mHz
orbital period < 20 min), which reflects LISA’s selection effects
ith frequency and distance (e.g. see Fig. 1 .1 of Amaro-Seoane

t al. 2022a ). Fig. 3 illustrates our results. In the top panel it shows
he trend for the total number of DWDs emitting in the LISA
and and the number of detectable ones with the LMC mass; in
he bottom panel it shows the break down of detectable DWDs in
ifferent categories (detached, interacting, and supernova type Ia
rogenitors, SNIa) for a fixed LMC mass of 2.7 × 10 9 M �. We
nd that the number of DWDs emitting in the LISA band primarily
cales with the LMC stellar mass, with a little difference between
ur LMC models. The number of detected DWDs across considered
MC models ranges between 119 and 543 (see Table B1 ). As we
eep DWD synthetic population fixed, differences in the number
f detections can be attributed to differences in the LMC stellar
NRAS 521, 1088–1098 (2023) 
ass and/or star formation history and/or spatial distribution within
he LMC. We next discuss the relative importance of these model
ngredients. 

It is immediately evident from Fig. 3 that the number of DWDs
total in the LISA band and detected) scale linearly with the assumed
MC stellar mass. For a fixed LMC mass, by comparing Models 1
nd 3 (i.e. models with the same star formation history but different
patial distributions), we can deduce that the spatial distribution alone
as a minor impact of less than 10 per cent. This is because the
MC’s size is still fairly small compared to its distance so that

e-distribution does not cause substantial differences. The largest
ariation (up to ∼60 per cent) in total number of detected binaries is
ue to different underlying star formation history. This is evident by
omparing Model 2 and Model 3. 

Our results reveal that up to 50–200 LISA detectable DWDs may
e in an interacting phase, with possible electromagnetic counterpart
ignals. Here we flag as ‘interacting’ those binaries in which one of
he two white dwarfs o v erfill its Roche Lobe as defined by (Eggleton
983 ) 

 RL = 

0 . 49 q 2 / 3 a 

0 . 6 q 2 / 3 + log (1 + q 1 / 3 ) 
, (11) 
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Figure 4. Cumulative distributions of errors for the LISA mission after 4 yr. There errors are estimated with the Fisher information matrix technique as part of 
the LISA data analysis pipeline of Karnesis et al. ( 2021 ). 
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here q = m 2 / m 1 is the mass ratio and a is the DWD orbital separation
erived from equation ( 7 ) using the Kepler’s law. Material extending
eyond this tear drop shaped gravitational equipotential is not bound 
o its white dwarf and mass transfer with the binary partner may
ccur, potentially impacting the GW signal. From this point onwards, 
t is yet unclear if the system onsets a stable mass transfer or merges
e.g. Marsh, Nelemans & Steeghs 2004 ; Shen 2015 ; Tauris 2018 , and
maro-Seoane et al. 2022a for a re vie w). Thus, we do not attempt to
odel further the evolution of these systems in the present work. 
Importantly, amongst detected DWDs 25–125 (including both 

etached and interacting) have chirp masses > 0.6 M �. This chirp
ass threshold corresponds to an equal mass binary with a total mass

xceeding the Chandrasekhar limit. When such binaries merge, they 
ay result in SNIa explosions (e.g. Webbink 1984 ), although an 

lternative outcome may be an accretion-induced collapse resulting 
n a neutron star (e.g. Nomoto & Iben 1985 ; Shen et al. 2012 ). 

.2 Estimated laser interferometer space antenna measurement 
rrors and association with the large magellanic cloud 

ig. 4 gives the cumulative distribution of estimated LISA errors 
sing the FIM technique for frequenc y, frequenc y deri v ati ve, GW
mplitude, chirp mass, distance, and sky position. Since at the LMC
istance LISA can only access DWDs with f > a few mHz, frequency,
requency deri v ati ve, and GW amplitude across the whole sample
an be measured, which makes it possible to constrain binaries 
hirp masses and distances [cf. equations ( 8 ) and ( 9 )]. We also note
hat sky location is remarkably well constrained, with half of the
ample having localization errors of σ� < 0 . 2 deg 2 . Using Bayesian
echniques for the binary parameter estimation Roebber et al. ( 2020 )
ound that high frequency DWDs in Milky Way satellites can have
mall sky localization uncertainty, which improves exponentially 
ith increasing GW frequency (or equi v alently period). Ho we ver,
ncertainties in distance measurements have no such dependence. 
ndeed, half of the sample in Fig. 4 have completely unconstrained
istances because of the large errors on GW amplitude. This means
hat for the majority of LMC DWDs, error bars on the distance will
e larger that the LMC physical size. 
Detected DWD binaries can be associated with the LMC because 

f the small errors on the sky position ( < a few deg 2 ) compared to the
ngular size of the galaxy ( ∼10 deg) and because of its location in a
parsely populated part of the sky away from the Galactic plane. We
uantify the probability of contamination by the (foreground) Milky 
ay DWDs by following Roebber et al. ( 2020 , see their Section 4).

hey make use of the Milky Way (disc + bulge) DWD population
rom Korol et al. ( 2019 ) and include a stellar halo generated with
 single burst star formation history (SFH), a power law density
istribution according to Iorio et al. ( 2018 ), and a total mass of
.4 × 10 9 M � (e.g. Mackereth et al. 2019 ). They find that this
ilky Way foreground model yields ∼1 DWD/deg 2 in the sky region
MNRAS 521, 1088–1098 (2023) 
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M

Figure 5. Distributions of orbital periods (left) and chirp masses (right) of LMC DWD with S/N > 7. As before we use blue colour for Model 1, grey for 
Model 2, and orange for Model 3. Error bars represent the minimum and maximum of each histogram bin in 100 realizations wherein periods (chirp masses) 
are drawn from a normal distribution based on σ P, i ( σM , i ) computed with Fisher information matrix. Vertical dashed lines indicate the mean of the respective 
distributions. 
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ccupied by the LMC. Thus, with this foreground density and an
v erage sk y localization error of 0.2 de g 2 , as estimated in this study,
e obtain 0.2 contamination foreground sources or a typical false

larm probability of ∼0.01. We note that this result is frequency
ependent: at lower (higher) frequencies, the sky localization gets
orse (better) and as a consequence the false alarm rate increases

decreases). In addition, Roebber et al. ( 2020 ) point out that the
ituation may be further complicated by the fact that the LMC
s located at the ecliptic pole, where LISA suffers by a partial
e generac y in the LISA response. This may result in a larger
oreground due to the presence of Milky Way DWDs at the other
cliptic pole. Naturally, for binaries with precise distance estimates
he associations will be robust. 

.3 Parameter distributions of detectable double white dwarfs 

n Fig. 5 we compare the distribution of detectable binary orbital
eriods and chirp masses for our LMC models. Error bars in Fig. 5 are
stimated by taking the minimum and maximum of each histogram
in in 100 realizations, wherein each binary period/chirp mass are
rawn from a normal distribution with a mean at the true period
nd a standard deviation set by the period/chirp mass uncertainty
cf. Section 3.2 ). We note that the error bars associated with the
MC DWD orbital period distribution (left panel) are very small
ecause GW frequencies are very well constraint with σ f / f < 10 −6 

or all binaries. From the comparison, it is clear that distributions
f DWD orbital periods and chirp masses are similar in Model
 and Model 3, whereas Model 2 differ from the other two. The
imilarities/differences can be attributed to similarity/differences in
he star formation histories. Recall that Models 1 and 3 have similar
tar formation histories but different spatial distributions, whereas

odel 2 has a different star formation history and shares the same
patial distribution as Model 3. In Model 2 the majority of DWD
s formed within the first 4 Gyr, whereas the majority of DWDs in

odels 1 and 3 formed is the last 4 Gyr (cf. Fig. 2 ). In addition,
100 detectable binaries in Models 1 and 3 became DWD just a

ew Myr ago – a truly ‘fresh’ stock. This result reflects how period
hortening through GW emission is a poor source of LISA-detectable
inaries compared to the direct formation at low orbital period. In
ther words, it is more efficient to freshly populate the LISA band
NRAS 521, 1088–1098 (2023) 
ith newly born milli-Hz binaries than with old binaries that slowly
horten their period enough to be bright source in LISA. 

In Fig. 5 we also show the mean values of the respective
istributions as dashed vertical lines, which fall at longer DWD
rbital periods for Model 1 and Model 3 ( ∼8.5 min) and larger chirp
asses ( ∼0.49 M �) compared to Model 2 ( ∼7.7 min and ∼0.44 M �,

espectively). In particular, we highlight that even a small difference
f ∼0.7 min is well constrained by LISA considering that the largest
elative error on the DWD orbital period across all three models
s of 0.025 ms. To give a more robust evidence that this lower
elative period distribution is statistically meaningful, we apply a
wo sample Kolmogoro v–Smirno v (KS) test which seeks to quantify
he differences between two populations and to ascertain if they
riginated from the same probability distribution. We find that the
ifference between Model 1/Model 3 and Model 2 distribution is
ignificant at the 0.005 level. Although, the chirp masses for the LMC
WDs will be o v erall well constrained (with the largest fractional
rror of 0.3), the average error is comparable to the difference
etween the means of the chirp mass distributions. Still, the KS
est confirms that the chirp mass distribution are different at 0.001
ignificance level. 

.4 Investigating constraints on the large magellanic cloud 

tellar mass 

ig. 3 clearly shows that the number of detectable DWDs is linearly
ependent on the LMC’s total stellar mass. Indeed, by performing a
inear regression we find that our three models are well fit by 

 M1 ≈ 195 

(
M � 

10 9 M �

)

 M2 ≈ 74 . 2 

(
M � 

10 9 M �

)

 M3 ≈ 184 

(
M � 

10 9 M �

)
(12) 

here N M i is the number of detectable DWD as a function of the
MC stellar mass M � . Note that the intercepts are approximately
ero because zero LMC mass yields no DWDs. The coefficient of
etermination for each model takes on values that are reasonably
lose to 1 ( ∼0.97, 0.75, and 0.97 for Models 1, 2, and 3, respectively)
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uggesting the relationship is indeed linear. We o v erplot these results
s dashed lines in Fig. 3 . 

We can now exploit this linear dependence between the number 
f LISA detectable DWDs and the LMC mass, and reverse-engineer 
ur modelling to infer what stellar mass is required to generate the
observed’ number of DWD with LISA. Using as the study case of

ilky Way satellite galaxies, Korol et al. ( 2021 ) showed that this
an be done in analogy with simple stellar populating models widely 
sed for estimating the stellar mass of galaxies based on their total
ight (e.g. Tinsley & Gunn 1976 ; Bruzual 1983 ; Maraston 1998 ).
sing the same fiducial binary population synthesis model as in our 
ork, they constructed a Bayesian inference scheme considering the 
umber of detected (detached) DWDs associated with the satellite 
nd the measured distance to the satellite as the only two input
arameters. The authors demonstrated that counting the number of 
ISA sources in a satellite provides a measurement of its stellar
ass. Even when the number of detections in a (known) satellite is

ero, it is still possible to place an upper limit on the satellites mass
sing the same argument. We highlight that such an inference scheme 
eco v ers the ‘true’ LMC mass and gives smaller errors whefn the star
ormation history used for the inferences coincides with the ‘true’ 
ne. Here, we employ the same inference method as in Korol et al.
021 using a constant star formation history, which is different from
tar formation histories considered here to model the LMC. Korol 
t al. 2020 predict that a constant star formation history for a total
tellar mass of 2.7 × 10 9 M � would yield ∼235 LISA detectable 
WDs. When comparing DWD formation histories in Fig. 2 and our 

esults in Table B1 , not surprisingly this number falls in between
hat based on Model 2 (with no recent start formation) and that of

odels 1 and 3 (with active star formation at recent times). We apply
 Gaussian prior on DWD distances ( μ = 49.21 kpc and σ = 35 kpc),
 flat prior for the LMC mass in the range 

[
10 6 −10 10 

]
M � and a flat

rior for the LMC age in the range [ 1 −10 ] Gyr. We plug in the
umber of detected binaries estimated with Models 1, 2, and 3 for
he true LMC mass of 2 . 7 × 10 9 M � (cf. Table B1 ). 

We reco v er the LMC mass of 3 . 01 + 0 . 4 
−1 . 1 × 10 9 M � based on the

umber of detections generated by Model 1, 0 . 7 + 0 . 19 
−0 . 25 × 10 9 M � based

n Model 2, and 2 . 7 + 0 . 39 
−1 . 0 × 10 9 M � based on Model 3. In Fig. 6 we

how the obtained posterior distribution for the LMC stellar mass, 
hereas the LMC age remains an unconstrained parameter. Fig. 6 

eveals that even using ‘incorrect’ constant star formation history 
ssumption, which is close enough to the ‘true’ one as for the case
f Model 1 and Model 3, we can reco v er the LMC mass within 1 σ . 

 DISCUSSION  A N D  C O N C L U S I O N S  

n this work we assembled a realistic population of DWD binaries for
 range of LMC stellar masses. We used a fiducial DWD synthetic
odel from Korol et al. ( 2020 ) based on binary population synthesis

imulations of Toonen et al. ( 2012 ) computed with the SEBA code.
hese binaries were injected in three different LMC models con- 
eived to test the effect of different star formation models and spatial
istributions of stars on on the size and properties of LISA detectable
WD population. In Model 1 we assigned synthetic DWD binaries 
ges and positions based on the completeness-corrected regional star 
ormation histories of Harris & Zaritsky ( 2009 ). This model provides
n observation based star formation history, but because it uses sky-
rojected 2D stellar density distribution it lacks small-scale LMC’s 
istinct features. To account for this later deficiency and to probe 
hether LISA can spatially resolve the LMC structure, in Model 
 we employ the N-body hydrodynamical simulation of Lucchini 
t al. ( 2020 , see bottom panels of Fig. 1 ). In addition to the spatial
istribution of the simulation particles we also make use of the their
ass and ages, which provides us with an alternative (simulation 

riven) star formation history to that of Model 1. In Model 3 we
ombined the most realistic features of the previous two models: 
bservation based star formation history from Model 1 and spatial 
istribution of stars from Model 2. For all three models we then
ompute how many DWD could be detected by LISA o v er a 4 yr
ission and how well we could constrain their parameters. Our main
ndings can be summarized as follows. 
LISA will be able to detect from a hundred to several hundred

WDs in the LMC. These include both detached and accreting 
ystems. In this study we do not provide a detailed modelling of
he accreting DWD systems; thus, we cannot confidently state if they
stablish a stable of mass transfer or merge. Even when we consider
etached DWDs only, our most realistic LMC model (Model 3) 
ields from 159 to 357 LISA detections. This means that the LMC
ill stand out as an extended and spatially resolved structure on the
ISA’s GW sky. 
Importantly, LISA will provide scores of double degenerate SNIa 

rogenitors, extremely challenging to find with electromagnetic 
elescopes. Our estimates range from 25 to 125 detectable SNIa 
rogenitors. To quote these numbers we arbitrary define as SNIa pro-
enitor a DWD with M > 0 . 6 M �, which corresponds to an equal-
ass binary exceeding the Chandrasekhar mass limit. Although our 
NIa progenitor definition is o v ersimplified, it suggests that LISA
ill play a crucial role in understanding SNIa double-degenerate 

ormation channel. SNIas are useful as a standard candles to measure
osmological distances (Riess et al. 1998 ; Perlmutter et al. 1999 ),
nd therefore a number of works have explored the role of DWDs in
otal SNIa merger rates (Badenes & Maoz 2012 ; Maoz, Badenes &
ickerton 2012 ; Toonen et al. 2012 ; Claeys et al. 2014 ; Maoz,
allakoun & Badenes 2018 ; Toonen, Perets & Hamers 2018 ) as
pposed to other SNIa formation channels such as those re vie wed in
ivio & Mazzali ( 2018 ). While identifying double degenerate SNIa
rogenitors can help in determining their contribution to the SNIa 
erger rate, no previously observed stellar system have been robustly 

onfirmed to be such a progenitor (Rebassa-Mansergas et al. 2019 ).
MNRAS 521, 1088–1098 (2023) 
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ur results show that LISA will be fundamental in disco v ering SNIa
rogenitors not only within our own Galaxy, but also in a completely
if ferent lo wer metallicity and actively star-forming environment as
hat of the LMC. 

We demonstrate that while the number of LISA detections is
inearly dependent on the LMC total stellar mass, it is also sensitive
o recent star formation activity (cf. Fig. 3 ). This can be deduced
hen comparing Model 1 and Model 3 (with recent star formation)

o Model 2 (with most of DWDs being formed at early times). We
nd that Model 1 and 3 generate 1.8–2.8 times more LISA detectable
WDs than Model 2. In particular, a large fraction of this difference
omes from binaries formed ∼ O(10 2 ) Myr ago, which are ∼10 times
ore numerous in Models 1 and 3 compared to Model 2 and became
WDs just in the last few Myr. To sum up, these results show that

he total stellar mass sets the total number of DWDs in the LMC,
hereas the star formation history (in combination with the age)
etermines how many detectable DWDs emit in the LISA frequency
and at the present time. 
Besides the total number of binaries, the difference is also no-

iceable when comparing DWD period and chirp mass distributions
cf. Fig. 5 ). We show that DWDs in Model 1 and Model 3 on
 verage ha ve ∼1 min shorter orbital periods and ∼0.05 M � higher
hirp masses than DWDs in Model 2. This highlights how period
hortening through GW emission is a less efficient way of forming
ISA detectable binaries compared to the formation of binaries
irectly in the LISA band. The model comparison also reveals that
he numbers of LISA detectable DWDs do not significantly change
ith the LMC spatial distribution. Further analysis may narrow down
hat can be learned about the LMC’s morphology and characterize

he GW confusion noise from unresolvable LMC DWDs. We note
hat the impacts of both stellar mass and the current star formation
ate on the number of detectable binaries could be disentangled by
onsidering the period distribution of detected binaries. One could
magine quantitatively relating the number of detectable binaries,
he median period of detectable binaries, the stellar mass of the
MC, and the current star formation rate. Ho we ver, such a relation

s out of the scope of this work since our models only considered
igh star formation activity and near complete inactivity, and our
pproach includes only period distributions from a limited number
f simulations. Nevertheless, our findings suggests that the period
nd chirp mass distributions and number of LISA detectable DWD
inaries may probe both LMC stellar mass and recent star formation,
oti v ating more careful study. 
While we explore different masses and star formation histories, our
ethodology relies on a fiducial DWD population model. Though

ince the DWD formation we only consider energy loss through
Ws, other processes such as tidal interactions may alter the size

nd the properties of the LISA sample (e.g. Bisco v eanu, Kremer &
hrane 2022 ). As we have already mentioned, we do not provide
etailed modelling for the accreting DWD, but only flag as accreting
inaries that o v erfill their Roche Lobe at the time the y are observ ed
ith LISA. It is yet unclear what is the most likely fate for these
inaries, and so more development is needed from to both theory
nd observations to make reliable forecasts for LISA (e.g. Amaro-
eoane et al. 2022a ). Ho we ver, we chose to not remove these binaries
rom our simulations so that these can be followed up in the future
tudies. We also keep some of the key quantities entering in the binary
volution such as the metallicity, common envelope model and its
fficiency, and binary fraction. Earlier work of Korol et al. ( 2020 )
howed these have minor effect compared to the assumptions on the
roperties of the satellite galaxy, which we e xtensiv ely e xplore here.
NRAS 521, 1088–1098 (2023) 
Given the number and well constrained sky locations of detectable
inaries, future structural analysis of the LMC using our population is
ighly promising. Additionally, while this work focuses on detectable
inaries, far more will be undetectable and contribute to a background
onfusion noise. Future efforts may try to constrain this noise in case
t is rele v ant for the LISA sensitivity curve (as in Cornish & Robson
017 ) or useful for probing structure (as in Benacquista & Holley-
ockelmann 2006 ). Similarly, the past observed and simulated

tudies our research depended on have also been conducted for the
MC (Harris & Zaritsky 2004 ; Lucchini et al. 2020 ) making similar
nalysis straightforward. Even so, the SMC is estimated to contain a
actor of � 5 fewer detectable DWD binaries compared to the LMC
Korol et al. 2020 ) making the utility of gravitational probes less
ptimistic. Finally, even though the LMC is predicted to host only
2–5 detectable double neutron star binaries (Seto 2019 ; Lau et al.

020 ), their inclusion together with other types of compact object
inaries in our work could only impro v e LISA’s ability to extract
MC features. 
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PPENDIX  A :  M O D E L  STAR  F O R M AT I O N  

ATES  

n Fig. A1 , we show the total effective star formation history of each
odel assuming the LMC stellar mass of van der Marel et al. ( 2002 ).
his is calculated by breaking up our simulation into logarithmically
paced time steps and dividing the mass of MS + MS binaries formed
n each time step, totalled across the LMC, by the length of each time
tep. We see that Model 1’s total star formation history agrees with
he measurements of Harris & Zaritsky ( 2009 ) once they are totalled
cross the LMC and re-normalized to reflect only the star formation
ate of our DWD progenitors. Model 2 has little star formation in the
ast 6 Gyr, corresponding to the simulated stellar particle’s large ages.

odel 3’s bursty star formation is highly reminiscent of Model 1,
hough slight differences occur since the matching procedure makes
ifferent LMC regions play a larger , or smaller , role in the total star
ormation history compared to Model 1. 
NRAS 521, 1088–1098 (2023) 

igure A1. The total ef fecti ve star formation history of MSMS binaries 
estined to become DWD binaries for Model 1 (the observation driven 
odel; blue, dash-dotted), Model 2 (the simulated model; red, dashed), and 
odel 3 (the combined model; green, solid), along with the measurements 

f from Harris & Zaritsky ( 2009 , yellow, circles) totalled across all regions 
nd re-normalized by the global constant used in Model 1. While the x -axis is 
iven in log scale, integrating over each star formation history gives the same 
SMS population total mass. Note that this graph is given in logarithmic 

ook-back time as is probed by observation, rather than linear LMC time as 
iven in Fig. 2 . 

T

PPENDI X  B:  N U M B E R  O F  LISA  D E T E C T I O N S  

able B1 shows our results for the total number of binaries in the
ISA band (N 

LISA 
DWD ) and binaries detected with S/N > 7 (N 

d 
DWD ). N 

d 
DWD 

urther beaks down into detached systems (N 

d 
DDWD ), whereas the

umber of detectable accreting DWDs can be derived by subtracting
hese from the total. In the last column we highlight a sub-sample
f LISA-detectable DWD that are potential double degenerate SNIa
rogenitors with M > 0 . 6 M �. We predict a few to several hundreds
f individually resolved DWD binaries in the LMC, that correspond
o a detection efficiency in the LISA band of N 

d 
DWD /N 

LISA 
DWD ∼ 10 −4 .

herefore, for each resolved binary there are 10 4 low signal-to-noise
nes that can contribute to a –spatially localised –background signal.
he detected ones are between 5 per cent and 10 per cent of the
 

< 20 min populations in the LISA band. 
Table B1. The impact of stellar mass and our different models for age and 
position assignment on the population of DWD binaries with a LISA S/N > 7 
after the nominal 4 yr mission length. 

Mass (M �) Model N 

LISA 
DWD N 

d 
DWD N 

d 
DDWD N 

d 
SNIa 

1.5 × 10 9 1 1.21 × 10 6 257 161 71 
1.5 × 10 9 2 1.32 × 10 6 119 70 25 
1.5 × 10 9 3 1.24 × 10 6 258 159 68 

2.0 × 10 9 1 1.61 × 10 6 333 213 90 
2.0 × 10 9 2 1.76 × 10 6 184 92 39 
2.0 × 10 9 3 1.65 × 10 6 348 218 77 

2.5 × 10 9 1 2.01 × 10 6 483 303 93 
2.5 × 10 9 2 2.20 × 10 6 201 105 39 
2.5 × 10 9 3 2.06 × 10 6 431 282 111 

2.7 × 10 9 1 2.17 × 10 6 517 323 112 
2.7 × 10 9 2 2.37 × 10 6 184 83 41 
2.7 × 10 9 3 2.23 × 10 6 465 294 107 

3.0 × 10 9 1 2.42 × 10 6 517 318 111 
3.0 × 10 9 2 2.64 × 10 6 256 128 39 
3.0 × 10 9 3 2.47 × 10 6 543 357 125 

Note. Column 1: total LMC stellar mass. 2: distribution model (1 ≡
observ ation dri ven, 2 ≡ simulation dri ven, 3 ≡ combined). 3: number of of 
present day DWD binaries in the LISA-band with f > 10 −4 Hz. 4: number 
of LISA-detectable DWD binaries as calculated from the MLDC pipeline. 
5: number of LISA-detectable DWD binaries that are detached, engaging 
in negligible mass transfer. 6: number of LISA detectable DWDs that are 
potential double degenerate SNIa progenitors with M > 0 . 6 M �. 

his paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 

/academ
ic.oup.com

/m
nras/article/521/1/1088/7070679 by U

niversiteit Leiden - LU
M

C
 user on 21 February 2024

art/stad554_fA1.eps

	1 INTRODUCTION
	2 METHODS
	3 RESULTS
	4 DISCUSSION AND CONCLUSIONS
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY
	REFERENCES
	APPENDIX A: MODEL STAR FORMATION RATES
	APPENDIX B: NUMBER OF LISA DETECTIONS

