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A B S T R A C T 

We present a Chandra study of surface brightness fluctuations in the diffuse intracluster medium of the Perseus Cluster. Our 
study utilizes deep, archi v al imaging of the cluster core as well as a new mosaic of 29 short 5 -ks observations extending 

in eight different directions out to radii of r 500 ∼ 2 . 2 r 2500 . Under the assumption that the distribution of densities at a given 

radius is log-normally distributed, two important quantities can be derived from the width of the log-normal density distribution 

on a given spatial scale: the density bias, that is equal to the square root of the clumping factor C ; and the one-component 
turbulent velocity, v k ,1D 

. We forward-model all contributions to the measured surface brightness, including astrophysical and 

particle background components, and account for the Poisson nature of the measured signal. Measuring the distribution of 
surface brightness fluctuations in 1 arcmin 

2 regions, spanning the radial range 0 . 3 –2 . 2 r 2500 (7 . 8 –57 . 3 arcmin), we find a small 
to moderate average density bias of around 3 per cent at radii below 1 . 6 r 2500 . We also infer an average turbulent velocity at these 
radii of V 1D 

< 400 km s −1 . Direct confirmation of our results on turbulent velocities inferred from surface brightness fluctuations 
should be possible using the X-ray calorimeter spectrometers to be flown aboard the XRISM and Athena observatories. 

Key words: turbulence – galaxies: clusters: intracluster medium – galaxies: clusters: individual (Perseus). 
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 I N T RO D U C T I O N  

he hot, diffuse, intracluster medium (ICM) is an important tool
hrough which we can study dynamical processes in galaxy clusters.

otions within clusters on parsec to Megaparsec scales, driven by
ources such as AGN feedback, galaxy motions and subcluster merg-
rs, all act to perturb the ICM, leading to fluctuations in the density
f the gas and accordingly in the observed surface brightness. Under-
tanding the nature of these fluctuations can shed light on the micro-
hysical properties of the ICM and the process of virialization, and
n principle enable impro v ed measurements of the gas mass and total

ass of these systems, which are important for cosmological work. 
Power spectra have previously pro v en to be a successful method

f studying cluster gas fluctuations, particularly in the cool cores
 E-mail: martijndevries91@gmail.com (MdeV); amantz@stanford.edu 
ABM) 
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f clusters. It was shown by Gaspari et al. ( 2014 ) and Zhuravle v a
t al. ( 2014 ) that in relaxed clusters the density fluctuations at a given
ength-scale can be directly related to the one-component turbulent
elocity at that length-scale. This relation provides a powerful way
o link the observable quantity of fluctuations in surface brightness
o the dynamical properties of the ICM. By measuring the turbulent
elocity as a function of length-scale, one can study the physical
rocesses sourcing gas motions, and the resulting turbulent cascade
rom turbulent motions cascading down from larger to smaller
cales, ev entually conv erting kinetic energy into heat. It has been
hown in some clusters that the turbulent dissipation of energy
rovides sufficient heat to balance radiative cooling, providing an
mportant piece of the puzzle linking feedback from AGN to their
ost environments (e.g. Hitomi Collaboration 2018 ; Zhuravle v a et al.
018 ; Liu et al. 2021 ). Furthermore, because the X-ray emissivity
epends on the temperature-dependent cooling function � ( T ), by
tudying the fluctuations in different energy bands, information
bout the thermodynamic processes that source the fluctuations
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Table 1. Overview of the Chandra observations of the Perseus Cluster used 
in this paper. The ‘Aim’ column shows whether the observation aimpoint was 
on the ACIS-I or ACIS-S array. The Exp column lists the exposure times in 
kiloseconds, after filtering out periods of high background a. 

Obs Date Aim Exp Obs Date Aim Exp 

3209 2002-08-08 S 95.8 17259 2015-12-03 I 4.7 
3237 2003-03-15 S 93.9 17260 2015-12-01 I 5.0 
4289 2002-08-10 S 95.4 17261 2015-12-01 I 5.0 
4946 2004-10-06 S 23.7 17262 2015-12-07 I 4.7 
4947 2004-10-11 S 29.8 17263 2015-12-04 I 4.7 
4948 2004-10-09 S 118.6 17264 2015-12-01 I 4.7 
4949 2004-10-12 S 29.4 17265 2015-12-07 I 5.0 
4950 2004-10-12 S 96.9 17266 2015-12-04 I 4.7 
4951 2004-10-17 S 96.1 17267 2015-12-12 I 5.0 
4952 2004-10-14 S 164.2 17268 2015-12-01 I 4.7 
4953 2004-10-18 S 30.1 17269 2015-12-01 I 4.7 
5597 2004-12-23 I 25.2 17270 2015-12-12 I 4.7 
6139 2004-10-04 S 56.4 17271 2015-12-10 I 5.0 
6145 2004-10-19 S 85.0 17272 2015-12-07 I 5.0 
6146 2004-10-20 S 47.1 17273 2015-12-11 I 5.0 
8473 2006-11-14 S 29.7 17274 2015-12-09 I 5.0 
11713 2009-11-29 I 112.2 17275 2015-12-09 I 4.7 
11714 2009-12-07 I 92.0 17276 2015-12-09 I 5.0 
11715 2009-12-02 I 73.4 17277 2015-12-10 I 4.7 
11716 2009-10-10 I 39.6 17278 2015-12-10 I 4.7 
12025 2009-11-25 I 17.9 17279 2015-11-30 I 4.7 
12033 2009-11-27 I 18.9 17280 2015-12-11 I 4.7 
12036 2009-12-02 I 47.9 17281 2015-12-11 I 4.7 
12037 2009-12-05 I 84.6 17282 2015-12-11 I 4.7 
13989 2011-11-07 I 38.2 17283 2015-10-06 I 5.0 
13990 2011-11-11 I 37.1 17284 2015-10-06 I 4.7 
13991 2011-11-05 I 37.1 17285 2015-10-06 I 4.7 
13992 2011-11-05 I 36.8 17286 2015-10-06 I 4.7 
17258 2015-12-03 I 5.0 

a
t
∼  

b
 

C  

S  

o  

r  

a  

S

2

T  

c  

a  

c  

p  

f  

r  

o  

A
m

 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/518/2/2954/6825520 by Jacob H
eeren user on 21 February 2024
isothermal, isobaric, or adiabatic) can be inferred (Ar ́evalo et al. 
016 ; Churazov et al. 2016 ; Zhuravle v a et al. 2018 ). 
The microphysical properties of the ICM remain relatively poorly 

nderstood, yet are of fundamental importance to building better 
odels of the growth and evolution of galaxy clusters. The mea- 

urement of ICM motions provides both a new window on to these
rocesses, and a powerful tracer of recent dynamical activity in these 
ystems (Simionescu et al. 2019 ). 

A second reason to study fluctuations in the ICM is because homo-
eneity is often implicitly assumed when making measurements of 
he o v erall gas properties in the cluster. Because the X-ray emissivity
f a thermal plasma is proportional to the density squared ρ2 , 
 v erdensities in the plasma will have an outsized contribution to the
otal flux received from a source. The result is that an inhomogeneous

edium will bias measurements of the gas properties, such as density,
ressure, and entropy. The inhomogeneity can be characterized 
hrough the clumping factor : 

 = 〈 ρ2 〉 / 〈 ρ〉 2 , (1) 

here 〈〉 denotes the average within a given region. It follows that
 

C represents, to first order, the bias in the measured density. 
The clumping factor has been found in simulations to increase with 

adius (e.g. Roncarelli et al. 2013 ; Zhuravle v a et al. 2013 ; Angelinelli
t al. 2021 ). Such simulations typically show that 

√ 

C < 1 . 2 at radii
elow ≈r 500 . Measurements of the clumping factor from observations 
ave been made by e.g. Eckert et al. ( 2015 ) and Mirakhor & Walker
 2021 ), by comparing the mean and median surface brightnesses
ithin annuli at fixed clustercentric radius. 
These studies have generally inferred values for 

√ 

C that agree 
ith simulations, although systematic uncertainties remain: at larger 

adii, where the ICM emission is faint, it is necessary to have a
recise understanding of all sources of background emission. As 
s noted abo v e, precise measurements of the gas masses and total

asses of clusters are also important for a range of techniques 
sed to probe cosmology with galaxy clusters (for a re vie w, see
llen, Evrard & Mantz 2011 ). In particular, cosmological constraints 
ased on measurements of the gas mass fraction in clusters (Allen 
t al. 2003 , 2004 , 2008 ; Mantz et al. 2014 , 2022 , and references
herein) and combinations of X-ray and Sun yaev–Zel’do vich effect 

easurements (Mantz et al. 2014 , 2022 ; Wan et al. 2021 ) are directly
mpacted by systematic uncertainties in the clumping factor as a 
unction of radius. 

In this work, we report on a new method of measuring fluctu-
tions in the ICM, using a forward-modelling approach that takes 
nto account the projected cluster emission as well as significant 
ackground components. Our method is particularly well-suited for 
easurements at the intermediate-to-large radii vital for cosmologi- 

al studies, where accounting for the amplitudes of and uncertainties 
n all rele v ant background signals is important, and where fewer
umber of counts are typically available. We apply our method to 
 large Chandra ACIS data set of the Perseus Cluster between 0.3
nd 2 . 2 r 2500 , using the value of r 2500 = 26.05 arcmin. At the adopted
edshift z = 0.01 790 and adopting a � CDM cosmology with h = 0.7,

M 

= 0.3, and �� 

= 0 . 7, this corresponds to a a length of 564 kpc.
y carefully modelling the projected cluster emission as a function 
f radius and azimuth, we aim to (1) quantify the density bias, 

√ 

C , as
 function of radius along eight independent arms, and (2) assuming
hat these fluctuations are sourced by turbulent motions, infer the 1D 

urbulent velocity profile of the ICM. 1 In order to compare our results
 Given this assumption, the terms ‘gas motions’ and ‘turbulence velocity’ are 
sed interchangeable throughout this paper. 

u  

p  

o
t  
gainst future observations by XRISM, we match our measurements 
o the expected spatial resolution of the XRISM Resolve calorimeter: 

1 arcmin. In principle, ho we ver, our method can be applied to a
road range of length-scales. 
This paper is structured as follows: in Section 2 , we show the

handra data set of the Perseus Cluster used in this analysis, in
ection 3 , we describe the model components, the spatial layout
f the model and the statistical implementation. We report on the
esults of the modelling in Section 4 , discuss sources of uncertainty
nd potential extensions of the method in Section 5 , and conclude in
ection 6 . 

 OBSERVATI ONS  A N D  DATA  R E D U C T I O N  

his paper uses a large set of Chandra observations of the Perseus
luster. Most important to this work are a set of observations with
v erage e xposure times of ∼5 ks, which extend outward from the
ool core to ∼ 2 . 5 r 2500 along 8 arms and together with archi v al data
rovide nearly complete coverage of the field until ∼ 1 . 2 r 2500 . The
ull list of observations is given in Table 1 . Because our modelling
elies on accurate finding and masking of point sources, we limit
urselves to the four chips on the ACIS-I array for observations in
CIS-I mode, and the ACIS-S3 chip for observations in ACIS-S 

ode. 
We used the same reprocessed data set as in Mantz et al. ( 2022 ),

sing CIAO 4.9 and CALDB 4.7.6. We reduced the data following the
rocedures described in Mantz et al. ( 2014 , 2015 ), screening the
bservations for periods of high background and filtering out those 
ime intervals. We also created exposure maps for each chip using the
MNRAS 518, 2954–2970 (2023) 
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vailable CIAO tools, using a representative cluster emission spectrum
a thermal plasma with kT = 7 keV, and Galactic absorption n H =
.36 × 10 21 cm 

−2 ) as the energy weighting. All images created use
n energy range of 0.6–3.5 keV (see also Section 3.2 ). 

We utilized the ACIS ‘stowed’ backgrounds to create particle
ackground maps. For each ACIS chip, the corresponding stowed
ackground was retrieved from the calibration data base. For each
hip, we define an exposure scaling factor by scaling the stowed
ackgrounds to the number of counts between 9.5 and 12 keV.
he appropriate exposure scaling is handled within the model (see
ection 3.3.2 for more information), so that the Poisson errors are
orrectly accounted for and the uncertainty in the energy scaling can
e marginalized o v er. 
For each ObsID, we identified point sources using the Cluster

GN Topography Surv e y pipeline (CATS; Canning et al. in prepa-
ation). We created region files of all identified point sources and
heir associated fluxes to mask them from the analysis. The exact
rocedure is described in more detail in Section 3.3.3 . 
Finally, we reprojected all the event data and exposure maps

o a common tangent point and co-added them. We use these
ombined files to measure the number of counts, surface brightness,
nd particle background levels across the field in the rest of the
nalysis. 

 M O D E L  A N D  M E T H O D  

ur forward-model includes projected ICM emission, two types of
strophysical backgrounds (the Galactic foreground and unresolved
GN), as well as the particle background. The forward-model
pproach has several advantages, namely that (1) additional source
r background components can easily be added to the model, (2)
y modeling all background components we can robustly account
or their distributions, rather than just subtracting a single value or
ssuming Gaussianity, and (3) by bringing the model to the data,
he Poisson noise is handled appropriately, even in bins with low
umber of counts. This forward-model approach thus constitutes a
o v el and statistically rigorous way to measure ICM fluctuations in
alaxy clusters. In the following sections, we give an overview of the
patial layout, the way we derive the turbulent velocity and clumping
 actor from surf ace brightness fluctuations, and the individual model
omponents and statistical implementation. 

.1 Spatial layout 

e aim to measure the surface brightness fluctuations in self-
ontained regions across the Perseus field. In order to do so, we
ave divided the Perseus field into several sectors, following three
riteria: (1) the azimuthal opening angle is no larger than 50 ◦, in order
o minimize the effect of non-radial surface brightness gradients
aused by the o v erall approximately elliptical surface brightness
istribution and apparent large-scale sloshing motions (Simionescu
t al. 2012 ), (2) there is an as-clean-as-possible division between
quiescent’ sectors along the north–south axis, and ‘non-quiescent’
ectors positioned on the most prominent cold fronts on the east–
est axis, and (3) the sectors follow the layout of Chandra CCD
bservations, such that the regions in each sector are as contiguous as
ossible. As the cluster centre, we use the coordinates of Simionescu
t al. ( 2012 ): α = 3:19:47.7, δ = + 41:30:41.9. 

The ROSAT residual surface brightness map of Simionescu et al.
 2012 ) was used to identify the location of the cold fronts within
erseus. An o v erview of the cold fronts in the ROSAT residual
ap, the Chandra ACIS observations, and the sectors shown in
NRAS 518, 2954–2970 (2023) 

a  
ig. 1 . Along the cluster’s E–W major axis, where the most obvious
old fronts are present, we define 3 sectors, subdividing the eastern
irection into 2 (E1 and E2) in order to minimize the azimuthal
pening angle. We also define 5 ‘quiescent’ sectors: S, SW, NE, N,
nd NW, which are oriented away from the cold fronts (though which
ay, in detail, still e xhibit varying de grees of quiescence). In each

f these 7 sectors, we restrict ourselves to minimum and maximum
adii of 0.3–2.2 r 2500 . Additionally, we analyse a separate ‘deep-field’
et of 4 observations (ObsIDs 13989 to 13992) in the northwestern
egion with a total exposure time of 148 ks, which we refer to as the
WD region. 
Each of these sectors is then subdivided into a number of ‘shells’,

ach spanning a particular radial range, within which we will infer
he local turbulent velocity and clumping factor. Each shell is further
ivided into a rough grid of 1 arcmin × 1 arcmin approximately
quare ‘bins’, which are the regions used to determine the strength
f the surface brightness fluctuations within a shell. Crucially, the
ins are defined without reference to the surface brightness, and the
umber of counts within them therefore follows Poisson statistics.
his is not the case for adaptive binning algorithms such as Weighted
oronoi Tessellations or contour binning. Because all the model
omponents are forward-modelled towards the observed data, our
odel is able to deal with Poisson noise even when a bin contains

ero counts, and thus there is no need to ensure that each bin contains
 minimum number of counts. We note that the results are only lightly
ensitive to the chosen bin size of 1 arcmin × 1 arcmin. As we will
ee in Section 5.2 , larger scales (closer to the size of the shell itself)
ominate the result in any given shell. 
A schematic o v erview of the layout within a shell is shown in

ig. 2 . Within each shell, the bins are laid out along annuli using the
ame cluster center for all shells. The shells themselves are chosen
o have > 100 bins, such that meaningful inferences can be made
bout the variance of the cluster emission. For consistency between
he sectors, most use the same shell radii. The exceptions are the
 and NW sectors, where gaps in the co v erage combined with a

omparatively small azimuthal ranges required small adjustments.
n o v erview of the sectors and the number of shells within each

ector is given in Table 2 . 
The eastern sector represents a special case: as the eastern cold

ront e xtends o v er a relativ ely large angle, we have subdivided it into
he E1 and E2 sectors. In practice, this means that a band of bins in
he E1 and E2 sectors at the same radius are allowed to have different
ean surface brightness. In doing so, we can correct for the fact that

he global surface brightness profile of Perseus is not spherical o v er
 large angle. As such, the E1 and E2 sectors are binned separately
ut subsequently analyzed together, and the results in Section 4 are
isted for the E sector as a whole. 

The size of our bins is 1 arcmin × 1 arcmin, while the width of the
handra PSF at energies < 3.5 keV remains below ∼5 arcsec across

he majority of the field. Because the PSF is significantly smaller
han the bin size, we have chosen to ignore PSF effects throughout
he analysis. In particular, the point sources that are incorporated in
he modelling (see Section 3.3.3 ) are al w ays assumed to lie within a
ingle bin. 

.2 Cluster emission, clumping, and turbulence 

or turbulent motions in an inviscid, isothermal gas, the equa-
ions go v erning the gas motions can be described only in terms of the
og of the density log ρ. Under the assumption that the perturbations
n the gas are random and uncorrelated, it can readily be seen that
he density PDF should be log-normal in shape. Although this is
 simplification, both analytical and numerical models of turbulent
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Figure 1. The spatial layout of the shells in the Perseus field. Top left panel : A ROSAT residual surface brightness image with a symmetrical beta model 
subtracted (Simionescu et al. 2012 ), showing the cold fronts created by the sloshing motions of the cluster. The annulus indicates the inner and the outer radii 
considered in our analysis, 0 . 3 r 2500 and 2 . 2 r 2500 Top right panel : The ROSAT residual image with the sectors o v erlaid, showing the 28 shells considered in the 
analysis, Bottom panel : Exposure-corrected Chandra mosaic of the used Perseus observations, with the sectors overlaid. 
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M

Figure 2. Schematic o v erview of the region layout within a shell. Each shell 
is subdivided into approximately square-sized bins with a surface area of 1 
arcmin 2 . The bins are laid out along annuli, using the Perseus cool core as the 
centre. To account for the surface brightness gradient, the cluster emission 
component of each set of bins at the same radius (a band) is modelled as a 
separate log-normal distribution, while the log-normal standard deviation σ
is shared between all bands in the shell. Note that in this schematic layout 
all bands contain 6 bins, but in practice the number of bins will vary based 
on how many 1 arcmin 2 fit in the band at a given radius. The black arrow 

indicates the radial extent of the shell, in this example (0.3–0.8) r 2500 . 

Table 2. Overview of the sectors and the number of shells within 
each sector. The shells in the E1 and E2 sectors at the same radius are 
analysed together as a single shell. 

Sector Azimuth E of N shells Shell radii [ r 2500 ] 

NE 5 ◦–50 ◦ 4 1) 0.3–0.8, 2) 0.8–1.2 
3) 1.2-1.6, 4) 1.6–2.2 

E1 50 ◦–92.5 ◦ 4 As NE 

E2 92.5 ◦–135 ◦ 4 As NE 

S 135 ◦–185 ◦ 4 As NE 

SW 185 ◦–232.5 ◦ 4 As NE 

W 232.5 ◦–275 ◦ 4 1) 0.3–0.6, 2) 0.8–1.3 
3) 1.3–1.8, 4) 1.8–2.2 

NW 290 ◦–325 ◦ 3 1) 0.3–0.6, 2) 0.7–1.5 
3) 1.5–2.2 

NWD 317 ◦–341 ◦ 1 1) 1.7–2.7 
N 325 ◦–365 ◦ 4 As NE 
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otions in such gases show that a log-normal distribution is a good
pproximation of the density PDF (Passot & V ́azquez-Semadeni
998 ; Nordlund & Padoan 1999 ). 
Log-normality appears to be a valid approximation in real ob-

ervations of the ICM as well. It has been shown observationally
hat, after correcting for the radial surface brightness gradient, the
urface brightness distribution in a giv en re gion of a galaxy cluster is
pproximately log-normally distributed (Kawahara et al. 2007 , 2008 ;
hedekar et al. 2013 ). In simulations of galaxy clusters, Zhuravle v a

t al. ( 2013 ) find that the density PDF’s can be separated in a log-
ormally distributed bulk component and a high density tail. This
igh-density tail is at least partly a simulation artefact, which arises
ecause cold and dense gas in subhaloes is more prominent in cooling
nd star formation (CSF) simulations Zhuravle v a et al. ( 2013 ). 
NRAS 518, 2954–2970 (2023) 
The radii of interest in this paper, (0 . 3 –2 . 2) r 2500 , are outside the
ool core where the AGN feedback and other astrophysical processes
lay an important role in the gas dynamics, but well within the virial
adius. We thus use the log-normal model to describe the cluster
ensity PDF. These log-normal fluctuations are on top of the radial
radient of the cluster, which we account for in the model. As we
ill see in Section 4 , the log-normal model for the cluster emission
rovides a good description of the data. 
We can link fluctuations in the density distribution to fluctuations

n the emissivity distribution through equation (4) of Zhuravle v a et al.
 2016 ): (

δε

ε

)
i 

= 

(
δρ

ρ

)
i 

[
2 + ( ζi − 1) 

d ln � ( T ) 

d ln T 

]
, (2) 

here δε/ ε denote the emissivity fluctuations, δρ/ ρ denote the
ensity fluctuations, the subscript i refers to the type of fluctuation
isobaric, adiabatic, or isothermal), and ζ i = 0, 5/3, 1 for isobaric,
diabatic, and isothermal fluctuations, respectively. In the 0.6–
.5 keV energy range and for gas temperatures > 3 keV, we can
implify this by assuming that d ln � ( T ) 

d ln T ∼ 0 (Zhuravle v a et al. 2016 ): (
δε

ε

)
≈ 2 

(
δρ

ρ

)
. (3) 

or this reason, as well as to make sure the Chandra PSF remains
mall enough to not affect the analysis, we restrict ourselves to the
.6–3.5 keV energy band. 
If we assume that the cluster emission is log-normally distributed,

he definition for the clumping factor (equation 1 ) can be re-written
nly in terms of the density log-normal standard deviation σρ [see
ppendix A of Eckert et al. ( 2015 ) for the deri v ation]: 

 = exp ( σρ
2 ) . (4) 

Additionally, for relaxed clusters, the fluctuations in the density
istribution at a given length scale, k , can be linked to the one-
omponent turbulent velocity, V k ,1 D , at that length-scale: (
δρk 

ρ

)
= η1 

V k, 1 D 

c s 
. (5) 

The factor η1 is a proportionality constant ≈1 ± 0.3 (Zhuravle v a
t al. 2014 ). We assume that this relationship holds for Perseus as
ell, given that it is a relaxed cluster according to the Symmetry-
eakiness-Alignment (SPA) criterion of Mantz et al. ( 2015 ). 
We note that equation ( 5 ) is calibrated using non-radiative cos-
ological simulations which do not include physical processes such

s cooling, star formation, and AGN and supernova feedback. We
ssume that at the radii investigated in these paper, the effects of
hese processes are small. The cooling time of the ICM at r >
.3 r 2500 is of order 10 Gyr or greater (Dunn & Fabian 2006 ), and
he effects of star formation and SN feedback are expected to be

ost important closer to center, where the stellar density is highest.
huravle v a et al. ( 2022 ) have studied the proportionality between
ensity and velocity perturbations in hydrodynamical simulations
ncluding additional physical effects (cooling, star formation, AGN
nd SN feedback, and the UV background). They find that while
ncluding these effects increases the scatter of the relationship, the
ean relationship is unchanged within the uncertainties. 
By using equations ( 3 )–( 5 ), we can thus directly connect fluctu-

tions in the emissivity distribution to two quantities: the clumping
actor and, assuming it is turbulent motions that sources these
uctuations, the one-component turbulent velocity. 
Finally, we require a way to link the 3-dimensional quantity of

missivity to the 2D quantity that is observed in the data: the surface
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rightness. In general, projection has the effect of suppressing the 
mplitude of observed fluctuations, but the exact level of suppression 
epends on the surface brightness and density profiles of the cluster 
hurazov et al. ( 2012 ). In order to measure this suppression factor,
e perform a power spectrum analysis on a select few regions, which
e will discuss further in Section 5.2 . 

.3 Model components 

he model consists of four additive components. In order of 
mportance these are: the projected cluster emission, the particle 
ackground, the background from unresolved AGN, and the Galactic 
ore ground. F or each component, we find the probability distribution
f the corresponding expected number of counts � , as described 
n the subsections below. For all components except the particle 
ackground, we use the Chandra exposure maps to convert between 
urface brightness and number of counts. The expected number of 
ounts for each individual component are then combined in the 
ikelihood equation in Section 3.4 . Throughout this section, we use 
he symbol ∼ to mean ’follows the distribution of’. 

.3.1 Cluster emission 

s detailed abo v e, we assume that the cluster emission in each 1
rcmin 2 bin follows a log-normal surface brightness distribution. 
his log-normal distribution has the free parameters μ and σ f , where 

he standard deviation σ f is shared between all the bins in the shell,
nd the mean μ is shared between all the bins in the same band.
he log-normal distribution is described in terms of photon surface 
rightness, and μ thus has the units of photon cm 

−2 s −1 arcsec −2 . 
For a given bin, the mean number of cluster emission counts � C 

s distributed as 

 C ∼ LogNorm( μband + ln E bin , σf, shell ) , (6) 

here μband is the mean surface brightness in that band of spatial 
ins, σ f ,shell log-normal standard deviation of the surface brightness 
istribution in the shell, and E bin the total value of the exposure map
n that bin, with units of cm 

2 counts −1 photon . 

.3.2 Particle background 

sing the ACIS ’stowed’ background observations, we can calculate 
he expected number of particle background counts in a given region 
f the science observation. 
Let P be a random variable for the number of counts in the stowed

ackground observation: 

 ∼ Poisson ( � P ) , (7) 

here � P is expected number of counts in the background observa- 
ion. The number of expected counts in the science observation in an
qui v alent region is then � B = � P τ , where τ is the ratio of exposure
imes of the science observation and the background observation τ = 

 S / t B . If we choose a Gamma distribution as a prior with shape k B and
cale θB , then the expected number of counts λP in the background 
bservation are distributed as 

 P ∼ Gamma 

(
k B + 

ˆ B , 
θB 

1 + θB 

)
. (8) 

e can then obtain the predicted number of particle background 
ounts in the science observation by multiplying � P with the ratio 
f exposure times τ . We choose a uniform prior ( k B = 0.5, θB →
 ). Because our method directly uses the number of counts from
he stowed background, no vignetting correction is necessary, just as 
n the more common case of the ‘blank-sky’ background. 

Each shell in our analysis is a mosaic of different observations
ith different exposure time, and each observation might also have 
 different level of particle background. We apply this particle 
ackground scaling on a bin-by-bin basis by modulating the exposure 
ime ratio τ into an ef fecti v e ratio τ eff . F or each chip of each ACIS
bservation, we calculate an energy scaling factor by comparing the 
xposure time-scaled counts in the data and the stowed background 
osaic in the 9.5–12.0 keV range. At these energies, the ef fecti ve

rea of Chandra is small enough that all detected counts are expected
o be of particle background origin. For each individual ObsID, we
alculate a background scaling factor f bgscal and an error on the scaling
bgscal . Given that the number of 9.5–12 keV counts on a single chip
re > 200 in all science and background observations, we can safely
pproximate the errors on the scaling factor to be Gaussian. 

We then apply the energy scaling by modulating the exposure 
atio τ . For each spatial bin within the shell, we determine which
bservations o v erlap with that bin, and then calculate the ef fecti ve
xposure ratio for that bin as 

eff = ( t S1 + t S2 + ... ) 

(
t B1 

F bgscal 1 

+ 

t B2 

F bgscal 2 

+ .... 

)−1 

, (9) 

here the indices 1,2.. represent each observation that bin o v erlaps
ith. In the abo v e equation, the background scaling factor is itself a

andom variable that depends on the measured background scaling 
nd its associated error: 

 bgscal ∼ Normal ( f bgscal , σbgscal ) . (10) 

he error on the background scaling factor typically is around 
 per cent for the short 5 -ks observations. In order to minimize
omputing time, we opted to ignore the error on the background
caling in the modelling and keep it as a fixed parameter, having
erified in the 4 shells of the N sector that this does not significantly
ffect the results. 

The ef fecti v e e xposure ratio from equation ( 9 ) can be used together
ith equation ( 8 ) to compute the expected number of particle
ackground counts � B for each bin. 

.3.3 AGN background 

oth resolved and unresolved AGN can contribute to the total number 
f observed counts in a given bin. Resolved AGN can be masked
rom the data and excluded from the rest of the analysis, but the
ontribution of unresolved and therefore undetected AGN must be 
odelled. Within the data, we identify the resolved point sources in

he field using the Cluster AGN Topography Surv e y pipeline (CATS;
anning et al. in preparation). For each of the point sources identified
ith CATS, we estimate the flux from the number of counts assuming
 power-law spectrum with photon index � = 1.5. 

As part of the CATS pipeline, sensitivity maps for each CCD of
ach observation are also calculated, which indicate the minimum 

ux at which an AGN can be detected at each position. We use
he sensitivity maps from the ≈5-ks observations to identify a flux
imit abo v e which > 95 per cent of AGNs are detected, even in
hese relatively short exposures and at off-axis pointings. The CATS 

ensitivity maps are thus used to determine at which flux we treat
GN as ’resolved’ or ’unresolved’ point sources. We find that for the
5-ks observations in the Perseus data set, the 95 per cent sensitivity 

evel does not exceed 2 × 10 −6 photon cm 

−2 s −1 . We therefore choose
MNRAS 518, 2954–2970 (2023) 
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Figure 3. Observed versus predicted number of AGN as a function of 0.6–
3.5 keV flux o v er an area of 1 square degree. The dashed line indicates the 
cutoff abo v e which we e xcise the AGN from the analysis. Belo w the cutof f, 
the AGNs are modelled using the redshift-integrated AGN flux distribution 
predicted from the AGN luminosity function. 
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Table 3. Model parameters for the APEC + PHABS ∗APEC model 
fit to the Galactic foreground. 

Parameter APEC PHABS ∗APEC2 

kT (keV) 0.0974 0.221 
Z/Z � 1 1 
Norm 

a 4.80 × 10 −7 2.32 × 10 −6 

n H (cm 

−2 ) 1.36 × 10 21 

a APEC normalization in the default XSPEC units of 
10 −14 

4 π [ D A (1 + z)] 2 
∫ 

n e n H d V . 
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n AGN flux cutoff of 4 × 10 −6 photon cm 

−2 s −1 , a factor 2 abo v e
his sensitivity limit, in order to ensure that no AGN abo v e the flux
utoff remain undetected by CATS. All AGN abo v e the cutoff are
asked. 2 

In order to model the unresolved AGN, we use models of the
GN luminosity function � ( L , z), which describes the AGN number
ensity at a luminosity L and redshift z. Using this function and
he model parameters of Miyaji et al. ( 2015 ), we calculated the
redicted number density of AGN inte grated o v er all redshifts and
ithin a given flux interval through a Monte Carlo process. We

ompared the distribution of thusly predicted AGN with the number
f detected AGN in Perseus with the CATS pipeline. Fig. 3 shows the
bserved AGN number density as a function of 0.6–3.5 keV photon
ux (photon cm 

−2 s −1 ), versus the model-predicted AGN number
ensity o v er a solid angle of 1 square de gree. At flux es > 2 × 10 −6 

hoton cm 

−2 s −1 , the number of predicted AGN matches very well to
he number of detected AGN. This shows that the AGN luminosity
unction provides a good description of the AGN number density
n the Perseus field, and that our choice of a cutoff at 4 × 10 −6 

hoton cm 

−2 s −1 is appropriate. 
As with the point sources found by the CATS pipeline, we assume

hat the typical AGN spectrum is a power law with photon index � =
.5, so that we can estimate the total flux from AGN in a given flux
ange from the number density. The expected number of counts from
nresolved AGN in a bin � A is then given by integrating the redshift-
ntegrated AGN luminosity function over a flux interval. From this
unction, we can calculate the expected number of AGN counts in a
iv en re gion: 

 A ∼ φ( F min , F max , αbin ) E bin , (11) 

here φ is the PDF of the flux (in units of photon cm 

−2 s −1 ) from
ll unresolved AGN within the flux range F min to F max , and in the
urface area αbin . In our implementation, we use F min = 0, and F max =
 × 10 −6 photon cm 

−2 s −1 , corresponding to the cutoff in Fig. 3 . 
NRAS 518, 2954–2970 (2023) 

 Given that AGNs with low flux are accounted for in the model rather 
han masked from the analysis, we note that our results are not sensitive 
o the details of the CATS pipeline. Comparable results might be achieved 
y straightforward application of standard source detection tools such as 
avdetect . 

w  

d  

a  

a  

l  

s  
.3.4 Galactic foreground 

n order to model the Galactic foreground, we use Perseus ob-
ervations from the ROSAT All-Sky Survey. We defined 8 circles
ith radius of 1 ◦, 2 ◦ away from the center of Perseus. The re-
ions to the W and NW were contaminated by nearby sources,
hile the remaining six regions were used to model the Galactic

oreground. 
As a spectral model, we fit a combination of an absorbed and

nabsorbed thermal component: APEC + PHABS ∗ APEC in
SPEC . These two model components reflect thermal emission from

he ’Local Bubble’, and emission from Galactic halo, respectively
for a discussion on Chandra’s soft X-ray background, see Hickox &

arkevitch 2006 ). An absorbed power-law component was included
n the fit to model the contribution from unresolved AGN, but this
omponent is modeled separately in our analysis. The abundance Z
nd the Galactic absorption N H were fixed, following Mantz et al.
 2022 ). A fit with a third thermal component of ∼0.6 k eV w as also
ttempted (see e.g. Urban et al. 2014 ; Bluem et al. 2022 ), but this
id not result in an impro v ed fit. The results of the fit are shown in
able 3 . 
We use the parameters in Table 3 to calculate the 0.6–3.5 keV

urface brightness of the Galactic foreground: 2.13 × 10 −10 photons
m 

−2 s −1 arcsec −1 . This is taken to be a constant in the model. The
umber of predicted counts from the Galactic foreground in a given
in is then 

 g = 2 . 13 × 10 −10 E bin . (12) 

.4 Likelihood function 

or a given shell, we aim to constrain the variance of surface
rightness fluctuations, σ shell , and the mean brightness for each band
i) within the shell, μi , using the number of 0.6–3.5 keV counts
easured in each bin ( j ) in the shell, k j . The likelihood for each bin

s Poisson, conditional on the corresponding predicted expectation
alue of the number of counts, which we model as the sum of the
our components discussed abo v e: � j = � C ( μi ( j ) , σ shell ) + � B, j +
 A, j + � g, j , where i ( j ) indicates the band containing the j th bin. In

ractice, we directly marginalize o v er the latent parameters � C , � B ,
 A , and � g using Monte Carlo integration, such that the likelihood

or a bin is 

 j = 

〈 

λ
k j 
j e 

−λj 

k j ! 

〉 

, (13) 

here λj represents a random realization of � j based on the PDFs
escribed in the previous section, and the angled brackets represent
n av erage o v er such realizations (we find that 10 000 provides
 good compromise between speed and precision). The complete
ikelihood for the shell is simply the product of L j o v er bins within the
hell. In order to sample the posterior distributions of the remaining
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Figure 4. Forward-simulated model histograms resulting from the MCMC-sampled posterior distributions, compared with the observed 0.6–3.5 k eV surf ace 
brightness data in the 4 shells of the northern sector. The ’total model’ represents the sum of the four individual model components: cluster emission, unresolved 
AGN, particle background, and Galactic foreground. The model error envelopes were created by repeating the forward simulation process 10 000 times, and 
taking the 14th and 86th percentiles at each histogram bin as the lower and upper model boundaries. We note that the residual plots below each panel are purely 
meant as a visual aid, as the errors are correlated. 
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arameters, σ shell and μi , we use the Markov Chain Monte Carlo 

ampler of Goodman & Weare ( 2010 ), implemented through the 
YTHON package EMCEE . 

 RESULTS  

ig. 4 provides a visualization of the goodness of fit of the model
or each shell in the N sector, showing posterior predictions for the
istributions of surface brightness due to each model component, 
s well as their sum and the empirical brightness distribution of
he data. Equi v alent diagnostics for the other sectors are shown in
ppendix B . 
As can be seen in Figs 4 and B1 , our model provides a good descrip-
ion of the data in all shells. This gives us a post-facto justification for
he assumption of log-normality for the (projected) cluster surface 
rightness distrib ution. Ha ving verified that the model distrib utions
atch well to the data, we use the posterior distributions, obtained

hrough MCMC, to e v aluate the surface brightness fluctuations σ f 

n each shell. Because the posterior distributions are asymmetric, 
e report the modes and the 68.3 per cent highest posterior density

ntervals (HPDI). 
In addition to the results for the individual sectors, we have also

ombined the results of all sectors except the NWD sector. For each
f the 7 shells at a given radial range, we took samples σ f , n from
he posterior distributions of σ f , and then constructed a likelihood 
MNRAS 518, 2954–2970 (2023) 
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Figure 5. The density bias 
√ 

C − 1 measured with 1 × 1 arcmin 2 regions, in each of the 8 sectors in Perseus. Plotted are the statistical errors, which indicate 
the 68.3 per cent highest posterior density interval (HDPI), with the mode listed as the central value. The combined results were obtained by fitting a Gaussian 
mean plus a scatter to the results of individual shells: see text for details. 
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unction L = Norm ( σf, n | μσf , σσf ), marginalizing o v er N = 5000
umber of samples, and then taking the logarithm and summing the
og-likelihoods of the individual shells. The free parameters μσf 

and
σf 

represent the mean and the scatter in the surface brightness log-
ormal standard deviation σ f . With this likelihood function, we used
CMC to find the posterior distributions for these two parameters,

nd calculated values for the combined sectors from the posterior
istributions of μσf 

. We also investigated the combined results for
he combined quiescent arms (NE, S, SW, NWD, and N sectors), and
he arms along the E–W axis (E, W, and NW sectors), but found no
tatistically significant differences between the combined quiescent
nd combined E–W axis arms. 

In order to find the scaling factor between the 2D surface brightness
uctuations and the 3D density fluctuations, we use a power spectrum
nalysis in several of the shells. We discuss power spectra and the
elation between 2D and 3D fluctuations in more detail in Section 5.2 .
n order to obtain the amplitude of the density fluctuations, we
ultiple σ f by a factor of 1.87. 
We subsequently calculate the density bias 

√ 

C for the individual
ectors as well as the combined results, using equation ( 4 ). These
iases in each shell along the sectors are shown in Fig. 5 . While
he intrinsic scatter between individual sectors below 1.6 r 2500 is
omewhat large, in most individual shells we find the density bias
o below 15 per cent . For the combined results, we find the scatter
NRAS 518, 2954–2970 (2023) 
o be better constrained, and about 3 per cent for inner radii. For
he shells at 1.6–2.2 r 2500 , the density bias is 8 per cent , although
iven the uncertainties, this increase is only marginally significant.
e also note that our analysis assumes that all observed density

uctuations can be attributed to the Perseus Cluster. Given the
ig solid angle that Perseus extends on the sky, it is likely that
ome extended background sources will contaminate our field of
iew and introduce additional fluctuations. It is therefore possible
hat the intrinsic density bias is somewhat lower than is measured
ere. 
The largest-scale fluctuations are expected to dominate the o v erall

ontribution to the measured fluctuations, although to what degree
equires knowledge of the slope of the spectrum. The shells are
ot equal in size, with the smallest inner shells extending about 10
rcmin and the largest outer shells extending about 25 arcmin in
he azimuthal direction. This would suggest that the shells at larger
adii are sensitive to somewhat larger-scale fluctuations, although no
nambiguous trend of increasing bias with radius is observed. We
efer to Section 5.2 for further discussion of the length-scales that
nfluence our measurement. 

Zhuravle v a et al. ( 2015 ) consider the clumping factor C in terms
f an integration over the density fluctuation power spectrum, in
he inner ∼ 200 kpc region of Perseus. As can be seen from their
esults, the clumping factor is significantly lower if one puts an upper
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Figure 6. The one-component turbulent velocity measured with 1 × 1 arcmin 2 regions, in each of the 8 sectors in Perseus. Plotted are the statistical errors, 
which indicate the 68.3 per cent HDPI, with the mode listed as the central value. The combined results were obtained by fitting a Gaussian mean plus a scatter 
to the results of individual shells: see text for details. 
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imit on the largest scale (in their case, l = 100 arcmin for Perseus,
oughly comparable to the 25 arcmin extent of the largest shells in our
odel). The 6 –8 per cent clumping factor (and therefore a density 

ias 
√ 

C = 3–4 per cent ) measured in the central region is very 
imilar to our measurements at radii of 0.3 − 1.6 r 2500 . Our results are
lso consistent with the clumping measurements of Simionescu et al. 
 2012 ) which used Suzaku data, as in those data the clumping factor
as measured to be close to 1 at smaller radii, only starting to increase

t ≈ 0 . 5 r 200 ≈ 1 . 6 r 2500 , corresponding to the outermost shells in our
nalysis. The results indicate that the amplitude of the clumping fac- 
or is modest, and unlikely to bias measurements of the ICM density,
r cosmological measurements using the ICM density significantly. 
Secondly, we calculate the one-component turbulent velocity 

nder the assumption that all the fluctuations that we observe are 
ourced by turbulent motions. In that case, we use equations ( 3 ) and
 5 ), using the standard deviation of the cluster log-normal model
s representative fluctuations. Additionally, the turbulent spectrum 

epends on the sound speed, which is given by 

 s = 

√ 

γ kT 

μm p 

, (14) 

here γ = 5/3 is the adiabatic index, k is the Boltzmann constant, T
s the plasma temperature, μ = 0.61 is the mean particle weight, and
 p is the proton mass. We extracted radial temperature profiles in 
(  
arious sectors, as described in Appendix A . The resulting turbulent
elocities are shown in Fig. 6 . 

Contrary to the density bias which represents a weighted sum of
ontributions o v er different scales, the turbulent velocity represents 
he velocity of the plasma at a particular length scale. Thus, the
nterpretation of what scale our measured velocities correspond to 
ecomes more comple x. Giv en that the measured v elocity represents
ome type of summation of the v elocities o v er the length-scale range,
e can state that the turbulent velocities that we measure represent

n upper limit for length scales around 1 arcmin. 
The full results for σ f , the density bias and the turbulent velocity

re shown in Table 4 . For each shell, we list σ f and the two derived
uantities v 1D (equation 5 ) and 

√ 

C (equation 4 ). 

 DI SCUSSI ON  

.1 Constraints on the presence of a high-density tail 

s discussed in Section 3.2 , while basic theoretical arguments would
uggest that the spectrum of density and, therefore, X-ray surface 
rightness fluctuations in the ICM is likely to be approximately 
og-normal in shape, hydrodynamical simulations have commonly 
redicted the presence of a high-density tail to this distribution, 
ssociated with the presence of cool, high surface brightness ‘clumps’ 
e.g. Zhuravle v a et al. 2013 ). Whether these clumps are physically
MNRAS 518, 2954–2970 (2023) 
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Table 4. Full results of the MCMC analysis. Listed are the 68.3 per cent 
HPDI of σ f , with the mode of each distribution as the central value, the 
plasma temperature used for computing the soundspeed (see Appendix A ), 
and the derived quantities v k ,1D and density bias ( 

√ 

C ). The ’Comb’ sector 
represents the fitted average for the NE, E, S, SW , W , and N sectors. See text 
for details. 

Sector Shell σ f kT ([keV) v k ,1D (km s −1 ) 
√ 

C 

NE 1 0 . 21 + 0 . 02 
−0 . 02 6.9 532 + 42 

−45 1 . 08 + 0 . 01 
−0 . 01 

2 0 . 24 + 0 . 02 
−0 . 03 7.4 631 + 58 

−67 1 . 11 + 0 . 02 
−0 . 02 

3 0 . 09 + 0 . 06 
−0 . 08 7.2 228 + 157 

−211 1 . 01 + 0 . 03 
−0 . 01 

4 0 . 4 + 0 . 16 
−0 . 19 7.2 1029 + 409 

−496 1 . 33 + 0 . 41 
−0 . 25 

E 1 0 . 11 + 0 . 01 
−0 . 01 6.4 271 + 22 

−15 1 . 02 + 0 . 0 −0 . 0 

2 0 . 18 + 0 . 01 
−0 . 01 5.9 418 + 32 

−30 1 . 06 + 0 . 01 
−0 . 01 

3 0 . 16 + 0 . 04 
−0 . 06 6.5 390 + 90 

−135 1 . 05 + 0 . 02 
−0 . 03 

4 0 . 29 + 0 . 09 
−0 . 16 6.7 703 + 217 

−388 1 . 15 + 0 . 12 
−0 . 12 

S 1 0 . 16 + 0 . 01 
−0 . 02 7.7 416 + 29 

−40 1 . 04 + 0 . 01 
−0 . 01 

2 0 . 1 + 0 . 03 
−0 . 03 7.2 259 + 87 

−87 1 . 02 + 0 . 01 
−0 . 01 

3 0 . 1 + 0 . 05 
−0 . 07 7.2 249 + 139 

−182 1 . 02 + 0 . 02 
−0 . 02 

4 0 . 18 + 0 . 12 
−0 . 16 7.2 464 + 301 

−409 1 . 06 + 0 . 11 
−0 . 06 

SW 1 0 . 13 + 0 . 01 
−0 . 02 7.7 331 + 39 

−49 1 . 03 + 0 . 01 
−0 . 01 

2 0 . 0 + 0 . 04 
−0 . 0 7.2 12 + 94 

−12 1 . 0 + 0 . 0 −0 . 0 

3 0 . 14 + 0 . 05 
−0 . 1 7.2 365 + 117 

−252 1 . 04 + 0 . 03 
−0 . 03 

4 0 . 28 + 0 . 11 
−0 . 15 7.2 721 + 277 

−392 1 . 15 + 0 . 16 
−0 . 12 

W 1 0 . 06 + 0 . 01 
−0 . 01 7.7 169 + 34 

−29 1 . 01 + 0 . 0 −0 . 0 

2 0 . 05 + 0 . 01 
−0 . 01 6.9 131 + 28 

−27 1 . 0 + 0 . 0 −0 . 0 

3 0 . 18 + 0 . 02 
−0 . 02 5.8 401 + 52 

−42 1 . 05 + 0 . 02 
−0 . 01 

4 0 . 02 + 0 . 13 
−0 . 02 6.6 48 + 311 

−48 1 . 0 + 0 . 04 
−0 . 0 

NW 1 0 . 12 + 0 . 01 
−0 . 01 8.4 320 + 33 

−25 1 . 02 + 0 . 01 
−0 . 0 

2 0 . 09 + 0 . 01 
−0 . 02 6.6 232 + 35 

−37 1 . 02 + 0 . 01 
−0 . 0 

3 0 . 27 + 0 . 08 
−0 . 16 5.9 630 + 177 

−364 1 . 14 + 0 . 1 −0 . 11 

NWD 1 0 . 16 + 0 . 04 
−0 . 05 5.6 371 + 92 

−102 1 . 05 + 0 . 03 
−0 . 02 

N 1 0 . 08 + 0 . 01 
−0 . 01 7.6 219 + 22 

−22 1 . 01 + 0 . 0 −0 . 0 

2 0 . 23 + 0 . 03 
−0 . 03 8.0 615 + 80 

−73 1 . 09 + 0 . 03 
−0 . 02 

3 0 . 24 + 0 . 05 
−0 . 05 7.6 620 + 134 

−122 1 . 1 + 0 . 05 
−0 . 04 

4 0 . 25 + 0 . 09 
−0 . 19 7.4 641 + 242 

−485 1 . 11 + 0 . 11 
−0 . 11 

Comb. 1 0 . 13 + 0 . 02 
−0 . 02 7.3 325 + 60 

−62 1 . 02 + 0 . 01 
−0 . 01 

2 0 . 13 + 0 . 04 
−0 . 04 7.1 332 + 107 

−106 1 . 03 + 0 . 03 
−0 . 01 

3 0 . 14 + 0 . 03 
−0 . 03 6.9 352 + 74 

−72 1 . 03 + 0 . 02 
−0 . 01 

4 0 . 22 + 0 . 06 
−0 . 08 7.0 549 + 158 

−188 1 . 08 + 0 . 07 
−0 . 04 
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Figure 7. Histogram of residual surface brightness predicted by 3000 sets 
of Monte Carlo realizations of both tail models for the 5 shells in the 0.8–
1.2 r 2500 radial range in the NE, E, S, SW, and N sectors. For comparison, 
the combined residual data of the 0.8–1.2 r 2500 shells in those sectors are 
also plotted. The residuals were obtained by subtracting the mode of the 
distribution at each band in logspace. The dashed line indicates the threshold 
ln SB > 1.5 brighter than the mode of the distribution, where we quantitatively 
compare the data and predictions. 
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posterior distributions for the ICM model parameters by a negligible amount. 
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resent or an artefact of the prescriptions used to model sub-grid

hysics, such as cooling, star formation, and AGN feedback, has
een a topic of debate. 

Our analysis allows us to place firm constraints on the presence
f such bright, dense clumps in the Perseus Cluster. Fig. B1 shows
hat the lognormal model provides, by eye, an impressively good
escription of the Chandra data. In order to place quantitative con-
traints on the presence of high density tails to the distributions, we
ncluded a high-density tail in the cluster emission model component.
ecause the shape of such a high-density tail in real data is unknown,
e defined both two tail models: the ‘Z13’ model is based on the
robability density function presented in fig. 2 of Zhuravle v a et al.
 2013 ). The height of the Z13 tail model was taken to be 0.25 per cent
NRAS 518, 2954–2970 (2023) 
f the peak of the cluster log-normal component. At this tail height,
he intersection of the log-normal and tail components should occur
t ≈ 3 . 462 σf . The extent of the tail was then set at an order of
agnitude in density beyond this intersection, which by equation ( 3 )

quates to two orders of magnitude for surface brightness. The ‘weak’
ail model is set at the same height and thus intersects the log-
ormal component at the same point, but only extends half an order
f magnitude in density (thus one order of magnitude in surface
rightness). 
Using these models, we generated 3000 sets of surface brightness
onte Carlo realizations in several shells in the same manner as

he realizations shown in Fig. 4 . F or efficienc y, we used the MCMC
arameter samples obtained from the non-tail model to describe
he log normal cluster emission components. 3 We obtained residual
urface brightness distributions by subtracting the mode of the
istribution in each band, and then combined all bins from the 5
ectors that use the same radial ranges (NE, E, S, SW, and N sectors)
nto a single distribution. Fig. 7 shows the combined predicted
esidual distributions for both tail models compared with the data
or the 5 shells at 0.8–1.2 r 2500 . 

We computed the binomial probability for the number of bins in
he data at surface brightness ln SB > 1.5 brighter than the mode of
he distribution (i.e. unambiguously in the tail) with the predictions
f both tail models. Table 5 shows the probabilities of the tail models
roducing the observed number of bins in this region, which is zero
ins in all cases. Because there is stochasticity to the predictions (as a
esult of the Monte Carlo method), we report the highest probability
fter a minimum of 1500 realizations of the data set as the most
onserv ati v e estimate. F or the Z13 tail model, the probability at all
adial ranges is smaller than 7.1 × 10 −8 , which argues strongly
gainst the presence of a tail such as the one seen in Zhuravle v a
t al. ( 2013 ). For the weak tail model, the probability remain below
.6 × 10 −3 for the inner three radial ranges. For the 1.6–2.2 r 2500 

hells, the background is strong enough that the weak tail model
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Table 5. Binomial test for the surface brightness data assuming two forms 
of a cluster emission model with a high-density tail. f tail is defined as the 
fraction of Monte Carlo samples that are ln SB > 1.5 brighter than the mode 
of the distribution. P (bins) is the probability that the tail model produces the 
number of tail bins seen in the data. 

r 2500 range N bins Tail bins Model f tail P (bins) 

0.3–0.8 681 0 Z13 0.0239 7.1 × 10 −8 

weak 0.0073 6.6 × 10 −3 

0.8–1.2 1070 0 Z13 0.0360 9.3 × 10 −18 

weak 0.0100 2.0 × 10 −4 

1.2–1.6 1441 0 Z13 0.0343 1.5 × 10 −22 

weak 0.0059 1.7 × 10 −4 

1.6–2.2 1413 0 Z13 0.0173 2.2 × 10 −11 

weak 0.0018 0.075 
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Figure 8. Power spectrum for the inner shell in the S sector. The blue curve 
shows the amplitude of 2D surface brightness fluctuations A 2D , the red curve 
shows the amplitude of 3D density fluctuations A 3D . The dashed vertical line 
indicates the ef fecti ve scale at which A 2D corresponds to our measurement 
for this shell. The dashed diagonal line indicates the slope of a Kolmogorov 
turbulent spectrum. 
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arely extends beyond the cutoff. As a result, we are not able to
ompletely rule out the presence of a weak tail model at this radius.
he binomial probability with the predictions of the non-tailed model 

s > 95 per cent at all radial ranges. 
The tails observed in Zhuravle v a et al. ( 2013 ) were seen at radii
 r 500 , approximately corresponding to the outer edge of our analysis.
lthough our analysis strongly rules out these tails in the Perseus

luster at 0.3–2.2 r 2500 , it is possible that such tails still might exist
n real data at larger radii. 

We note that clumps dense and small enough to be resolved by
handr a would hav e been identified as point sources and excluded

rom the analysis. Ho we v er, the e xcellent agreement in Fig. 3
etween the modelled and observed number of AGN indicates that 
he number of bright surface brightness clumps misidentified in such 
anner is likely to be negligible. 

.2 Comparison to power spectra 

s briefly mentioned in Section 4 , we have conducted a comparison
ith power spectra for a small subset of shells in which the number
f counts were sufficient to get meaningful measurements at rele v ant
cales. The power spectrum analysis aids interpretation of our results 
n tw o k ey w ays. First, our measurement represents a weighted sum
f contributions o v er a range of scales between the size of the spatial
in (1 by 1 arcmin) and the size of the shell (of the order 15 arcmin).
t the same time, fluctuations along the line of sight will also

ontribute to the measurement. Because of the positive correlation 
etween fluctuation amplitude and scale, larger scales are expected 
o dominate the o v erall measurement. By comparing with the power
pectrum and identifying the scale where the power spectrum analysis 
atches our measurement, we can thus infer an ‘ef fecti ve scale’

hat our measurements correspond to. Secondly, because the power 
pectrum method includes a deprojection analysis, it allows us to 
stimate the amplitude of the 3D fluctuations from the measured 2D 

uctuations. These projection effects were not directly accounted for 
n our forward-model, primarily because estimating the contribution 
o the amplitude of fluctuations of projected emission at larger 
adius would require making a a priori assumptions about the scale- 
ependent nature of those fluctuations. In general, projection has the 
ffect of suppressing the observed amplitude of the fluctuations, as 
he contribution of random fluctuations will be averaged over the 
ine of sight. For smaller-scale fluctuations, this suppression will be 
tronger as the projected line of sight through the cluster will extend
cross a larger number of fluctuations. 

We have followed the power spectrum method as described in 
huravle v a et al. ( 2015 ), and the deprojection method laid out in
hurazov et al. ( 2012 ), and generated power spectra in the 0.3–
.8 r 2500 shells of the NE, E, and S sectors. We also attempted
o generate a power spectrum of the 0.3–0.8 r 2500 shell in the
 sector, but this sector did not contain sufficient counts and
ielded a very noisy spectrum. For the deprojection procedure, we 
ssumed a spherically symmetric β-model for each shell (by using a
eparate β-model for each individual shell). In principle, large-scale 
erturbations can be included in the β-model, which would result 
n a shallower power spectrum because the large-scale perturbations 
re divided out, rather than being included in the power spectrum.
ecause it is difficult to know which perturbations are sourced by

urbulence, and which perturbations are caused by other processes, 
uch as large-scale disturbances of the gravitational potential (as 
ight be the case along the E–W axis, which is not dynamically

elax ed), we hav e chosen to use the spherically symmetric β-model as
he most conserv ati ve option, essentially including all perturbations 
n the data in our estimates for the clumping factor and the turbulent
elocity. This means that the inferred turbulent velocities should be 
een as upper limits, under the assumption that all perturbations are
ourced by turbulence. 

The power spectrum for the inner shell of the S sector can be seen in
ig. 8 , showing both the surface brightness power spectrum in terms
f the amplitude A 2D , and the density power spectrum in terms of A 3 D .
or the 3 shells we have investigated, we find that the wave number
t which the A 2D amplitude equals the value of σ f in our analysis is k

0.005 kpc −1 in all 3 shells, corresponding to an ef fecti ve scale of
.2 arcmin. This is consistent with the idea that the largest coherent
cales spanned by our measurements (approximately 12 arcmin for 
he shells considered here) dominate the o v erall measurements. 

At the approximate ef fecti v e wav e number k = 0.005 kpc −1 , we
etermine the ratio between the amplitude of the 2D and 3D spectra
o estimate how much projection effects suppress the measurements. 

e find that at the ef fecti ve scale, the ratio A 3D / A 2D equals 2.3,
.6, and 1.7 for the inner shells in the NE, E, and S sectors,
espectively. We use the average of these 3 values (1.87) to convert our
easurements to the amplitude of density fluctuations in Section 4 .
ecause of strong Poisson noise, we could only generate power 
MNRAS 518, 2954–2970 (2023) 
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Figure 9. The ratio of the inferred turbulent velocity to the sound speed as a 
function of radius, for the combined results. 
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pectra for shells at the smallest radii. We make the assumption
hat this ratio between 2D and 3D fluctuations holds for shells at
arger radii as well. Although the projected line of sight through
he cluster becomes smaller as one mo v es to larger radii, the 3D
mission regions contributing the most to the observed surface
rightness along a given line of sight are the regions that are of
imilar brightness. Therefore, the ef fecti ve length of the line of sight,
.e. the length of the region that most of the photons come from,
hould not vary dramatically as one mo v e to larger radii. Based on
he ratios observed in the 3 sectors (2.3, 1.6, and 1.7), we estimate
hat there is a systematic uncertainty of the order of 25 per cent in
he calculated amplitude of the density fluctuations. As noted abo v e,
hese values and the associated systematic uncertainty are only valid
or the spherically symmetric β-model. For β-models that include
arge-scale perturbations, the ratio A 3D / A 2D at the ef fecti ve scale
ould decrease, and the resulting clumping factors and turbulent
elocities would be lower. 

.3 Turbulence in cluster simulations 

e have used the calculated turbulent velocities and compared them
ith the results of numerical simulations of the ICM. Of particular

nterest is the ratio of turbulent velocity to the sound speed, v 1D / c s , as
his gives an indication of the level of non-thermal pressure support
hat is caused by subsonic motions. The ratio of the energy density
n turbulence to the thermal energy can be written as 

 nth = 

3 γ

2 

(
v 1 D 

c s 

)2 

. (15) 

In the simulations described in Lau, Kravtsov & Nagai ( 2009 ),
he ratio v 1D / c s is shown to range from ≈0.125 to 0.3 for radii
etween 0.2 and 1.0 r 500 in relaxed clusters, which will contribute ≈
 –15 per cent to the total pressure support. Fig. 9 shows this fraction
or our inferred turbulent velocities, for the combined sectors from
he results in Table 4 . Although, we also computed the results for
he combined quiescent arms (NE, S, SW, NWD, and N sectors)
nd the combined E–W axis arms (E, W, and NW sectors), we did
ot find any statistically significant differences between these two
nd therefore did not include them in the figure. Overall, we find
arginal evidence for v 1D / c s increasing with radius: a power-law
t of the combined turbulent velocity profile results in a power-law

ndex of 0.18 ± 0.17. 
NRAS 518, 2954–2970 (2023) 
Our measured fraction is slightly higher than the predictions of
au et al. ( 2009 ). This is unsurprising, given our assumption that the
bserved X-ray surface brightness fluctuations are entirely sourced
y turbulent motions. We also note that on top of the statistical
rrors shown in Fig. 9 , there is a 25 per cent systematic uncertainty
ntroduced by the conversion from surface brightness to density
uctuations (Section 5.2 ). Thus, we can conclude that our results
n the amplitude of turbulent velocities are broadly consistent with
he predictions from hydrodynamical simulations. 

.4 Current and future obser v ations 

lthough the current work has focused e xclusiv ely on Chandra data,
e note that Perseus has also been observ ed e xtensiv ely with the
MM–Newton telescope (see e.g. Simionescu et al. 2012 ; Sanders
t al. 2020 ), with good co v erage of the cluster up to ≈1.5 r 2500 .
lthough an analysis of those data is beyond the scope of this work,
e note that the higher ef fecti ve area of XMM and the comparatively

onger exposure times in certain regions at larger radii could in
rinciple impro v e the uncertainties on our measurements. On the
ther hand, the CCD detectors of XMM have some disadvantages as
ell, such as the fact that the particle background is more prominent

nd more variable, and and the larger PSF, which makes the removal
nd modelling of residual point sources more challenging. One area
n which we envision XMM data could be useful for future work
s in providing more > 3.5 keV photons, which we could use for a
omparison between the soft (0.6–3.5 keV) and hard (3.5–7.0 keV)
-ray bands, such that we could infer more about the thermodynamic
rocesses that source the observed fluctuations (Zhuravle v a et al.
015 ). 
In terms of future missions, both the upcoming XRISM mission

planned launch February 2023) as well as ATHENA in the next
ecade will shed more light on dynamical processes in galaxy
lusters. Both of these missions will carry X-ray calorimeter in-
truments, allowing for eV-scale energy resolution and accurate
adial velocity measurements of gas motions. With the sensitivity
f XRISM , radial velocity measurements should be possible out
o radii of at least 0.4 r 2500 in the Perseus Cluster (in small 3

3 arcmin 2 regions) (XRISM Science Team 2020 ). The 2016
itomi mission made such a measurement in the core of Perseus,

nd found a line-of-sight turbulent velocity of (164 ± 10) km s −1 at
adii of 30–60 kpc ( ≈ 0 . 05 –0 . 1 r 2500 ) (Hitomi Collaboration 2016 ).
he turbulent velocity up to 100 kpc away from the central AGN
as measured to be constant at ≈100 km s −1 (Hitomi Collaboration
018 ). 
Given that XRISM will measure the gas velocity from spectral

ines, it should not suffer the same suppression due to projection
hat occurs in our data. Patches of cluster gas along the line of sight
ill all contribute to Doppler-broadening of the total spectral line in

he projected 2D region – which is fundamentally different from our
ethod, where the scalar property of emissivity is averaged along the

ine of sight. The gas velocities observed with XRISM in the Perseus
luster, if only for a few small 3 × 3 arcmin 2 regions, will thus still
rovide an important cross-check on our results presented in Table 4 .
A less straightforward question is the ef fecti ve scale at which

RISM will measure the turbulent velocity. Although the beam-size
f XRISM is of the order of 1 arcmin, to some extent scales along
he line of sight through the cluster might increase the ef fecti ve scale
t which velocities are measured. Assuming that the ef fecti ve scale
bserved by XRISM is 1 arcmin, and taking the ef fecti ve scale of 9.2
rcmin from our data, and assuming and the power spectrum follows
 Kolmogorov slope, we would expect that the velocities measured
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y XRISM would be lower by a factor of (9.2/1) 1/3 ≈ 2 compared to
hat we measure. 

 C O N C L U S I O N S  

sing a large set of Chandra observations of the Perseus Cluster,
e have conducted a rigorous study of projected gas fluctuations 

n between radii of 0.3 and 2 . 2 r 2500 along eight different sectors.
ur findings show that the density bias 

√ 

C averages to around 
 

+ 2 
−1 per cent between radii of 0.3–1 . 6 r 2500 . In the range of 1.6–
 . 2 r 2500 , the density bias marginally increases to 8 + 7 

−4 per cent.
ecause of the uncertainty in estimating 3D density fluctuations 

rom 2D surface brightness fluctuations, our measurements contain 
n additional ≈25 per cent systematic error in the amplitude of σρ ,
hich for 

√ 

C translates to an additional uncertainty of ≈1–2 per cent 
t 0.3–1 . 6 r 2500 , and ≈5–6 per cent at 1.6–2 . 2 r 2500 . Overall, our
ndings show that the density bias will have a small effect on the
easured gas mass in a cluster. 
At the radii 0.3–1 . 6 r 2500 , we find an average turbulent velocity of

40 + 80 
−80 km s −1 , while the average turbulent velocity at 1.6–2 . 2 r 2500 

s measured to be 549 + 159 
−188 km s −1 . Just as for 

√ 

C , our measurements
arry an additional ≈25 per cent systematic uncertainty . Importantly , 
he turbulent velocity is calculated under the assumption that all the 
bserved fluctuations are sourced by turbulence. This may not hold 
rue in shells where large-scale fluctuations are caused by disturbance 
f the gravitational potential. As such, our measurements of the 
urbulent velocity might be seen as an upper limit. 

The modelling done in this paper provides a blueprint for the 
nalysis of gas fluctuations that can be extended and improved 
n a number of ways. By combining Chandra and XMM–Newton 
bservations of the same system, the spatial resolution of the 
ormer can be used together with the higher sensitivity of the 
atter. Additionally, the joint analysis of a soft and hard energy 
and could reveal more about the nature of the gas fluctuations. 
inally, it would be valuable to apply this analysis to other clusters in
rder to investigate the validity of these results for similar quiescent 
lusters. 
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PPENDIX  A :  TEMPERATURE  PROFILES  

ig. A1 shows projected temperature profiles for in eight sectors from
he Chandra data, obtained using the spectral analysis methodology
escribed in Mantz et al. ( 2014 , 2022 ). In particular, the spatial varia-
ion of the Galactic equi v alent absorbing column density measured by
he LAB H I surv e y was accounted for, and its o v erall normalization
as simultaneously fitted to the data for each sector along with the

emperature as a function of radius. Unlike the results for Perseus
sed by Mantz et al. ( 2022 ), here we are neither modelling the total
ass profile nor constraining deprojected profiles of temperature

nd density, but more simply fitting for the projected brightness
nd temperature in partial annuli, while accounting for the complex
bsorption across the cluster image. Metallicities were included as
ree parameters in the fit, though linked between adjacent radial bins
NRAS 518, 2954–2970 (2023) 
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Figure A1. Projected temperature profiles
or an o v erall-courser resolution than the temperature profiles shown.
he sectors used in this analysis are those identified by Mantz et al.
 2022 ), which differ somewhat from those adopted in this work.
o obtain a temperature to compute the sound speed appropriate
or a given region in Section 4 , we created linear interpolations
f the temperature profiles for each sector shown in Fig. A1 . We
hen e v aluated each interpolated function at the appropriate radius,
dentified the o v erlap between the sectors in this work and those in

antz et al. ( 2022 ), and took the weighted average based on overlap
n azimuths. The radii of a few shells extend beyond the final data
oint of the temperature profiles by ≈5 arcmin, yet were still within
he total range co v ered by that data point. In those cases, we simply
ook the temperature of the last data point as the temperature for the
hell. Although this method is somewhat simplistic, we note that the
ound speed depends only the square root of the temperature and the
emperature varies by only ≈4 keV in the radial range of interest.
herefore, the uncertainties from the MCMC samples of the cluster
urface brightness log-normal standard deviation σ f dominate the
rror in the computed turbulent velocity. 

PPENDI X  B:  M O D E L  VI SUALI ZATI ONS  F O R  

L L  SHELLS  

igs B1 shows the model visualizations for all 28 shells in the Perseus
eld. 
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Figure B1. Forward-simulated model histograms resulting from the MCMC-sampled posterior distributions, and compared with the observed 0.6–3.5 keV 

surface brightness data in all 28 shells in the Perseus Cluster. The model error envelopes were created by repeating the forward simulation process 10 000 times, 
and taking the 14th and 86th percentiles at each histogram bin as the lower and upper model boundaries. We note that the residual plots below each panel are 
purely meant as a visual aid, as the errors are correlated. 
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Figure B1. ( Continued. ) 
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