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Abstract

The integration of natural language processing
(NLP) and text mining techniques has emerged
as a key approach to harnessing the potential
of unstructured clinical text data. This chapter
discusses the challenges posed by clinical
narratives and explores the need to transform
them into structured formats for improved
data accessibility and analysis. The chapter
navigates through key concepts, including text
pre-processing, text classification, text cluster-
ing, topic modeling, and advances in language
models and transformers. It highlights the
dynamic interplay between these techniques
and their applications in tasks ranging from
disease classification to extraction of side
effects. In addition, the chapter acknowledges
the importance of addressing bias and ensur-
ing model explainability in the context of
clinical prediction systems. By providing a
comprehensive overview, the chapter offers
insights into the synergy of NLP and text
mining techniques in shaping the future of
biomedical Al, ultimately leading to safer,
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more efficient, and more informed healthcare
decisions.
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1 Introduction

The field of biomedical artificial intelligence (AI)
is undergoing a revolution. The widespread use of
biomedical data sources next to electronic health
records (EHR) systems provides a large amount of
data in healthcare, leading to new areas for clini-
cal research. These resources are rich in data with
the potential to leverage applications that provide
safer care, reduce medical errors, reduce health-
care expenditure, and enable providers to improve
their productivity, quality and efficiency [1, 2]. A
major portion of this data is inside free text in the
form of physicians’ notes, discharge summaries,
and radiology reports among many other types
of clinical narratives such as patient experiences.
This clinical text follows the patient through the
care procedures and documents the patient’s com-
plaints and symptoms, physical exam, diagnostic
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tests, conclusions, treatments, and outcomes of
the treatment.

Free text in the clinical domain is unstructured
information, which is difficult to process automat-
ically. Despite many attempts to encode text in the
form of structured data [3], free text continues to
be used in EHRs. Additionally, clinical texts are
packed with substantial amounts of abbreviations,
special characters, stop words, and spelling errors.
Therefore, natural language processing (NLP) and
text mining techniques can be applied to create
a more structured representation of a text, mak-
ing its content more accessible for data science,
machine learning and statistics, and for medical
prediction models.

A widely accepted definition of text mining has
been provided by Hearst [4], as “the discovery
by computer of new, previously unknown infor-
mation, by automatically extracting information
from different written resources”. Text mining is
about looking for patterns in text, in a similar way
that data mining can be loosely described as look-
ing for patterns in data. According to [5], NLP
is one of the most widely used big data analyt-
ical techniques in healthcare, and is defined as
“any computer-based algorithm that handles, aug-
ments, and transforms natural language so that it
can be represented for computation” [6]. There
is therefore often an overlap of the tasks, meth-
ods, and goals for text mining and NLP, and
the concepts are sometimes used interchangeably.
Fleuren and Alkema [7] describe clinical text min-
ing as automated processing and analysis of text
in relevant textual biources. Text mining typically
involves a number of distinct phases including
information retrieval, named entity recognition,
information extraction and knowledge discovery.
The first step concerns collecting and filtering rel-
evant documents. After information retrieval, the
resulting document collection can be analyzed by
classification or clustering algorithms. As a last
step, information extraction is performed to gen-
erate structured data from unstructured text.

Text mining and NLP techniques have been
applied to numerous health applications involv-
ing text de-identification tools [8], clinical deci-

sion support systems [2], patient identification [9—
12], disease classification [13—15], disease history
[16], ICD10 classification [17], hospital readmis-
sion prediction [18], and chronic disease predic-
tion [19].

Although those systems can now achieve high
performance in various clinical prediction tasks,
they come with some limitations. A common
issue is related to whether there is any bias intro-
duced in any step involved in learning process.
This is important because we know that systems
are trained on data which contain societal stereo-
types, and can therefore learn to reproduce them in
their predictions. Another limitation is that clin-
icians are reluctant to widely use those systems
because, among other reasons, they do not under-
stand the complicated processes on which the pre-
dictions are made. Those limitations have led to
the necessity of systems that can produce expla-
nations regarding their learning mechanism and
decisions.

The successive sections of this chapter are
organised as follows: Sect.2 provides a gentle
introduction on NLP and the common techniques
when conducting biomedical and clinical text
analysis. Subsequently, we discuss state-of-the-
art pre-trained language models in Sect.3, and
NLP tasks and their challenges in healthcare in
Sect.4. Finally, we overview bias and explain-
ability of NLP-based models for biomedical
and clinical text in Sects.5 and 6, respectively.
We conclude the chapter with a summary and
recommendations.

2 What Is Natural Language
Processing

Natural language processing is an area of artifi-
cial intelligence concerned with the interactions
between computers and human languages. There
are many applications of NLP in specific domains,
such as machine translation of legal documents,
mental disease detection, news summarization,
patent information retrieval, and so on.
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2.1 Text Preprocessing

With the advancements of NLP, it is possible
to develop methodologies and automate dif-
ferent natural language tasks. NLP tasks can
be divided in document-level tasks (Sects.2.2
and 2.3), sequence labelling tasks (Sect.2.4),
and sequence-to-sequence processing (not dis-
cussed in this chapter). There are two types of
document-level tasks: text classification and text
clustering. The former refers to tasks of adding
labels from a pre-defined label set to a text. In
other words, we are interested in classifying
texts into pre-defined categories. Annotating a
piece of text as expressing positive or negative
sentiment or classifying an EHR regarding the
patient’s risk of disease are two text classification
examples. Text clustering refers to automatically
group textual documents into clusters based on
their content similarity. In this case, there are
no pre-defined categories. Topic clustering of
textual documents is one example of such a task.
In sequence labelling tasks, one label is added
to each word in a text, to identify and extract
specific relevant information such as named
entities. Finally, in sequence-to-sequence tasks,
both the input and the output is text, like in
translation or summarization.

Text from natural language is often noisy
and unstructured and needs to be pre-processed
before it can be used in one of these tasks.
Pre-processing transforms text into a consistent
form that is readable from the machines. The
most common steps are sentence segmentation,
word tokenization, lowercasing, stemming or
lemmatization, stop word removal, and spelling
correction.

Here, we should note that an NLP system can
involve some or all of those steps. The steps and
the techniques that will be used depends on the
data, the task and the method used. For exam-
ple, social media posts contain special charac-
ters and emoticons and the NLP researcher can
decide how to handle them, whereas domain spe-
cific stop words may be necessary when EHRs are
analyzed. In addition, for sequence labelling it is
important to keep capitalisation, punctuation and
word order, while these aspects can be disregarded

in text classification or clustering. Below we will
briefly describe the most common steps, which
are the sentence segmentation, tokenization and
stemming/lemmatization.

Segmentation The NLP pipeline usually starts
with the sentence segmentation that refers to
divide the text into sentences. Although this looks
like a trivial task, there are some challenges. For
example, in social media texts users tend to use
emoticons that are a combination of symbols
including a period (.), question mark (?) or
exclamation mark (!). Additionally, a period is
used in many abbreviations (e.g., Mr.) that makes
the sentence segmentation more challenging.
Packages such as NLTK and Spacy can perform
sentence segmentation for a range of languages.

Tokenization Tokenization is one of the core
steps in pre-processing and refers to converting
a sentence into tokens. Traditionally, tokens are
words, punctuation marks, or numbers, but in
some contexts subwords can be used as tokens (see
Sect.3.3). In some tasks, we can also add tokens
that capture other type of information such as word
order or part-of-speech tags (i.e., information that
refers to the type such as noun, verb etc.).

Stemming and Lemmatization Both stemming
and lemmatization aim to normalize the tokens
that refer to the same base but appear in a dif-
ferent form in the text (e.g., disease and diseases).
Stemming is based on a more heuristic process and
cuts the ends of the words, whereas lemmatization
is based on the morphological analysis of words,
and aims to return the base of a word (known as
the lemma). For example, stemming of the verb
saw can result to no changes while lemmatization
will return the base form of the word which is see.

2.2  Text Classification

Text classification is the task of assigning one or
more predefined categories to documents based
on their contents. Given a document d and a set
of nc class labels Cy € {1, ..., nc}, text clas-
sification tries to learn a classification function
f D — Cp that maps a set of documents to
labels. Text classification can be implemented as
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an automated process involving none or a small
amount of interaction with expert users [20]. A
general pipeline for a text classification system is
illustrated in Fig. 1.

In binary text classification each document is
assigned to either a specific predefined label or to
the complement of that label (e.g. relevant or non-
relevant). On the other hand, multi-class classifi-
cation refers to the situation where each document
is assigned a label from a set of n classes (where
n > 2). Multi-label text classification refers to the
case in which a document can be associated with
more than one label. Text classification contains
four different levels of scope that can be applied:
(1) Document level, (2) Paragraph level, (3) Sen-
tence level, and (4) Phrase level.

2.3 Text Clustering and Topic

Modeling

With unsupervised learning such as clustering,
there are no labeled examples to learn from,
instead the goal is to find some structure or
patterns in the input data [21]. Text clustering
is an example of unsupervised learning, which
aims to group texts or words according to some
measure of similarity [22]. The goal of clustering
is to identify the underlying structure of the
observed data, such that there are a few clusters
of points, each of which is internally coherent.
Clustering algorithms assign each data point to a
discrete clusterc; € 1,2, ..., K.

Broadly speaking, clustering can be divided
into subgroups; hard and soft clustering. Hard
clustering groups the data in such a way that
each item is assigned to one cluster, whereas
in soft clustering one item can belong to mul-
tiple clusters. Topic modeling is a type of soft
clustering [23, 24]. Topic modeling provides a
convenient unsupervised way to analyze high-
dimensional data such as text. It is a form of text
analysis in which a collection is assumed to cover
a set of topics; a topic is defined as a probability
distribution over all words in the collection (some
words being very prominent for the topic and other
words not related to the topic) and each document
is represented by a probability distribution over

all topics (some topics being very prominent in
the document, and other topics not covered).

There have been a number of topic modeling
algorithms proposed in the literature. The most
popular topic model is the Latent Dirichlet Allo-
cation (LDA) that is a powerful generative latent
topic model [23]. It applies unsupervised learn-
ing on texts to induce sets of associated words.
LDA defines every topic as a distribution over the
words of the vocabulary, and every document as a
distribution over the topics.

LDA specifies a probabilistic procedure by
which documents can be generated. Figure?2
shows a text generation process by a topic model.
Topic 1 and topic 2 shown in the figure have
different word distributions so that they can
constitute documents by choosing the words
which have different importance degree to the
topic. Document 1 and document 3 are generated
by the respective random sampling of topic 1
and topic 2. But, topic 1 and topic 2 generate
document 2 according to the mixture of their
different topic distributions. Here, the numbers
at the right side of a word are its belonging topic
numbers and, the word is obtained by the random
sampling of the numbered topic.

LDA uses a K-dimensional latent random vari-
able which obeys the Dirichlet distribution to rep-
resent the topic mixture ratio of the document,
which simulates the generation process of the doc-
ument. Let K be the multinomial topic distribu-
tions for the dataset containing V elements each,
where V is the number of terms in the dataset. Let
Bi represent the multinomial for the i-th topic,
where the size of f; is V. Given these distribu-
tions, the LDA generative process is as follows:

Algorithm 1: Generative process in LDA

1 for each document do

2 (a) Randomly choose a K-dimensional multinomial distribution
over topics

3 for each word in the document do

4 (i) Probabilistically draw g; from the distribution over topics

obtained in (a)

5 (ii) Probabilistically draw one of the V words from f;

6 end

7 end
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Text Collection

Fig.1 The general pipeline of a text classification system

Fig.2 The generative Topic 1
process of topic modeling
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LDA emphasizes that documents contain mul-
tiple topics. For instance, a discharge letter might
have words drawn from the topic related to the
patient’s symptoms and words drawn from the
topic related to the patient’s treatment. LDA uses
sampling from the Dirichlet distribution to gener-
ate atext with the specific topic multinomial distri-
bution, where the text is usually composed of some
latent topics. And then, these topics are sampled
repeatedly to generate each word for the docu-
ment. Thus, the latent topics can be seen as the
probability distribution of the words in the LDA
model. And, each document is expressed as the
random mixture of these latent topics according
to the specific proportion.

The goal of LDA is to automatically discover
the topics from a collection of documents.
Standard statistical techniques can be used
to invert the generative process of LDA, thus
inferring the set of topics that were responsible
for generating a collection of documents. The
exact inference in LDA is generally intractable,
therefore approximate inference algorithms are
needed for posterior estimation. The most com-
mon approaches that are used for approximate
inference are expectation-maximization, Gibbs
sampling and variational method [25].

LDA has been applied in the health domain
as well. Duarte et al. [26] applied LDA on a col-
lection of electronic health records and showed
that some topics occur more often in the deceased
patients, like renal diseases, and others (e.g., dia-
betes) appear more often in the discharge collec-
tion. Li et al. [27] used LDA to cluster patient
diagnostics groups from Rochester Epidemiology
Projects (REP) that contains medical records. In
their study, they identified 20 topics that could
almost be connected with some group of diseases.
However, they also observed that the same diag-
nosis code group might fall into different topics.
LDA has not only been used to extract topics, but
also as an alternative way to represent the docu-
ments [28].

LDA is accessible to work with, thanks to the
implementation of the model in packages such as
gensim.! There are a few challenges for the user

Uhttps://radimrehurek.com/gensim/.

though: First, the topics are unlabeled so a human
has to assign labels to the topics to make them
quickly interpretable. Second, LDA is not deter-
ministic; in multiple runs it will give multiple dif-
ferent outputs. Third, the number of topics needs
to be determined beforehand, e.g. through opti-
mizing the model for topic coherence [29].

24 Information Extraction

As discussed in Sect.2.2, in text classification
tasks, labels are assigned to a text as a whole
(a whole document, paragraph, or sentence). In
information extraction tasks on the other hand,
labels are assigned to each token in the text. The
token labels identify tokens as being part of a rele-
vant term, typically an entity such as a name. The
task of identifying entities in text is called Named
Entity Recognition. Machine learning tasks that
learn to assign a label to each token are called
sequence labelling tasks.

In sequence labelling, word order is important,
because subsequent words might together form
an entity (e.g. ‘New York’, ‘breast cancer’), and
words in the context of the entity words can give
information about the presence of an entity. Take
for example the sentence “Since taking Gleevec,
the patient has peripheral edema”. Even with-
out ever having seen the word Gleevec, you can
deduce from its context that it is a medication
name. Apart from word order and context, capital-
isation and punctuation are relevant in sequence
labelling tasks: names are often capitalised, and
punctuation such as bracketing sometimes pro-
vides information about the presence of an entity
or the relation between two entities. These char-
acteristics set information extraction tasks apart
from text classification tasks, despite both being
supervised learning tasks.

When creating labelled data for sequence
labelling, words and word groups are marked in
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Table 1 Example of IOB labelling with one medication name and one adverse drug reaction (ADR)

Since Taking Gleevec s The

Patient Has Peripheral Edema ‘

(6] O B-MED (6] (6]

O O B-ADR

-ADR |

annotation tools such as doccano? and inception.’

These annotations are then converted to a file
format with one label per token. The common
token labelling scheme for named entity recogni-
tion is IOB labelling, in which each token gets
one of three labels: ‘I’ if the token is inside an
entity; ‘O’ if it is outside an entity; ‘B’ if it is the
first token of an entity. The B and I labels have
a suffix, indicating their type. Table 1 gives an
example of IOB labelling for one sentence. Here,
B-MED indicates the first word of the medication
name, B-ADR the beginning of the adverse drug
reaction (ADR), and I-ADR the subsequent word
of a the ADR entity.

Based on token-level labelled data, sequence
labelling models can be trained that take a vec-
tor representation for each token as input and
learn the output label. For sequence labelling, we
need machine learning models that take the con-
text of tokens into account. The most commonly
used feature-based sequence labelling model is
Conditional Random Fields (CRF).* Since around
2016, CRF was typically used on top of a neural
sequence model, Bi-LSTM [30]. LSTMs (Long
Short-Term Memory models) are recurrent neu-
ral networks. These are neural network models
that, instead of classifying each token indepen-
dently, use the learned representations of the pre-
vious words for learning the label of the current
token. Bi-LSTM-CRFs were the state of the art for
named entity recognition for some years, before
they were superseded by transformer-based mod-
els (see Sect.3.1).

In addition to named entity recognition, rela-
tion extraction is often relevant: we not only want
to identify medications and ADRs, but also which

Zhttps://doccano.github.io/doccanol.
3https://inception-project.github.io/.
4A tutorial with a description of features for named

entity recognition can be found on https://sklearn-crfsuite.
readthedocs.io/en/latest/tutorial.html.

ADR is related to which medication. Another
prominent relation extraction task in the biomed-
ical domain is the relation between genes, pro-
teins and diseases. Information extraction meth-
ods rely on co-occurrence of entities, both for
unsupervised or supervised labelling. In super-
vised labelling, co-occurrence is combined with
representations of the entities and their context to
decide for a pair of entities whether or not there is
arelation between them. An overview of methods
is provided by Nasar et al. [31].

2.5 Text Representations

As introduced in Sect. 2.1, the first step of the NLP
pipeline is to prepare the raw text into a repre-
sentation that can be used for further processing.
We have introduced classification, clustering and
extraction tasks. In this subsection we will explain
commonly used text representations: how to rep-
resent texts in a form that can be used as input to
machine learning models.

2.5.1 Bag-of-Word Models

To perform text classification and after the text
pre-processing, the question is how to represent
each text document [22, 32]. A document can
be seen as an observation in the dataset, e.g.
a patient discharge letter in a collection of dis-
charge summaries, or a chest x-ray report. A com-
mon approach is to use vector models of a co-
occurrence matrix. A co-occurrence matrix is a
way of representing how often words co-occur.
An example of such co-occurrence matrices is a
document-term matrix, in which each row rep-
resents a document from the dataset and each
matrix column represents a word in the vocab-
ulary of the dataset. Table 2 shows a small selec-
tion from a document-term matrix of radiology
reports showing the occurrence of seven words in
five documents.
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Table 2 Document-term matrix

Document Abnormalities Aortae Possible Nicotine Pain Thoracic
1 1 0 1 0 0 0
2 1 1 1 1 0 0
3 1 0 0 0 1 0
4 1 0 0 0 0 0
5 1 0 0 1 0 1

In Table2, each document is represented as a
vector of word counts. This representation is often
called a bag-of-words, because it includes only
information about the count of each word, and
not the order in which the words appear. With
the bag-of-words representation, we are ignoring
grammar and order of the words. Yet the bag-
of-words model is surprisingly effective for text
classification [22].

There are three commonly used bag-of-words
representations of text data, corresponding to
the binary, the TF, and the TFiDF model.
A binary representation model corresponds to
whether or not a word is present in the document.
In some applications, such as finding frequently
co-occurring groups of k words, it is sufficient
to use a binary representation. However, it may
lead to the loss of information because it does not
contain the frequencies of the words [32].

The most basic form of frequency-based text
feature extraction is T F. T F stands for the term
frequency. In this method, each word is mapped
to its number of occurrences in the text. However,
this approach is limited by the fact that particular
words (e.g., patient in a health application) that
are commonly used in the language may dom-
inate such representations. Most representations
of text use normalized frequencies of the words.
One approach is the T Fi DF, where i D F stands
for the inverse document frequency. The mathe-
matical representation of the weight of the term ¢
in the document d by TFiDF is given in:

TFiDF(d,1) =TF(d,1)log <D1]VV(:)) W

where TF(d, t) is the frequency of the term ¢
in document d, N is the number of documents
and DF'(t) is the number of documents contain-

ing the term ¢. Although TFiDF tries to overcome
the problem of common words in the document, it
still suffers from the fact that it cannot account for
the order of the words and the similarity between
them in the document since each word is inde-
pendently presented. Another issue with TFiDF
is that even though it removes common words, it
might decrease the performance by increasing the
frequencies of misspellings that were not properly
handled at the pre-processing step [20, 22].

2.5.2 Word Embeddings

There is a quote by Firth [33], denoting that
“words occurring in similar contexts tend to have
similar meanings”. It outlines the idea in NLP that
a statistical approach, that considers how words
and phrases are used in text documents, might
replicate the human notions of semantic simi-
larity. This idea is known as the distributional
hypothesis.

Word embeddings are dense vector represen-
tations of words. The embeddings vector space
has much lower dimensionality than the sparse
bag-of-words vector space (100—400 as opposed
to tens of thousands). In the embeddings space,
words that are more similar (semantically and syn-
tactically) are closer to each other than non-similar
words. In other words, embeddings are a distribu-
tional semantics representation of words. Embed-
dings can be learning with several algorithms. The
most common algorithm is called word2vec and is
aneural network-based model. Word2vec [34, 35]
includes two main algorithms: continuous bag-of-
words (CBOW) and skip-gram.

1. CBOW: Predicting target word from contexts.
This model tries to predict the fth word,
wy, in a sentence using a window of width
C around the word. Therefore, the context

WOords Wy—c, Wr—C41s «-vr Wi, Wigls-- -,
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wi4c—1, Wi+c are at the input layer of the
neural network model to predict the target
word wy.

2. Skip-gram: Predicting contexts from target
word.
This model is the opposite of the CBOW
model. The target word is at the input layer,
and the context words are on the output layer.

Continuous Bag-of-Words The CBOW model is
similar to a feed-forward neural network, where
the hidden layer is removed and the projection
layer is shared for all words. The model architec-

ture is shown in Fig. 3.
The model receives as input context words and
seeks to predict the target word w; by minimizing

the CBOW loss function:
1 |C|
Lcow = “icl > log
=1
Pwilwi—c, ..., Wr—1, Wr41, -+ -, WiC)
P(wilwi—c, ..., Wi—1, W41, - . ., W) 1S COM-

puted using the softmax function:

P(wi|lwi—c, ..., Wr—1, Wig1y oo, WegC)

exp(ifxs)

2 -
il exp(iTxy)

where x; and x; are the word and context word
embeddings of word w; respectively. x; is the
sum of the word embeddings of the words
WieCyerry W1, Wi, « .., Wi, and V is the
vocabulary of the text dataset.

Mikolov et al. [34] called the CBOW model
a bag-of-words because the order of the context
words does not influence the projection. It is also
called continuous, because rather than condition-
ing on the words themselves, we condition on
a continuous vector constructed from the word
embeddings.

Skip-Gram The skip-gram model is similar to
CBOW, but instead of predicting a word based
on the context, the context is predicted from the
word. More precisely, the skip-gram architecture
can be seen as a neural network without a hidden
layer. It uses each word as input to the network

to predict words within a certain range before and
after that word (context size). This yields to the
loss function:

IC]

LSkiprram = —% Z Z
—

=1-C<j=C,j#0

log P (w; 4 |w)

P(w;4j|lw;) is computed using the softmax
function:

T
exp(xt+jx,)

Pwitjlwy) = —5——
( t+]| 1) Zl‘-‘;‘l exp()eiTx,)

The skip-gram architecture is shown in Fig. 3.
In this architecture, each word is generated multi-
ple times; each time it is conditioned only on a sin-
gle word. Increasing the context size in the skip-
gram model increases the computational complex-
ity, but it also improves quality of the resulting
word vectors.

By training the word2vec model on this lan-
guage modelling task (predicting words in con-
text), the weights on the nodes in the neural net-
work are continuously adapted in such a way that
more similar words have more similar vector rep-
resentations than less similar words. After train-
ing, the hidden layer of the network is stored as a
dense vector representation for each word in the
vocabulary. In the resulting vector space, close-
ness of words represents their similarity.

3 Pre-trained Language Models

Asexplained in the previous section, word embed-
dings are rich language representations: a dense
vector for each term in the vocabulary. They are
useful for word similarity applications, but if we
want to use word embeddings models for the pur-
pose of document representation instead, we need
to go from word representations to document rep-
resentations. One option is to combine the embed-
dings of all words in the document (e.g. by averag-
ing), or to use a model such as doc2vec [36], which
adds a document indicator to an embedding vector
to learn document embeddings. Either way, these
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Fig.3 Model architectures INPUT PROJECTION
for the CBOW and the
skip-gram model [34] [ ]
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embeddings models are static in nature; they can
be used as the input to a predictive model but are
not updated during training.

A big leap forward in text representations
for NLP was made by the introduction of pre-
trained language models in the form of dynamic
embeddings. These embeddings models can
be directly used in supervised learning tasks
by adding a classification layer on top of the
embeddings architecture. During the supervised
learning, the full network—including the input
embeddings—is updated. This gave rise to the
potential of transfer learning for text data [37].
Transfer learning is the principle of training a
model on a large dataset and then transferring
the learned parameters and finetuning them to a
more specific, smaller dataset. Until 2018 transfer
learning was possible for image data [38], not
for text. Transfer learning is further described in
Sect. 3.2. First, the next subsection will introduce
BERT (Bidirectional Encoder Representations
from Transformers), the most popular type of
embeddings model in recent NLP.

3.1 Transformers and BERT

In 2017, a research team from Google introduced
a new, powerful architecture for sequence-
to-sequence learning: the transformer [39]. A
transformer is an encoder-decoder architecture:
in the encoder part it creates embeddings from

OUTPUT INPUT  PROJECTION OUTPUT
wit-2)
wit-1)

wit) wit) o
wit+1)
w(t+2)
skip-gram

input text; in the decoder part it generates text
from the stored embeddings.

The core of the transformer architecture is the
self-attention mechanism [40]. Prior architectures
for sequential data (recurrent neural networks
such as LSTMs) process text as a sequence:
left-to-right and right-to-left. This makes them
inefficient because parallellization of the process
on a computer cluster is not possible. The
self-attention mechanism computes the relation
between each pair of input words, thus processing
the whole input in parallel. As a result, the
context that is taken into account by a transformer
is much larger (i.e. the complete input) than
in an LSTM (see Sect.2.4), which has to be
trained strictly sequentially (token by token).
The longer context in transformer models makes
long-distance linguistic relationships possible.
This is necessary for language understanding
tasks. For example, in the sentence “My lectures,
taught in lecture hall 1 to computer science
master students on Wednesday mornings at
9 am., are about Text Mining”, the verb are
has my lectures as subject. With long-distance
attention, transformer models can process this
correctly—evidenced by the correct translation of
the sentence by Google Translate. A disadvantage
of self-attention is that it is memory-heavy: since
it computes the relation (dot-product) between
the embeddings vectors of each pair of words
in the input, the computational complexity is
quadratic to the number of tokens in the input.
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The consequence is that training transformer
models required high-memory GPUs.

A year after the introduction of the transformer,
BERT was introduced: Bidirectional Encoder
Representations from Transformers [41].> BERT
is a transformer model with only an encoder
part. This means that it serves to convert text to
embeddings.® BERT was designed for transfer
learning, which is further explained in the next
subsection.

3.2 Transfer Learning: Pre-training

and Fine-Tuning

BERT models are trained in two stages:
the model is pre-trained on a large—huge’—
unlabeled text collection and then fine-tuned with
a much smaller amount of labelled data to any
supervised NLP task. BERT uses almost the same
architecture for pre-training and fine-tuning:
the dynamic embeddings vectors learned during
pre-training are updated during fine-tuning.

The pre-training stage is self-supervised, fol-
lowing the same language modelling principles
as static word embeddings without any labelled
data. In BERT, two language modelling tasks are
used during pre-training: Masked Language Mod-
elling and Sentence Prediction. Masked Language
Modelling is the task of predicting words based
on their context. A proportion (typically 15%) of
all tokens is replaced by the token [MASK] and
while processing the text collection the model tries
to predict what the word in place of the [MASK]
token is. The second pre-training task, Sentence
Prediction, takes place in parallel with Masked
Language Modelling: based on the current sen-
tence, the model tries to predict which of two alter-
natives is the next sentence. The goal is to learn
relations between sentences, which is valuable for
tasks such as question answering. Huge amounts
of text data are needed to pre-train a BERT model,

5The preprint was released in 2018; the paper published in
a conference in 2019.

S A text generation transformer such as GPT-2 is decoder-
only, generating text from embeddings.

"Typically, the whole wikipedia and a large book corpus.

but thanks to the developers and the research com-
munity, pre-trained BERT models are shared for
re-use by others. The largest repository of trans-
formers, Hugging Face, contains almost 100,000
models, of which almost 10,000 BERT models for
over 150 languages at the time of writing.®

Once pre-trained, the embeddings can be fine-
tuned using labelled data to a supervised learning
task. This can be a classification task (e.g. clini-
cal code prediction, sentiment classification) or a
sequence labelling task (e.g. named entity recog-
nition). The last layer of the model defines the
loss function and the labels that the model learns
to predict.’

BERT Models in the Health
Domain

33

BERT proved to be highly effective for many
NLP tasks, outperforming state-of-the-art mod-
els. BBecause of its popularity and effectiveness,
researchers have trained and released BERT mod-
els for specific domains. Generally speaking, there
are three strategies for creating a domain-specific
model: (1) pre-training a model from scratch on
domain-specific data; (2) further pre-training an
existing, generic, BERT model by adding domain-
specific data to it; (3) no domain-specific pre-
training, but only fine-tuning a generic model to a
domain-specific task. The first strategy requires a
huge amount of data and advanced computational
resources (high-memory GPU cores) and is not a
realistic choice for most researchers. The second
strategy is therefore more common. In both the
second and third strategy, the vocabulary of the
original model is kept, as a result of which some
of the domain-specific terms are not in the model’s
vocabulary and will be split in sub-words by the
tokenizer.

BERT and other transformer models use
a tailored tokenization method, called Word-
Piece [42]. The principle is that the vocabulary
size (number of terms) is pre-given and fixed,

8https://huggingface.co/models?search=bert.

9Hugging Face has example code available for fine-tuning:
https://huggingface.co/docs/transformers/training.
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typically at 30,000. While pre-training, Word-
Piece optimizes the coverage of the vocabulary
of the collection using 30,000 terms. Words
that are relatively frequent will become a
term on their own, while words that are infre-
quent are split into more frequent subtokens.
This splitting is not necessarily linguisti-
cally motivated. The authors of the BioBERT
paper [43] give the example of Immunoglobulin
that is tokenized by WordPiece as I ##mm
##uno ##g ##lo ##bul ##in, the hashes
indicating that the tokens are subwords.

BioBERT was the first BERT model in the
biomedical domain. BioBERT was pre-trained
on PubMed Abstracts and PMC Full-text arti-
cles together with the English Wikipedia and
BooksCorpus. In the paper it was shown to be
successful on biomedical NLP tasks in 15 datasets
for three types of tasks: named entity recognition
(e.g. extracting disease names), relation extraction
(e.g. extracting the relation between genes and dis-
eases), and question answering [43]. Later, more
biomedical models followed, specifically Clinical
BERT [44], pretrained on the MIMIC-III data.

It became common in the past years to not only
release pre-trained models on Huggingface, but
also models that have been fine-tuned to a specific
task, for example named entity recognition'® or
sentiment classification!! [45]. This is valuable
for users who don’t have the computational
resources or labelled data to fine-tune a model
themselves. In addition, these models can also
serve as a starting point for more specific fine-
tuning tasks. For example, one could re-use a
BioBERT model that was fine-tuned for named
entity recognition of diseases, and use it either
as-is (‘zero-shot use’) to label an unlabelled
collection with disease names, or fine-tune it
further to another set of labelled data for disease
recognition.'?

10¢ g hittps://huggingface.co/raynardj/ner-disease-ncbi-
bionlp-bcScdr-pubmed.

e g https://huggingface.co/raynardj/ner-disease-ncbi-
bionlp-bcScdr-pubmed.

121t is good to be aware of the distinction between cased
and uncased models. Cased models have been pre-trained
with capitalisation preferred, while uncased models have
all capitals removed.

A challenge when extracting biomedical
entities in text (e.g. diseases, medications, side
effects), is that the extracted entities need to
be normalized for spelling errors and other
variations: there are multiple ways to refer to
the same entity, e.g. because of the difference
between specialist and layman language. The
common approach to entity normalization is
ontology linking: connecting a mention in a text
(e.g. “cannot sleep”) to a concept in a medical
term base (e.g. insomnia). Medical terminologies,
of which the most commonly used in the clinical
domain is SNOMED CT, can be huge, with
tens of thousands different labels. A model
linking entities from the text to the SNOMED
terminology needs to be able to connect terms it
has not seen during training time to labels from
this huge label space. A BERT model fine-tuned
for this particular task is SapBERT [46].

4 NLP Tasks and Challenges
in Healthcare

Text data are abundant in the health and biomedi-
cal domain. There exist a large variety of text data
types from which information extraction could
be valuable, ranging from scientific literature
to health social media. In this section we will
discuss issues related to data privacy, existing
datasets and applications of NLP in the health
and biomedical domain.

4.1 Data Privacy

Healthcare information exchange can benefit both
healthcare providers and patients. Healthcare
data are universally considered sensitive data
and are subject to particularly strict rules to be
protected from unauthorized access. Because
of privacy concerns, healthcare organizations
have been extremely reluctant to allow access
to care data for researchers from outside the
associated institutions. Such restricted access to
data has hindered collaboration and information
exchange among research groups. Because of
the recent introduction of technologies such as
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differential privacy [47, 48], federated learning
[49], synthetic data generation [50] and text
de-identification (text anonymization) [S1], we
expect the increase in data sharing, facilitating
collaboration, and external validity of analysis
using integrated data of multiple healthcare
organizations. The extent of data sharing required
for widespread adoption of data science and
specifically natural language processing tech-
nologies across health systems will require
extensive collaborative efforts.

Clinical text de-identification is one of the
easiest methods enables collaborative research
while protecting patient privacy and confidential-
ity; however, concerns persist about the reduction
in the utility of the de-identified text for infor-
mation extraction and natural language process-
ing tasks. On the other hand, growing interest in
synthetic data has stimulated development and
advancement of a large variety of deep learning-
based models for a wide range of applications
including healthcare.

Federated learning enables collaborative
model training, while training data remains
distributed over many clients, minimizing data
exposure. On the contrary, differential privacy
is a system for publicly sharing information about
a dataset by describing the patterns of groups
within the dataset while withholding information
about individuals in the dataset.

4.2 Biomedical Data Sources

and Their Challenges

Scientific papers and patents. In their 2015
paper, Fleuren and Alkema [7] show the strong
increase of the number of scientific publications
between 1994, 2004 and 2014. We can only
imagine how much this increase has progressed
since then. Scientific papers are challenging for
NLP techniques because they are long, often
stored as PDF with headers, footers, captions,
mid-sentence line endings, potential encoding
issues, containing figures and tables, and techni-
cal language. Similarly challenging to process are
patent documents; the amount of biomedical and
biotechnical patents is large. Patents are a rich

source of information, but also long, multilingual,
and with technical and legal language [52].

Electronic Health Records (EHRs).EHRs
receive a substantial amount of research in
biomedical NLP [53]. The text data in EHRs,
consisting of doctor notes and letters, provide rich
information in addition to the structured data in
the records, and therefore are promising sources
for mining biomedical knowledge (see Sect.4.3
for some key examples). The use of patient
health records brings challenges related to pre-
processing: doctor notes are written under time
pressure, and contain typos and doctor-specific
abbreviations. For example, the word patient is
abbreviated by one doctor to ‘pnt’, by the second
doctor to ‘pt’ and by the third even to ‘p’. Another
challenge for the use EHRSs is data privacy: the
anonymization of text data is challenging [8].
Recently, some work has addressed the potential
of generating artificial EHR text for use in
benchmarking contexts [54]. This direction is
promising, and can be expanded upon in the near
future with the fast improving quality of large
generative language models such as Generative
Pre-trained Transformers (GPT) [55].

Health social media. A more freely available
source of patient experiences is health social
media [56]: information shared on general
platforms such as Twitter, and Reddit, but also
disease-specific discussion forums in patient
support groups. These data are direct personal
accounts of experiences, without filtering through
a questionnaire or interview. This makes the
data potentially rich, but also noisy—not all
information in the patient accounts is necessarily
correct and of high-quality. Like with EHRs, the
use of health social media data poses challenges
with pre-processing and normalization, such as
spelling errors and the use of medical language
by laymen [57], and with data privacy. Under
the GDPR, medical information shared online,
also on a public channel, is considered personal
information and should be handled with care.

An anonymous alternative source of patient
experiences are the patient surveys conducted by
hospitals. These surveys are not asking for specific
medical and personal information, but for cus-
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tomer satisfaction aspects: how did patients expe-
rience their stay and what can be improved [58].
These data are less privacy sensitive and therefore
easier to use, but also less rich in content and can
only be used to analyze general trends of patient
satisfaction [59].

4.3 Tasks and Applications
NLP tasks in the biomedical domain directly relate
to the data sources that are available. We will dis-
cuss tasks related to the three types of data sources
described in the previous subsection.

Scientific papers and patents. For the pur-
pose of biomedical scientific research, mining
knowledge from large bodies of biomedical
papers is relevant, because individual papers only
address one topic at the time, and the amount of
papers published is large. Fleuren and Alkema [7]
describe biomedical text mining task for scientific
publications: starting with information retrieval
to select the topically relevant papers from a large
collection, followed by named entity recognition,
relation extraction, knowledge discovery, and
visualization. The most commonly addressed
named entity recognition task is the extraction of
diseases, genes and protein names from scientific
tasks. Fleuren and Alkema [7] list benchmark
tasks that have helped advancing the methods
development for named entity recognition. The
task of gene, protein, disease extraction can
be expanded from scientific papers to patents,
thereby also expanding from English-only to
multiple languages [60].

NLP technology can also support the task of
systematic reviewing of scientific publications,
typically performed by clinical librarians or med-
ical scholars [61]. Systematic reviewing is a chal-
lenging task, even for trained users, who compose
long Boolean queries to select relevant papers to
the topic of their review [62]. Text classification
models can help the process of paper selection, but
since the task is high-recall—the user cannot miss
any relevant paper—should always be conducted
in interaction with the human expert. Techniques

such as Continuous Active Learning [63] allow
for this interaction.

Electronic Health Records (EHRs). In the past
two decades, biomedical NLP research has largely
aimed at development of predictive models for
EHRs [64]. Predictive models are classification
tasks for the purpose of predicting future events.
Past records are used as training data. Examples of
such tasks are the prediction of clinical risks [65],
the prediction of diagnosis codes based on free-
text notes [66], the prediction of a patient’s time
to death for general practitioners [67], the predic-
tion of hospital admissions in emergency depart-
ments [68], and the prediction of re-admissions
after discharge [69].

Challenges in some clinical prediction tasks are
huge label spaces: the ICD-10 coding system, used
to code a patient’s diagnosis, has tens of thou-
sands of codes.'® When training a machine learn-
ing model, the codes that are frequent in the train-
ing data will be well represented by the model and
easy to predict, while the rare diseases have not
sufficient training data to be correctly predicted in
the test data. A second challenge is bringing the
developed models to the clinical practice. Before a
hospital takes the step to involve machine learning
and NLP in the clinical workflow, the developed
applications need to be evaluated in an end-to-end
setting with user involvement. The models are typ-
ically aimed to not replace the human expert (the
doctor or the clinical information specialist), but
to assist them in making the right decisions. One
example application in the hospital context is to
discover misclassifications or inconsistencies in
previously coded data [70, 71]. Another applica-
tion is to use the machine learning model to make
suggestions in an interactive task context, e.g. sug-
gest the most likely diagnosis code based on the
text typed by the doctor or coder [72].

Health social media. Health social media data
can be used for the extraction of structured infor-
mation, such as side effects for medications [73,
74], but also for more social-emotional aspects
of patients’ well-being, such as patient empower-

Bhttps://www.cdc.gov/nchs/icd/icd10.htm.
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ment [75]. The most commonly addressed health-
related task with social media is the extraction of
adverse drug reactions (ADRs), for which high-
quality benchmarks have been developed [76].
The extraction of ADRs is defined as an informa-
tion extraction task consisting of three steps: (1)
named entity recognition to identify medications
and ADRs; (2) ontology linking to normalize the
extracted ADR string (e.g. “cannot fall asleep™)
to the correct term in a medical database (e.g.
insomnia); (3) relation extraction to identify that
the mentioned ADR is indeed connected to the
mentioned medication.

5 Bias and Fairness

In this chapter we have seen how we can apply
artificial intelligence algorithms to extract infor-
mation and insights from real-world clinical text
data. These Al algorithms draw their insights and
information by generalizing observations from
their training data to new samples. Sometimes this
generalization can be grounded on an incorrectly
assessed correlation between an input feature and
an effect. This is known as bias [77]. As an exam-
ple, consider an image classifier that is trained
to distinguish wolves from dogs. If the classifier
decides something is a wolf (rather than a dog)
based on the snow in the background [78], then
it is biased because it is not the snow that makes
a wolf a wolf. This classifier will struggle to dis-
tinguish dogs from wolves in scenarios where the
background is not visible, or if a dog happens to
be surrounded by snow.

A related but somewhat distinct concept is fair-
ness: how well people who are similar to each
other are treated similarly by an Al system [79].
To see how fairness relates to bias, consider the
following example [80]. An Al system is trained
to determine whether benzodiazepines should be
prescribed to a psychiatric patient, on the basis of
certain information about the patient. The training
data would be annotated with real prescriptions
from past data. Suppose that one of the pieces of
information available to the Al system is the bio-

logical gender of the patient, and suppose further
that there is a high correlation between biological
gender and past prescriptions [81]. The Al system
might use the correlation between gender and past
prescriptions to inform future predictions. This is
biased, because biological gender is not expected
to have any impact on whether a patient should
be prescribed benzodiazepines [82, 83]. It is also
unfair, because by discriminating on biological
gender, the system might be treating otherwise
equal patients differently. For a real-world exam-
ple, Singh et al [84] found that a predictive model
for mortality risk failed to generalize from one
hospital to another, and that this resulted in dis-
parate impact for different races.

Bias and fairness in Al have garnered attention
for several years [85, 86]. We will use the terms
bias and unfairness interchangeably to describe a
situation in which an Al system uses certain pro-
tected attributes [79] implicitly or explicitly for a
purpose that is unrelated to the value of the pro-
tected attribute. Protected attributes vary by coun-
try and by domain, but they typically include gen-
der, nationality, race, and age, among others [87].
The challenge can sometimes arise from the fact
that these attributes can be correlated with other
features in the dataset, so that removing the pro-
tected attribute from the features used in the Al
system does not remove the bias [88].

In this section we will outline some of the
causes of bias in Al applications for clinical text
analyses, as well as how to measure and miti-
gate those biases. We will also highlight some of
the challenges associated with the study of bias
given the limitations imposed by real-world clin-
ical data.

5.1 Bias in Clinical NLP

Bias can be introduced at multiple points in the Al
pipeline for clinical applications. We will intro-
duce four common ways in which bias can occur.
First, selection bias can be present in the dataset
used for training an algorithm due to a sampling
problem [89]. A notable example is healthcare
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access bias [77]: patients admitted to an institu-
tion do not necessarily represent the whole popu-
lation they are drawn from. Therefore, using data
from a single institution to draw insights about a
population might be biased.

Second, bias can be intrinsically incorporated
in the population, as in the case where more mem-
bers of a protected group have a certain charac-
teristic than non-members for historical reasons.
Take the classical example of loan approvals pre-
sented in the introduction to this section. The cor-
relation between ethnicity and postal code is due
to social or historical reasons, and is not related to
loan approval.

Third, bias can be caused by design choices
in the AI system. For example, a clinician might
decide to work on implementing a classifier to
detect a sickness that only affects a subset of
the population, while ignoring other sickness that
affect another segment of the population [90].

Fourth, bias can also happen when systems
trained on language varieties that are considered
“standard” work less well on texts written by cer-
tain sociodemographic groups [91]. In the clini-
cal practice, this could have a significant impact
when designing models trained on texts written
by patients from a given institution [92], as the
application of these models on other institutions
might lead to bias.

Bias can be dangerous for clinical NLP and
text mining applications, but before we can do
something about it, we must be able to identify
bias. This can be complicated because it is not
always clear whether bias should be removed.
As an extreme example, consider an Al system
trained to predict the probability of a (biologi-
cally) female patient becoming pregnant in the
next three months based on reports written by doc-
tors during general screenings. Suppose that the
doctors are instructed to never write the age of
the patient in the reports. They might, however,
write other information that correlates with age.
The Al system could then associate this informa-
tion with the pregnancy status and use it to pre-
dict pregnancy. As a result, the Al system would
“bias” its predictions against older women. As age
can be considered a protected attribute, this could
be considered unfair bias. In this case, however,

there might be a medical reason why the predic-
tion should be different for different ages.
Nevertheless, there are cases in which it is clear
that bias should be mitigated if possible. As an
example, consider an NLP system designed to pre-
dict a diagnosis from a written report. Suppose this
NLP system is biased against a protected group,
and that the illness the system tries to diagnose
is potentially fatal. As a result, members of the
protected group go undetected and die more often
as a result of the sickness. This means that fewer
patients come back for further treatment, and as a
result there are fewer written reports about patients
from the protected group to use as training data for
newer models. This creates a feedback loop that
results in the bias becoming even larger [93].

5.2 Bias Measurement

Bias can be measured using multiple metrics,
depending on the specific details of the case. The
very definition of bias is highly contested, with a
recent review citing more than ten of them [93].
Listing all possible definitions is beyond the scope
of this chapter, but we can sketch out two of them
to give an idea of where differences in definitions
come from. For illustrative purposes, consider a
dataset containing patient records for white and
black patients.'* Suppose this dataset is anno-
tated with gold labels representing whether the
patient is diagnosed with a particular sickness or
not. We want to train a binary classifier to predict
this diagnosis in new non-annotated data: given a
new patient record, the predicted label is positive
if the model thinks the patient has the sickness, or
negative if not. The equal opportunity definition
of fairness requires that datapoints with a posi-
tive gold label have the same probability of being
assigned a positive predicted label by the model;
in other words: if we knew that a given patient
has the sickness, the model should have the same
probability of predicting true positives regardless
of the race of the patients. The equalized odds def-
inition requires exactly the same, and additionally

141n other words, we remove all records for patients who
identify as belonging to any other race from the dataset for
this example.
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that all protected groups having a negative gold
label should have the same probability of being
(incorrectly) predicted as positive [94]; in other
words: the model should have the same probabil-
ity of predicting true positives and false positives
regardless of the patient race.

Additionally, another question to be consid-
ered is whether we want individual fairness or
group fairness. Individual fairness means that sim-
ilar individuals get treated similarly. In the exam-
ple above, this would mean that two patients with
similar age, socioeconomic status, health status,
etc., but of different races, should receive the same
treatment by the model. Group fairness requires
that each group gets treated similarly, so that
the performance of the model is similar for each
group. In the example above, this could mean that
the accuracy of the model is the same for black
and white patients. Individual fairness is very hard
to implement, given that some kind of similarity
metric needs to be defined.

Guidelines for selecting an appropriate bias
measure depend on the specific use case [95]. As
an example, suppose you are developing a system
to help clinicians diagnose a disease. We assume
that receiving a diagnosis is desirable, as it helps
speed up treatment. As such, the designer of the
system will prioritize minimizing the false nega-
tives, to ensure no sick people go undetected. In
that case, equal opportunity might be a better bias
measure than equalized odds, as we are not so con-
cerned with bias occurring in false positives. In a
concrete example from the literature [96], a model
trained to predict depression from clinical notes
found a bias against patients of a given gender.
They quantified the bias using the False Negative
Rate Ratio (FNRR), i.e., the false negative rate
for members of that gender divided by the false
negative rate for other patients. The false negative
rate is the fraction of patients with depression that
were diagnosed by the model as not having the
condition. They found the FNRR to be different
from 1, which is the value expected if the classi-
fier were fair. In practice, it’s often not possible to
satisfy multiple fairness metrics at the same time,
therefore making it even more important to select
one based on the domain.

An important remark to be made when it comes
to measuring bias in clinical NLP applications is
that clinical datasets are often heavily imbalanced.
Often clinical NLP systems aim at extracting rare
symptoms, detecting rare diseases, or predicting
rare events. This should be taken into considera-
tion when choosing a bias measure. For example,
metrics emphasizing differences in the True Nega-
tive Rate are often inappropriate, as the True Neg-
ative Rate is usually very large due to the imbal-
anced nature of the dataset.

5.3 Bias Mitigation

Multiple bias mitigation techniques have been
proposed [87] for machine learning applica-
tions. These can be classified as pre-processing,
in-processing, or post-processing techniques.
Pre-processing mitigation techniques attempt to
debias by making modifications to the training
dataset, such as applying different weights
to sample from different protected groups.
In-processing mitigation techniques attempt to
debias by modifying the NLP and text mining
algorithms; a popular example is the prejudice
remover [97]. Finally, post-processing techniques
attempt to debias by modifying the way predic-
tions from the model are interpreted. As in the
case of measuring bias, mitigating bias is also
context-dependent, and the right tool should be
chosen based on the domain and the task.

In recent literature, one study uses data
augmentation to mitigate bias: they create new
datapoints by swapping gender pronouns in
the input documents, and find a difference in
the fairness measures [96]. A recent survey
outlines several more studies that used bias
mitigation techniques [98]. As a complementary
strategy, some argue that every dataset should
be accompanied by a data statements providing
enough information so that users can understand
what biases might be present in the dataset [99].
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6 Explainability

The advancements in Al and NLP with the
emergence of deep learning approaches have
led to systems with high predictive accuracy,
which however, are based on very complex
learning processes that are very difficult for users
and researchers to understand. The difficulty
to understand the internal logic and how those
systems are reaching predictions is known as the
Black Box problem and has led to an increasing
interest of researchers to explainable Al (XAI)
and interpretable Al

Although the term XAI is mentioned already
in a study published in 2004 [100], there is still
no standarized technical definition. In literature,
many times transparency, explainability and
interpretability are used interchangeably [101].
Many researchers have already attempted to
give formal definitions. Gilpin et al. [102]
stated that both interpretability and fidelity are
required to achieve explainability. According to
Gilpin et al. interpretability refers to whether
the explanation is understandable by humans,
whereas fidelity refers to whether the explanation
describes the method accurately. Based on that,
Markus et al. [103] defined explainability as
follows: An Al system is explainable if the task
model is intrinsically interpretable or if the
non-interpretable task model is complemented
with an interpretable and faithful explanation. On
the other hand, transparency has been defined as
providing stakeholders with relevant information
about how the model works that can include
documentation of the training procedure and code
releases [104].

From the above definitions, it is evident that
XAI and transparency are very important for
Al and NLP systems developed for the clinical
domain. XAI models in healthcare should align
with clinicians’ expectations and acquire their
trust, increase the transparency of the system,
assure results quality, and allow addressing
fairness, and ethical concerns [105].

In this section we will outline some of the main
methodologies that have been used for explain-
ability of Al applications for clinical text analy-
ses, and how they were evaluated. We will also

highlight some of the challenges and limitations
associated with the explainability in Al and NLP
in clinical applications.

6.1 Methods for Explainability

One of the aims of a XAI model is to produce
explanations regarding the system’s process and
outcome predictions. Those explanations can be
categorized in two groups: local and global [106].
The local explanations refer to providing expla-
nation on an individual prediction, whereas the
global refers to the model’s prediction process as a
whole. The global explanations can either emerge
from the prediction process (self-explaining) or
after post-processing (post-hoc).

There are several well known techniques that
can have been proposed to generate explanations.
One of the most well known models is LIME
(Local Interpretable Model-Agnostic Explana-
tions) that focuses on local explanations [78].
LIME is based on surrogate models which are
trained to approximate the predictions of the
initial non-explainable model. Surrogate models
can also be learned for global explanations [107].
Although XAI methods based on surrogate
models became very popular, they have a main
drawback which is that the original model and the
learned surrogate models may have completely
different ways to reach the predictions.

SHapley Additive exPlanation (SHAP) is
another popular Explainable AI (XAI) model that
can provide model-agnostic local explainability
for different types of data [108]. SHAP is based
on Shapley values, which is a concept popularly
used in Game Theory and is applies additive
feature importance.

Many researchers also tried to derive expla-
nations using the importance scores of different
features on the output predictions. This can
be applied on manual features derived from
traditional feature engineering [109], lexical
features [66] or gradient-based methods such as
DeepLIFT [110] or Grad-CAM [111]. In partic-
ular, DeepLIFT is designed to compute feature
importance in feed-forward neural networks,
whereas Grad-CAM uses the gradients of a target
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concept flowing into the final convolutional
layer and produces a coarse localization map
highlighting the important regions for predicting
the concept.

The extraction of weights from the attention
mechanism is also a very popular way to enable
feature-based explanations. Attention layers that
can be added to most neural network architectures,
indicate the parts that the network focuses. The
package BERTviz!® uses this premise to visual-
ize the attention between input tokens, in partic-
ular between the [CLS] token—which has infor-
mation for the prediction itself—to each of the
input tokens. However, they have become a topic
of debate on whether they can be used as a means
of explanation or not. Jain and Wallace [112]
claimed that there is no correlation between atten-
tion scores and other feature-important measures
concluding that attention is not explanation. How-
ever, Wiegreffe and Pinter [113] proposed diag-
nostic tests to allow for meaningful interpreta-
tion of attention, but also showed that adversarial
attention distributions could not achieve the per-
formance of real model attention.

6.2 Evaluation of Explainability

One of the current challenges in XAI refers to
their proper evaluation. It is important that the
explainable models to be evaluated not only on
their performance but also on the quality of the
explanations. Taking into account that explain-
ability is a relatively new field, there is still no
agreement regarding a standarized evaluation of
the XAI models.

One approach that has been applied, is to
present an informal evaluation of the explana-
tions and high level discussions of how some
of the generated explanations agree with human
intuition. In some cases explanations are even
compared to other reference approaches [114]
such as LIME.

Bhttps://github.com/jessevig/bertviz.

A more formal way to evaluate an XAl
approach is to use human evaluations that can
quantify a system’s performance [115]. The
collected ground truth can be then compared with
the generated explanations and state-of-the-art
performance metrics such as Precision/Recall/F1
and BLUE scores can be calculated. Instead of
collecting ground truth beforehand, an alterna-
tive evaluation approach is to ask humans to
evaluate the explanations generated by the XAI
system [66]. Although collecting human labels
is a way to quantify the performance of those
systems, they are not always of high quality.
Also, humans have many biases that can be also
reflected in the collected ground truth. Multiple
annotators of diverse backgrounds and high
inter-annotator agreement is a way to ensure the
quality of the labels.

Attention based explanations have been also
evaluated by more specific approaches. For exam-
ple, Serrano and Smith [116] performed experi-
ments in which they repeatedly set the maximal
entry generated by the attention layer to zero.
The idea behind this mechanism is that turning
off those weights should lead to different expla-
nations in the case that they actually explain the
predictions.

One limitation of the current studies is the lim-
ited or even absent elaboration on what is being
actually evaluated. Explanations can be evaluated
from different angles such as fidelity and compre-
hensibility [117]. One exception is the study by
Lertvittayakumjorn and Toni [118] who proposed
human evaluation experiments targeting the fol-
lowing three goals: model behavior, model predic-
tions and assist humans in investigating uncertain
predictions.

6.3 Explainability in Clinical NLP

Tasks

The widespread use of Al and NLP models into
clinical practice have made transparency and
explainability of critical importance, especially
if we consider not only that practitioners usually
work with complex sources of data [119] but
also that incorrect predictions can lead to severe
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consequences [120]. In order to build trust
between clinicians and Al models, clinicians
should be able to understand the logic of the
system and detect cases in which the model gave
incorrect or unexpected predictions.

There have been several attempts for XAI
models for different prediction tasks in the
medical domain ranging in the type of data they
use [119, 121]. Some of those works focus on
XAI models for text prediction tasks in the medi-
cal domain. The easiest and most straightforward
way is to apply well known models such as LIME,
SHAP and DeepLIFT to generate explanations.
For example, Uddin et al. [122] proposed an
RNN system for depression detection from text
and applied LIME to generate explanations of the
predictions. Caicedo-Torres and Gutierrez [123]
applied SHAP to generate explanations of their
proposed deep learning system that was trained
to predict patient mortality inside the ICU based
on free-medical notes. DeepLIFT that is designed
to compute feature importance in feed-forward
neural networks was used by Caicedo-Torres and
Gutierrez [123] to find word embeddings that
deemed as most important for survival and death
prediction.

Combing convolution with attention has been
proved efficient in different NLP tasks. To this end,
Mullenbach et al. [66] applied attentional convo-
lution to highlight the most relevant parts of the
clinical text of each ICD code. Hu et al. [124]
focused also on ICD classification and proposed
SWAM which established the correspondences
between the informative snippet and convolution
filter. Blanco et al. [125] proposed a bidirec-
tional Gated Recurrent Units (GRU) with attention
mechanism that allowed to understand which frag-
ment contributed the most in the cause of death
prediction.

7 Summary

and Recommendations
7.1 Clinical Natural Language
Processing

As the amount of unstructured text narratives
that biomedical and healthcare systems produce
grows, so does the need to intelligently process it
and extract different types of knowledge from it. In
the future, with an active role of the health commu-
nity, more clinical NLP-based expert systems will
be deployed in practice to accurately recognize
the knowledge within clinical text, and feed this
knowledge automatically into patient daily care.

7.2 Transfer Learning in Health

In NLP as well as in many areas of machine learn-
ing, the standard way to train a model is to anno-
tate a number of examples that are then provided
to the model. Recent deep learning-based transfer
learning methods and pre-trained language mod-
els have achieved remarkable successes on a wide
range of NLP tasks. Given the lack of annotated
datasets for training and benchmarking in clini-
cal text mining, in the future, it is expected that
the knowledge from related tasks or domains are
combined. We also expect, for the NLP tasks in
healthcare, more effective approaches that com-
bine semi-supervised learning with transfer learn-
ing.

7.3 Bias and Fairness

Bias in NLP occurs when an algorithm or model
exploits certain properties of texts to solve a task
that is unrelated to those properties. Fairness is a
requirement that machine learning models treat
members of different protected groups equally.
For our purpose, we consider an NLP or text min-
ing model to be biased or unfair if it uses cer-
tain protected attributes implicitly or explicitly
to solve a problem unrelated to those attributes.
There are multiple definitions of bias, as well as
multiple bias metrics, such as equal opportunity
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and equalized odds. There are also several miti-
gation strategies that can be adopted to reduce the
bias. The choice of a bias definition, a bias mea-
sure, and a bias mitigation strategy is dependent
on the domain and the task, as different measures
cannot be optimized simultaneously, and different
tasks require different measures. Some work on
bias measurement and mitigation has been done
on the clinical NLP domain, but it is very much a
nascent field, and no measure or mitigation strat-
egy should be adopted without careful evaluation.

7.4 Explainability

In Sect. 6 we discussed what is XAl and the main
methodologies that exist. In medical domain, XAl
models aim to increase the trust of the practi-
tioners and patients by providing transparent sys-
tems that are understandable by humans. Develop-
ing automated systems that could potentially take
decisions for diagnosis and treatment is a mul-
tidisciplinary process. Models should be devel-
oped in collaboration with experts input from
the appropriate areas. That will allow to under-
stand domain-specific needs such as the purpose
of the system, the need and level of required trans-
parency and explainability. Additionally, the type
of explanations should be decided considering not
only the aspects of ethics and fairness, but also the
limitations of the audience [126].

Another remaining challenge is related to the
evaluation, a topic of a great discussion in the
area. The majority of studies are using subjec-
tive measurements, such as user satisfaction, and
researchers’ intuition on the explanations [126].
From the previous studies, it is evident that there
is an overall lack of validated and reliable eval-
uation metrics on which more work is needed.
Zhou et al. [127] gave a summary of quantitative
metrics for the evaluation of explainability aspects
(i.e., clarity, broadness, parsimony, completeness,
and soundness). In their study, they conclude that
the evaluation of ML explanations is a multidisci-
plinary research topic. and that It is also not pos-
sible to define an implementation of evaluation
metrics, which can be applied to all explanation
methods.
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