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ABSTRACT
Just over a decade ago, the first comprehensive review on the state
of benchmarking in Genetic Programming (GP) analyzed the mis-
match between the problems that are used to test the performance
of GP systems and real-world problems. Since then, several bench-
mark suites in major GP problem domains have been proposed
over time, which were able to fill some of the major gaps. In the
framework of the first review about the state of benchmarking in
GP, logic synthesis was classified as one of the major GP problem
domains. However, a diverse and accessible benchmark suite for
logic synthesis is still missing in the field of GP. In this work, we
take a first step towards a benchmark suite for logic synthesis that
covers different types of Boolean functions that are commonly used
for the evaluation of GP systems. We also present baseline results
that have been obtained by former work and in our evaluation
experiments by using Cartesian Genetic Programming.

CCS CONCEPTS
•Computingmethodologies→Discrete space search;Genetic
programming; Evolvable hardware; • Hardware → Combina-
tional synthesis.
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1 INTRODUCTION
A little over a decade ago, McDermott et al. [20] published the first
review on benchmarking in GP [3, 4, 6, 13], which highlighted the
damaging gap between benchmarks commonly used to test GP sys-
tems and real-world problems. The effort of McDermott et al. did
not go beyond a following community survey [32] and ultimately
proposed a new benchmark suite for GP but various benchmarks
in major GP problem domains such as program synthesis, sym-
bolic regression or classification emerged afterward [5, 23, 24]. At
last year’s GECCO conference, the work of McDermott et al. [20]
was awarded the SIGEVO Impact award, which triggered reflection
on the developments of the last decades. Very recently, a follow-
up article on the state and of development of Benchmarking has
been published by McDermott et al. [19]. Besides reviewing well-
established GP benchmark suites which have been proposed over
the last years, the missing of a Boolean function benchmark suite
for logic synthesis (LS) has been identified as one of the major gaps.
Although various benchmarks for LS have been proposed in the
past, a general benchmark suite for LS is still missing. Moreover, the
authors state that for the future of benchmarking in LS, it might be
useful to further increase the diversity of benchmarks by exploring
new Boolean function problems and curating these problems into
a new benchmark suite.
Therefore, in this work, we follow up the suggestion of McDermott
et al. [19] and consider benchmarking in LS from a general per-
spective. We reflect on the requirements for a general benchmark
suite for LS, and bundle together a set of Boolean functions from
the major categories commonly used in previous work on GP. The
selected benchmarks aim at the synthesis of Boolean functions
from scratch, which has been considered a challenging task for GP
systems [30].

2 LOGIC SYNTHESIS IN GENETIC
PROGRAMMING

Logic synthesis (LS) in GP can be considered a black-box and op-
timization problem domain that has played a major role in the
application scope of GP research throughout its history. In gen-
eral, LS by means of GP refers to the application of GP models
to synthesize expression that match the input-output mapping of
Boolean functions. Boolean functions can be formally expressed
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and mathematically described with Boolean expressions. LS as tack-
led with GP paradigm predominantly addresses two major tasks in
this problem domain:

(1) Synthesis of a Boolean expression that produces the correct
output given the inputs of the Boolean function.

(2) Optimization of the Boolean expression that represents a certain
Boolean function.

The latter task is approached by defining one or more optimization
objectives. Both tasks are performed in accordance with Boolean
logic and algebra. Besides, algebraic expressions, Boolean functions
are commonly represented with truth tables that describe the input-
output mapping of the respective function.

2.1 Learning of Boolean Functions with Known
Input-output Mapping

As a nature-inspired search heuristic for automatic programming,
GP is well suited for LS, since various GP representation models
can easily be applied to this task. LS as an application field for GP
was popularized by Koza by representing LISP programs as parse
trees [13–17]. Since various Boolean expressions can be formulated
as LISP S-expressions, Koza used his approach to evolve Boolean
expressions for Boolean functions like digital multiplexers and
parity.
Since Koza’s parse-tree representation tree-based model of GP aims
for single-output functions, further work in GP concentrated on
graph-based multiple-output representation models [10, 21, 22, 27].
Commonly used multiple-output functions for the evaluation and
comparison of graph-based GP models and corresponding opera-
tors are arithmetic functions such as the digital adder and multi-
plier as well as combinational functions [1, 8, 12, 29]. Since a large
part of Boolean functions can be implemented as digital circuits a
real-world application of graph-based GP is located in the field of
evolvable hardware [28]. This type of application poses the require-
ment on GP systems to be able to synthesize combinational circuits
from scratch which has been considered to be a challenging task
for graph-based GP [30].

2.2 Learning of Cryptographic Boolean
Functions

The majority of problems in LS have been specified by the known
input-output mapping, such as the truth table. However, there are
problems where the input-output mapping is not known a priori.
These are known as black box problems, because the target Boolean
function can only be interacted with through its inputs and outputs.
Cryptographic Boolean functions fall into this category. They are
designed and analyzed on the basis of their specific properties such
as nonlinearity, algebraic degree or correlation immunity, each of
which makes them resistant against certain types of cryptographic
attacks [2]. The goal of the heuristic search is then to find any
function that possesses a certain set of these properties.
Applications of EC have focused mainly on Boolean functions with
high nonlinearity and some combinations of additional properties,
suitable for use in stream ciphers [9, 25, 26], and functions with low
Hamming weight suitable for protecting cryptographic applications
against side-channel attacks on their implementation [25].

3 TOWARDS A BENCHMARK SUITE FOR
BOOLEAN FUNCTION SYNTHESIS

3.1 General Motivation
The primary motivation for our work is to promote the synthesis of
Boolean functions in GP research, since a general benchmark suite
for this task is still missing. Another general motivation behind
our benchmark suite is to promote diversity and accessibility in
the Boolean problem domain, which we also identified as a gap in
the field. We also think that a benchmark suite on logic synthesis
should include the scaling property of Boolean functions, since it
has been commonly used to evaluate the robustness of GP methods
in the past. For instance, the upscaling of the bit-length can be used
to increase the complexity of a Boolean function, but similarity is
maintained.

3.2 Main Objectives and Properties
Considering our general motivation, we think that the philosophy
behind a LS benchmark suite should respect the following objec-
tives and properties: Generalization, Accessibility, Scaling and
Blacklisting. A generalized approach to benchmarking in LS is
achieved by covering a broader spectrum of types of Boolean func-
tions. However, our approach is balanced with practical orientation
since all proposed functions can be implemented in digital circuits.
Another property of the benchmark suite is to enable accessibility
to the data of the respective benchmarks by providing interfaces
for the used formats in three major programming languages: C++,
Java and Python. We make use of the scaling property of Boolean
functions by proposing benchmarks of the same type with differ-
ent bit lengths of the respective inputs. Scaling up the bit length
increases the difficulty of the proposed benchmarks but maintains
similarity. It has been found that the overuse of single-output func-
tions affects diversity in LS negatively [20, 32]. Moreover, since
the overused low-order parity-even and multiplexer benchmarks
have been blacklisted, we only include high-order parity functions
and promote diversity by emphasizing multiple-output Boolean
functions as it was recommended by White et al. [32].

3.3 Problem Selection
Based on a comprehensive survey of relevant work published in
the last two decades, we propose to include the following problems
in the benchmark suite:

3.3.1 Adders. Adders are a popular arithmetic benchmark that has
been used within the EC community since the early days. Adders
are naturally targeted as a more viable alternative to the evolution
of multipliers.

3.3.2 Multipliers. In addition to adders, we also include multipliers.
The evolutionary design of multipliers represents probably the
hardest problem due to the complexity of the multiplication itself
(the multipliers consist of a sequence of adders reducing the partial
products to a single output vector) [7].

3.3.3 Demultiplexer. The demultiplexer benchmark is a multiple-
output problem which has been used in former work to evaluate
the search performance of graph-based GP systems [1, 11, 12, 31].
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Table 1: Function sets used for the evaluations

Identifier Functions Description

F⊖ AND,OR,NAND,NOR Reduced function set
F⊕ BUFa, NOTa, AND, OR, XOR, NAND, NOR, XNOR Extended function set
F𝑝 BUFa, NOTa, AND, OR Parity
F𝑐 AND, XOR, OR, XNOR, INHb Cryptographic

3.3.4 Comparators. We include two types of comparators, the iden-
tity andmagnitude comparator. Both types checkwhether one value
is less or greater than the other or if both values are equal. The iden-
tity comparator is another benchmark which provides a scalable
multiple-output problem that has been proposed by Walker and
Miller [31]. The identity comparator makes binary comparisons
among the inputs, and each input represents an operand. The mag-
nitude comparator compares the sum of two operands, whereby
the size of each operand depends on the respective bit length.

3.3.5 Mixed (building blocks). Mixed or multi-functional Boolean
functions have been comparatively less used in the past. In the
field of CGP, experiments have predominantly concentrated on
the evaluation of single-functional benchmarks. However, Walker
and Miller [31] proposed a 3-bit arithmetic logic unit (ALU) bench-
mark for the evaluation of a multi-chromosome approach to the
CGP representation model. A detailed specification of this type of
benchmark is available in the GitHub repository.

3.3.6 Parity circuits. Parity circuits are another commonly used
benchmark. Although the construction of an optimal parity circuit
is a straightforward process, these circuits provide a simple, yet
challenging problem that can be used to evaluate and compare
different optimization algorithms. The difficulty comes from the
fact that Parity is a symmetric Boolean function where the output
only depends on the number of ones. 5,8,10 and 12-input parities
have been used to investigate the role of neutrality in CGP [33].

3.3.7 Cryptographic functions. To support the diversity of the
benchmark set, we also included four types of cryptographic Boolean
functions – bent, balanced, resilient, and masking – each with dif-
ferent levels of complexity and relevant properties [2, 25].

3.3.8 Function sets. Since themajority of the problems are typically
implemented with XOR gates, we propose the use of a reduced
function set F⊖ (see Table 1) for the easier problems to increase the
difficulty of these problems. For the evaluation of more complex
problems, we recommend an extended function set F⊕ . For the
evaluation of the cryptographic benchmarks the set F𝑐 should be
used [25, 26].

3.4 Evaluation Methods (Fitness Calculation)
3.4.1 Similarity of Boolean Circuits. In the case of Boolean circuit
evolution, the Hamming distance is typically used in the fitness
function to determine the similarity of a Boolean circuit encoded
by a candidate solution to the specification. Typically, the problem
specification is provided in the form of a truth table, which defines
the output of the circuit for every possible input combination. The
Hamming distance then measures the difference between the de-
sired and actual outputs of a circuit. As the distance corresponds
to the number of positions in which two Boolean vectors differ,

its usage in the fitness function is straightforward, as it naturally
assigns a lower score to circuits that produce outputs closer to the
desired outputs and a higher score to circuits that produce outputs
further away from the desired outputs. The circuit with the lowest
Hamming distance is considered the best and selected for the next
generation.

3.4.2 Evaluation of cryptographic properties. Cryptographic bench-
marks consider five properties, which are defined as follows. Ham-
ming weight of a Boolean function is defined as the number of ones
in its truth table [2]. A function is said to be balanced if its truth
table contains the same amount of ones and zeros. That is, if its
Hamming weight is equal to 𝐻𝑊 (𝑓 ) = 2𝑛−1 [2].
To evaluate nonlinearity, the truth table of a function needs to be
converted into a Walsh spectrum𝑊𝑆 (𝑓 ), which defines nonlinear-
ity as 𝑁𝐿(𝑓 ) = 2𝑛−1− 1

2𝑚𝑎𝑥 (𝑊𝑆 (𝑓 )) and represents the Hamming
distance between the function and the nearest affine (linear or
inversion of a linear) function [2].
Correlation immunity is also defined using Walsh spectrum. If
values all items of the Walsh spectrum with Hamming weight
1 ≤ 𝐻𝑊 ≤ 𝑡 are zero, then the Boolean function has correlation
immunity of degree 𝑡 [2].
To evaluate algebraic degree, the truth table of a function needs to
be converted into algebraic normal form (ANF). Boolean function
has algebraic degree of 𝑑 if its ANF contains at least one item with
Hamming weight 𝐻𝑊 ≥ 𝑑 [2].
For the purposes of heuristic search, all properties are normalized
to range <0, 1>, those which are relevant to the specific type of
a cryptographic function are added together, and the candidate
solution with the highest score is considered the best.

3.5 Interfaces and Resources
The data files for the benchmarks are available in several formats
and publicly accessible in our GitHub repository1. For each bench-
mark, we provide open-source parameterized Verilog model allow-
ing to easily scale the bit width, synthesized baseline in common
BLIF format as well as the complete input-output mapping in un-
compressed and compressed form for ease of use. Due to the limited
space, the data formats are described in more details in the reposi-
tory. Interfaces for C++, Java and Python can also be found in our
repository.

3.6 Benchmarks and Baseline Results
The baselines results for the selected benchmarks have been ob-
tained with standard CGP in former work and in our experiments.
We used the common 1 + 𝜆 algorithm with standard probabilis-
tic point mutation and neutral genetic drift. To report fair results
with CGP, we performed hyperparameter optimization (HPO) with
irace [18] for each tested benchmark. For the evaluation of each
benchmark, we performed 100 runs and measured the number of
fitness evaluations until the CGP algorithm terminated. The list of
benchmarks and the corresponding baseline results are provided in
our GitHub repository.

1https://github.com/boolean-function-benchmarks

https://github.com/boolean-function-benchmarks
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4 CONCLUSIONS AND FUTUREWORK
In this work, we made the first step towards an accessible and
diverse benchmark suite for logic synthesis that will consist of 32
benchmarks selected from popular categories of Boolean functions.
Overall, the selected benchmarks cover a wide range of Boolean
functions in terms of problem hardness and input-output ratio. The
use of the selected benchmarks can support the evaluation of the
search performance and robustness of GP methods in LS. Naturally,
our next step will be to propose a new benchmark suite for LS.
Another point which will be addressed by future work concerns the
study of the search complexity of our selected benchmarks. More
precisely, we plan to propose complexity measurements that are
based on the data of the benchmarks and to study the correlation
to the input-output ratio of the benchmarks.
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