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A B S T R A C T 

We present a detailed study of the cosmic star formation history o v er 90 per cent of cosmic time (0 � z � 4), using deep, radio 

continuum observations that probe star formation activity independent of dust. The Low Frequency Array Two Metre Sky Survey 

has imaged three well-studied extragalactic fields, Elais-N1, Bo ̈otes, and the Lockman Hole, reaching ∼ 20 μJy beam 

−1 rms 
sensitivity at 150 MHz . The availability of high-quality ancillary data from ultraviolet to far-infrared wavelengths has enabled 

accurate photometric redshifts and the robust separation of radio-bright AGN from their star-forming counterparts. We capitalize 
on this unique combination of deep, wide fields and robustly selected star-forming galaxies to construct radio luminosity functions 
and derive the cosmic star formation rate density. We carefully constrain and correct for scatter in the L 150 MHz − SFR relation, 
which we find to be ∼ 0 . 3 dex . Our derived star formation rate density lies between previous measurements at all redshifts 
studied. We derive higher star formation rate densities between z ∼ 0 and z ∼ 3 than are typically inferred from short wavelength 

emission; at earlier times, this discrepancy is reduced. Our measurements are generally in good agreement with far-infrared and 

radio-based studies, with small offsets resulting from differing star formation rate calibrations. 

K ey words: galaxies: e volution – galaxies: high redshift – galaxies: starburst – galaxies: star formation – radio continuum: 
galaxies. 
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 I N T RO D U C T I O N  

haracterizing the history of cosmic star formation and understand-
ng the drivers of star formation in galaxies from high to low redshift
ave been fundamental goals of extragalactic research for several
ecades (see Madau & Dickinson 2014 , for a thorough re vie w). Early
igh-redshift surv e ys presented a broad view of star formation o v er
osmic time, with the v olume-a veraged star formation rate density
SFRD) increasing from high redshift to peak somewhere in the range
 � z � 2.5 and then declining towards the present day (Lilly et al.
995 , 1996 ; Madau et al. 1996 ; Connolly et al. 1997 ; Pascarelle,
anzetta & Fernandez-Soto 1998 ). By the mid-2000s, the SFRD had
een constrained fairly tightly back to z ∼ 1, using a range of tracers
Hopkins & Beacom 2006 ; Wilkins, Trentham & Hopkins 2008 ).
o we ver, its form at higher redshift and the exact position of the
eak remained less well determined. 

Since then, numerous studies have attempted to constrain the
FRD more tightly, particularly at higher redshifts, and ultraviolet
 E-mail: rcochrane@flatironinstitute.org 

o  

2  

o  

Pub
UV) studies have probed unobscured star formation back to z ∼ 10
e.g. Bouwens et al. 2015 , 2019 ; Bowler et al. 2015 , 2017 ; Oesch et al.
018 ) and beyond (e.g. Donnan et al. 2023 ). This is moti v ated, in part,
y the need for better constraints on the physics of reionization; at z
 5, the SFRD determines the contribution of star-forming galaxies

SFGs) to the budget of ionizing photons (see the re vie w by Stark
016 ). Ho we ver, galaxy selections based on unobscured emission
e.g. using the Lyman break or Lyman alpha emission line) are biased
owards galaxies that are both young and fairly dust poor (Shibuya
020 ), and substantial corrections are required to scale the UV-
erived SFRD and bring it into line with infrared (IR)-derived values
here the two o v erlap (at z < 3; Madau & Dickinson 2014 ). Such

orrections are subject to considerable uncertainties on the degree
f dust obscuration in galaxies. This is particularly unconstrained
n the early Universe (see Ma et al. 2019 , and references therein),
nd possibly underestimated: recent ALMA observations of the
ust continuum emission from Lyman Break Galaxies suggests that
ndividual galaxies as distant as z ∼ 8 can harbour significant amounts
f dust (Watson et al. 2015 ; Laporte et al. 2017 ; Bowler et al.
018 ). There are methods of estimating dust corrections from UV
bservations alone, primarily via the empirical IRX − β relation
© 2023 The Author(s) 
lished by Oxford University Press on behalf of Royal Astronomical Society 
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1 The central frequency of the LoTSS Deep Fields data is 144 MHz in Bo ̈otes 
and Lockman Hole, and 146 MHz in Elais-N1, but for simplicity, we will 
refer to the frequency as 150 MHz . 
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etween the ratio of the infrared luminosity to UV luminosity, 
RX , and the UV spectral slope, β (Meurer, Heckman & Calzetti 
999 ). Ho we ver, the considerable scatter in the relation, due to
omplex geometries, older stellar populations, and different intrinsic 
 xtinction curv es (see Popping, Puglisi & Norman 2017 ; Narayanan
t al. 2018 ), add uncertainty to such corrections. Cosmic variance 
s also a concern for rest-frame UV studies of the highest redshift
alaxies (Trenti & Stiavelli 2008 ; Driver & Robotham 2010 ; Ventou
t al. 2017 ), as the depth needed to find these faint objects often
omes at the expense of area. 

An alternative tracer of star formation is rest-frame far-infrared 
FIR) emission; since this is driven by the thermal output of dust
eated by young stars, it is used to quantify star formation that is
issed by the UV. This is particularly critical around the peak of

osmic star formation ( z ∼ 1–3), where ∼85 per cent of the total
tar formation is obscured (Dunlop et al. 2017 ). While the large
rea surv e ys enabled by Hersc hel and the South Pole Telescope hav e
isco v ered some extreme sources as distant as z ∼ 7 (e.g. Weiss et al.
013 ; Strandet et al. 2017 ; Marrone et al. 2018 ; Casey et al. 2019 ),
eeper surv e ys that hav e the sensitivity to detect more typical sources
end to be limited to small areas of sky (e.g. Aravena et al. 2016 ;
atsukade et al. 2016 ; Dunlop et al. 2017 ; Franco et al. 2018 ). Since

he redshift distribution of SMGs observed at ∼ 1 mm peaks around 
 = 2.0–2.5 (Chapman et al. 2005 ; Koprowski et al. 2014 ; Simpson
t al. 2014 ; Danielson et al. 2017 ; Stach et al. 2019 ), constraints on
he abundance of dusty sources and their contribution to the SFRD at
 > 4 are few, due to the lack of detected sources (Casey et al. 2018 ).
ecent work has shown the promise of untargeted, longer wavelength 

urv e ys in isolating higher redshift sources (Casey et al. 2021 ; Zavala
t al. 2021 ; Cooper et al. 2022 ; Manning et al. 2022 ). Zavala et al.
 2021 ) present a large (for mm), 184 arcmin 2 , 2 mm surv e y, from
hich they identify 13 sources. Combining their new data with an 

mpirically based model, they show that dust-obscured star formation 
ominates the cosmic star formation rate budget to z = 4, dropping
o a 35 per cent contribution at z = 5, and 20–25 per cent at z = 6–7
broadly in line with Dunlop et al. 2017 and Bouwens et al. 2020 ). 

The small field of view imaged in a single ALMA pointing 
akes extending untargeted sub-millimetre surv e ys to de gree scales 

echnically challenging (Chen et al. 2023 ). Ho we ver, building sam-
les of robustly characterized star-forming galaxies is critical in 
rder to answer key questions in galaxy evolution. These include 
nderstanding the timing and drivers of cessation of star formation 
n different types of galaxies, which is fundamentally linked to a 
obust measurement of the cosmic star formation rate density as 
 function of redshift. We would also like to be able to constrain
etter the amount of unobscured versus obscured star-formation at 
ifferent epochs, and how this varies across the galaxy population. 
his requires large statistical samples that span a broad range of
osmic time (i.e. from z ∼ 0 to well beyond the peak of cosmic star
ormation), as well as wide fields to o v ercome cosmic variance. 

The new generation of radio interferometers offer a unique 
pportunity to provide such samples and resolve these issues. 
nlike at UV and optical wavelengths, light at radio wavelengths 

s unaffected by dust obscuration. Non-thermal emission from 

upernovae at centimetre wavelengths has been shown directly to 
e a delayed, indirect tracer of star formation (Condon 1992 ; Cram
998 ). Relativistic electrons spiralling in weak magnetic fields emit 
ynchrotron radiation, characterized by a smooth spectrum ( f ν ∝ να , 
here α ∼ −0.7) o v er a large wavelength range. The broad utility of

ynchrotron emission as a probe of star formation is also supported 
y the tight far-infrared to radio correlation (FIRC), which has been 
hown by many to hold over several orders of magnitude in radio
uminosity (e.g. van der Kruit 1971 ; Ivison et al. 2010 ; Sargent et al.
010 ; Bourne et al. 2011 ; Delhaize et al. 2017 ; Read et al. 2018 ;
cCheyne et al. 2022 ). The sensitive, dust-independent nature of 

adio continuum emission as a star-formation rate tracer has been 
apitalized on by previous work estimating the star-formation history 
e.g. Haarsma et al. 2000 ; Seymour et al. 2008 ), including the detailed
tudies made possible by VLA observations of the COSMOS field 
Schinnerer et al. 2007 ; Sargent et al. 2010 ; Schinnerer et al. 2010 ;
elhaize et al. 2017 ; Novak et al. 2017 ; Smol ̌ci ́c et al. 2017 ; Leslie

t al. 2020 ; Van der Vlugt et al. 2021 ). One key advantage of the radio
s its ability to probe star formation and AGN activity in both local
nd very distant galaxies (radio-loud sources have been disco v ered
t redshifts as high as z = 6.82; McGreer et al. 2006 ; Saxena et al.
018 ; Belladitta et al. 2020 ; Banados et al. 2021 ; Ighina et al. 2021 ).
o we ver, to probe the bulk of the star-forming population, we need
ighly sensitive observations, and the deepest radio surv e ys typically
o v er limited areas of sky (2 deg 2 in the case of VLA-COSMOS). 

Census studies are now becoming feasible with the current gener- 
tion of radio telescopes, which can map large sky areas with high
ensitivity and good angular resolution in an efficient manner. The 
nternational Low Frequency Array (LOFAR; Van Haarlem 2013 ), 
s a large array of radio antennas, centred in the Netherlands but with
ntenna stations around Europe. The large primary beam (full-width 
t half-maximum 3 . 8 deg 2 for stations in the Netherlands) enables
0 deg 2 re gions of sk y to be mapped in a single pointing. Making use
f this, the LOFAR Two Metre Sk y Surv e y (LoTSS; Shimwell et al.
017 , 2019 , 2022 ) project is adopting a multipronged approach to
urv e ying the Northern sky at radio wavelengths. One strand of this
s a wide-field surv e y of the whole Northern sky at 120 − 168 MHz
nd ∼6 arcsec angular resolution (see Shimwell et al. 2017 ; Duncan
t al. 2019 ; Shimwell et al. 2019 ; Williams et al. 2019 ; Shimwell
t al. 2022 ). The second strand is a series of deep-field pointings
nown as the LoTSS Deep Fields. 
The LoTSS Deep Fields currently comprise deep observations 

f three well-studied Northern extragalactic fields: the European 
arge-Area ISO Surv e y-North 1 (Elais-N1; Kessler et al. 1996 ;
liver et al. 2000 ), Bo ̈otes (Jannuzi & Dey ), and the Lockman Hole

Lockman, Jahoda & McCammon 1986 ), which are expected to reach 
ventual depths of ∼ 10 μJy beam 

−1 rms (Best et al. 2023 ). The first
ata release of these Deep Fields data reach ∼ 20 μJy beam 

−1 at 
50 MHz 1 (Duncan et al. 2021 ; Kondapally et al. 2021 ; Sabater et al.
021 ; Tasse et al. 2021 ). The radio imaging has been accompanied by
 detailed programme of source association and cross-identification 
Kondapally et al. 2021 ), photometric redshift estimation (Duncan 
t al. 2021 ), and host galaxy characterization (Best et al. 2023 ).
n this paper, we perform a detailed study of the radio view of
osmic star formation using the three LOFAR Deep Fields, Elais-N1, 
o ̈otes, and the Lockman Hole. The sensitivity of our observations

s comparable to that of the 3 GHz COSMOS-VLA surv e y (this
eached 2 . 3 μJy beam 

−1 , which is equi v alent to ∼ 19 μJy beam 

−1 at
50 MHz , assuming a radio spectral index of −0.7). Our data co v er
 substantially larger area ( ∼ 26 deg 2 of o v erlap with ancillary data,
cross the three fields), providing > 80 000 radio-identified galaxies 
ith optical counterparts. Together, the multiwavelength catalogues 
e have constructed identify diverse populations of galaxies, out to 
 ∼ 6 (Best et al. 2023 ). A complementary paper, Kondapally et al.
 2022 ), presents the cosmic history of low-excitation radio galaxies.
MNRAS 523, 6082–6102 (2023) 
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The structure of this paper is as follows. In Section 2 , we first
escribe the multiwavelength coverage of the three fields, and intro-
uce the methods used to match radio sources with multiwavelength
ounterparts. We briefly present an o v erview of the deri v ation of
hotometric redshifts and physical properties of the radio sources,
s well as the separation of star-forming galaxies from AGN. We
escribe the methods used to construct luminosity functions and
resent the evolution of the 150 MHz luminosity functions of star-
orming galaxies in Section 3 . In Section 4 , we construct star
ormation rate functions (SFRFs) from these luminosity functions,
nd compare these to SFRFs derived using SED-estimated star
FRs. We also estimate the scatter on the relation between 150 MHz

uminosity and star formation rate. In Section 5 , we construct the
osmic star formation history, from z ∼ 0 to z ∼ 4. We draw
onclusions in Section 6 . 

Throughout this paper, we use a H 0 = 70 km s −1 Mpc −1 , �M 

=
.3, and �� 

= 0.7 cosmology, along with a Chabrier ( 2003 ) Initial
ass Function. 

 T H E  DATA :  PA N C H RO M AT I C  

B SERVATIONS  O F  ELAIS-N1 ,  BO  ̈OTES,  A N D  

H E  L O C K M A N  H O L E  

n this section, we present an o v erview of the LOFAR 150 MHz
bservations as well as the cross-matched UV-FIR photometric
atalogues used in this work. 

.1 Radio obser v ations with LOFAR 

lais-N1, Bo ̈otes, and the Lockman Hole were observed by LOFAR
t 150 MHz frequency with the HBA (high-band antenna) array, in
 series of 8-h pointings. Observations of Elais-N1 (phase centre
6h11m00s + 55 ◦00’00’; J2000) took place as part of cycles 0,
, and 4, with 164 h of integration time in total. Observations of
o ̈otes (phase centre 14h32m00s + 34 ◦30’00’) were taken in cycles
 & 8, with 80 h of integration time in total. The Lockman Hole
phase centre 10h47m00s + 58 ◦05’00’) was observed in cycles
 & 10, with integration time summing to 112 h. All three fields
ere calibrated and imaged using Netherlands-only baselines, which
ives rise to an angular resolution of 6 arcsec (note that imaging
sing international stations is also possible; see Jackson et al. 2022 ;
orabito et al. 2022b ; Sweijen et al. 2022 ). The rms sensitivity

eached at the pointing centre was 20 μJy beam 

−1 for Elais-N1,
2 μJy beam 

−1 for Bo ̈otes, and 22 μJy beam 

−1 for the Lockman Hole.
ensitivity decreases further from the pointing centre; for each field,

he area enclosed by the 30 per cent power point is ∼ 25 deg 2 . A
ull description of these observations and the radio data reduction
rocess is presented in Tasse et al. ( 2021 ) and Sabater et al. ( 2021 ). 
Radio source extraction was performed on the Stokes I radio

mage using the Python Blob Detector and Source Finder ( PYBDSF ;
ohan & Rafferty 2015 ). The final radio catalogue comprises 84 862

ources in Elais-N1, 36 767 sources in Bo ̈otes, and 50 112 sources
n the Lockman Hole (Sabater et al. 2021 ; Tasse et al. 2021 ). As
iscussed in the following section, we use a subset of these sources in
he following analysis, limiting the sample to radio-identified sources
hat lie in regions of overlap with key optical and infrared surveys. 

.2 Multiwavelength data 

he three fields have different photometric coverage. Here, we re vie w
he ancillary catalogues generated and described fully by Kondapally
t al. ( 2021 ). 
NRAS 523, 6082–6102 (2023) 
.2.1 Ultraviolet and optical data 

n all three fields, near-UV (NUV) and far-UV (FUV) data ( λeff =
350 and 2800 Å) are provided by the Galaxy Evolution Explorer
 GALEX ) space telescope (Deep Imaging Surv e y data release 6 and
; Martin et al. 2005 ; Morrissey et al. 2007 ). 
In Elais-N1 and the Lockman Hole, u -band data are drawn from the

pitzer Adaptation of the Red-sequence Cluster Surv e y (SpARCS;
uzzin et al. 2009 ), which used the Canada–France–Hawaii Tele-

cope (CFHT). In Lockman Hole, the SpARCS data also adds images
n the u , g , r , and z bands, and there are additional observations from
he Red Cluster Sequence Lensing Surv e y (RCSLenS; Hildebrandt
t al. 2016 ) in the g , r , i , and z bands. In Elais-N1, optical ( g , r , i , z,
nd y ) broad-band imaging is provided by the Panoramic Survey
elescope and Rapid Response System (Pan-STARRS) 1 survey
PS1; Chambers et al. 2016 ). Further optical imaging from the Hyper-
uprime-Cam (HSC; Aihara et al. 2018 ) surv e y co v ers the United
ingdom Infrared Telescope (UKIRT) Infrared Deep Sky Survey

UKIDSS) Deep Extragalactic Surv e y (DXS) footprint (La wrence
t al. 2007 ; see below) with the broad-band filters G , R , I , Z , and
 , as well as the narrow-band filter NB 921. In Bo ̈otes, deep optical
hotometry in the B W 

, R , and I bands is drawn from the NOAO Deep
ide Field Surv e y (NDWFS; Jannuzi & De y ), with additional z-

and data from the zBo ̈otes surv e y (Cool 2007 ) and additional U spec 

nd Y -band imaging from the Large Binocular Telescope (Bian et al.
013 ). 

.2.2 Infrared data 

t near -infrared (NIR) wa velengths, the UKIDSS-DXS DR10, which
sed the UK Infrared Telescope (UKIRT), provides J and K band
o v erage for Elais-N1 and the Lockman Hole. In Bo ̈otes, J , H , and K S 

ata are drawn from the Infrared Bo ̈otes Imaging Survey, conducted
ith NEWFIRM on the Kitt Peak National Observatory Mayall 4-m

elescope (Gonzalez 2010 ). 
In the mid-infrared (MIR), Spitzer -IRAC observations at 3.6, 4.5,

.8, and 8 . 0 μm are drawn from the Spitzer Wide-area Infra-Red
xtragalactic (SWIRE; Lonsdale et al. 2003 ), which co v ers ∼ 8 de g 2 

n Elais-N1 and ∼ 11 deg 2 in the Lockman Hole. In these two fields,
e also draw data from the Spitzer Extragalactic Representative
olume Surv e y (SERVS) project (Mauduit et al. 2012 ), which co v ers
 . 4 deg 2 of Elais-N1 and 5 . 6 deg 2 in the Lockman Hole, with the
.6 and 4 . 5 μm channels, reaching ∼ 1 mag deeper than SWIRE. In
o ̈otes, data at 3.6, 4.5, 5.8, and 8 . 0 μm are primarily drawn from

he Spitzer Deep, Wide-Field Surv e y (SDWFS; Ashby et al. 2009 ),
ith additional data from the Decadal IRAC Bo ̈otes Surv e y (M.L.N.
shby PI, PID 10088). 
24 μm data are provided by Spitzer -MIPS (Rieke et al. 2004 );

or Elais-N1 and the Lockman Hole, the data were drawn from the
WIRE surv e y. At longer FIR wav elengths, data for all three fields
ere drawn from the Herschel Multi-tiered Extragalactic Survey

HerMES; Oliver et al. 2012 ), which used the Herschel Space Ob-
ervatory (Pilbratt et al. 2010 ). Herschel imaging at 100 and 160 μm
omes from Photodetector Array Camera and Spectrometer (PACS;
oglitsch, Waelkens & Geis 2010 ), and at 250, 350, and 500 μm from

he Spectral and Photometric Imaging Receiver (SPIRE; Griffin et al.
010 ). 

.2.3 Multiwavelength catalogues 

he ultraviolet to mid-IR flux densities described abo v e are compiled
n the forced- and matched-aperture, aperture-corrected, multiwave-
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ength catalogues presented by Kondapally et al. ( 2021 ). Sources 
ere identified on combined chi-squared stack images; those with 

ignal-to-noise ratio (SNR) less than 3 in all filters were remo v ed
rom the catalogues. 

Full details of the FIR catalogues are provided in McCheyne et al.
 2022 ), so we provide only a summary here. For all fields, FIR flux
ensities derived by the Herschel Legacy Project (HELP; Shirley 
t al. 2021 ) provided the basis of our measurements. As part of
ELP, source deblending was performed using the Bayesian tool 
ID + (Hurley et al. 2017 ). Where a LOFAR source could be cross-
atched with a HELP catalogue entry within 0.5 arcsec, the HELP
uxes were adopted. Where a LOFAR source had no HELP match, 
ID + was re-run with the radio host galaxy position added to the
rior list. 

.3 A cross-matched radio and photometric catalogue 

ull details of the cross-matching of radio-identified sources to the 
hotometric catalogues summarized in Section 2.2 are provided in 
ondapally et al. ( 2021 ). At the depths reached by the LOFAR

maging in the Deep Fields, radio emission from multiple sources 
an be incorrectly linked by the PYBDSF source extraction procedure, 
eading to ‘blended sources’. The opposite scenario, extended emis- 
ion from individual sources being split up into many components, 
an also occur. In this section, we summarize the approach employed 
o associate radio and multiwavelength sources within the LOFAR 

eep Fields. This was only performed o v er the area of sky with the
est multiwav elength data: ∼ 6 . 74 de g 2 in Elais-N1, ∼ 8 . 63 de g 2 in
o ̈otes, and ∼ 10 . 28 deg 2 in the Lockman Hole. 
The likelihood ratio (LR) method (de Ruiter , W illis & Arp 1977 ;

utherland & Saunders 1992 ) uses magnitude and colour information 
o match radio sources with their optical and IR counterparts, as
escribed in Kondapally et al. ( 2021 ). This technique yields robust
ssociations for the majority of radio sources (80–85 per cent of
ources in each field). For sources with extended or complex radio 
mission, sources were visually inspected using LOFAR Galaxy Zoo 
LGZ; see also Williams et al. 2019 for an earlier use of the same
rame work), a pri v ate Zooni verse project accessible to members of
he LOFAR consortium. Other sources, primarily those that were 
otential radio blends, were sent for identification by an ‘expert 
ser’, who de-blended the PYBDSF source using the PYBDSF Gaussian 
omponents. 

Within the o v erlap re gion of PanSTARRS, UKIDSS and SWIRE
n Elais-N1, there are 1470 968 optically detected sources and 
1 610 radiodetected sources. After cross-matching to optical/NIR 

ounterparts and the flagging of spurious sources, there were 30 839 
ources. Within the o v erlap re gion of the ND WFS and the SD WFS in
o ̈otes, there are 1911 929 optically detected sources, 19 179 radio-
etected sources, and 18 579 sources in the final cross-matched 
atalogue. Within the o v erlap re gion of the SpARCS r -band and
WIRE in the Lockman Hole, there are 1906 317 optically detected 
ources, 31 162 radio-detected sources, and 30 402 sources in the 
ross-matched catalogue. As discussed in some detail by Kondapally 
t al. ( 2021 ), 2–3 per cent of sources (771 in Elais-N1, 600 in Bo ̈otes,
nd 760 in the Lockman Hole) have no robust optical/NIR ID. Some
f these sources have FIR counterparts, and are likely dusty AGN 

nd SFGs. Note that Novak et al. ( 2017 ) reported that ∼4 per cent of
LA-COSMOS sources are optically faint shortward of i -band for 
 similar radio-selected population. NIR/optically dark sources have 
lso been reported as common in sub-millimetre selected samples 
e.g. Simpson et al. 2014 , 2017 ; Franco et al. 2018 ; Wang et al.
019 ; Dudzeviciute et al. 2020 ; Smail et al. 2021 ). Kondapally et al.
 2021 ) investigated the LOFAR-detected radio sources without IDs, 
nd found that these are likely dominated by z ∼ 2–4 AGN. Since
e focus on star forming galaxies in this paper, they are unlikely to
ave much effect on our analysis. 

.4 Deriving photometric redshifts of LOFAR-identified 

ources 

he process of deriving photometric redshifts for sources in all three
elds is described fully in Duncan et al. ( 2021 ) and we re vie w only

he most important details here. Both template fitting and machine 
earning techniques were used to derive photometric redshifts for 
oth the radio-selected LOFAR sources, and the full optical catalogue 
 ∼5 million sources in total). This ‘hybrid’ approach was shown by
uncan et al. ( 2018b ) to impro v e upon traditional template fitting,
articularly for intermediate redshift AGN, which had pro v ed a
hallenging population to obtain redshifts for Duncan et al. ( 2018a ).
uncan et al. ( 2021 ) showed that outlier fractions, defined as | z phot −
 spec | /(1 + z spec ) > 0.15, range from 1.5 to 1.8 per cent for galaxies,
nd from 18 to 22 per cent for optical, IR and X-ray selected AGN.
n this paper, we make use of the photometric redshift posteriors
or sources without spectroscopic redshifts (this is the majority; 
nly ∼8.6 per cent of all LoTSS Deep Fields radio sources have
pectroscopic redshifts). Since we exclude the majority of AGN 

rom our analysis, these redshifts are reasonably robust ( � 2 per cent
utlier fractions). 

.5 Classification of star-forming galaxies and AGN 

eliable classifications of star-forming sources and AGN are essen- 
ial for this study. Best et al. ( 2023 ) present the multiple methods used
o identify AGN from emission in different wavebands, which we 
ummarize here. A combination of spectral energy distribution (SED) 
tting codes was used to identify the majority of radiative-mode 
GN (i.e. those identifiable via their optical/IR/X-ray emission). 
ach radio-identified source was fitted with four different SED fitting 
odes: MAGPHYS (da Cunha, Charlot & Elbaz 2008 ), BAGPIPES 

Carnall et al. 2018 , 2019 ), AGNfitter (Calistro Rivera et al. 2016 ),
nd CIGALE (Burgarella, Buat & Iglesias-P ́aramo 2005 ; Noll et al.
009 ; Boquien et al. 2019 ); see Section 2.6 for more details. The
se of se veral dif ferent codes, two that include AGN templates
AGNfitter and CIGALE) and two that are optimized for ‘nor- 
al’ galaxies, with more flexibility to fit star-forming populations 

MA GPHYS and BA GPIPES), enables optimized fitting for the 
ifferent radio populations. AGNfitter and CIGALE both constrain 
n f AGN parameter, which describes the fractional AGN contribution 
o the IR emission (o v er the wavelength range ∼ 5 − 1000 μm for
IGALE and the range ∼ 1 − 30 μm for AGNfitter). Sources that
ere assigned a high value of f AGN by both AGNfitter and CIGALE
ere classified as radiative-mode AGN, as were those that were 

ssigned a high f AGN by one of these codes and were also substantially
etter fitted (as assessed by the reduced χ2 values) by one of these
odes than by MAGPHYS or BAGPIPES (suggesting that an AGN 

omponent was necessary in the fit). 
Additional optical AGNs were identified via cross-matching to 

he Million Quasar catalogue, which is mainly based on the Sloan
igital Sky Survey (Alam et al. 2015 ). X-ray AGN (defined by X-

ay-to-optical flux ratios or hardness ratios) were identified in Bo ̈otes
hanks to the deep X-ray data provided by Chandra, as part of the
-Bo ̈otes surv e y of NDWFS (Kenter et al. 2005 ). In Elais-N1 and

he Lockman Hole, the Second ROSAT All-Sky Survey (Boller et al.
MNRAS 523, 6082–6102 (2023) 
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016 ) and the XMM–Newton Survey provide shallower data, enabling
he identification of brighter X-ray sources. 

Radio-selected AGNs were identified based on their excess emis-
ion at 150 MHz . For each source, the radio emission expected for
 purely star-forming source with a given SED-derived SFR (see
ection 2.6 ) was determined using the ‘ridgeline’ relation between
FR and L 150 MHz derived by Best et al. ( 2023 ); note that the
ridgeline’ agrees well with the relation derived by Smith et al.
 2021 ). Then, excess radio emission relative to this expected value
as calculated. Sources that were either offset from the relation by
ore than 0 . 7 dex , or had extended ( > 80 kpc ) radio emission, are

ikely not powered solely by star formation, and were hence classified
s radio-selected AGN. 

In our final classifications, star-forming galaxies were defined
s those without AGN signatures in optical/IR/X-ray, and without
xcess radio emission. Sources with excess radio emission form
he radio-loud AGN classes. In this paper, we focus on galaxies
ithout radio excess, i.e. galaxies classified as either star-forming
r radio-quiet AGN. These comprise 77 per cent of the total LoTSS
ample (81 per cent of sources with optical/NIR counterparts and
lassifications; see Best et al. 2023 ). For the radio-quiet AGN, star-
ormation is expected to drive the majority of the radio continuum
mission detected by LOFAR (though there will be a minority of
ases where a weak jet dominates; see Macfarlane et al. 2021 for a
odel of quasar radio luminosity that comprises contribution from

tar formation and an AGN jet. They concluded that the jet-launching
echanism operates in all quasars, but with different efficiency. See

lso G ̈urkan et al. 2019 ). 
Our final sample comprises 55 581 radio sources within the

edshift range 0.1 < z < 5.7 for which radio emission is dominated
y star formation. 21 638 of these are in Elais-N1, 12 787 are in
o ̈otes, and 21 156 are in the Lockman Hole. 

.6 Stellar masses and star formation rates for star-forming 
alaxies 

s noted in Section 2.5 , four different SED fitting codes are used
o fit all radio-selected sources. SED fitting provides an alternative
ay to estimate galaxy SFRs, compared with single wavelength flux

alibrations. ‘Energy balance’ based SED fitting ensures that the
nobscured and obscured components of galaxy emission are fitted
imultaneously and self-consistently with a combination of simple
tellar populations, a dust model, and models of star formation
istory and galactic chemical evolution. Physical parameters may
hen be derived from the best-fitting combination of models. These
odes have been tested on simulated galaxies (e.g. Hayward &
mith 2014 ; Dudzeviciute et al. 2020 ). Each of the four SED fitting
odes provides estimates for the physical properties of the sources,
ncluding stellar mass and star-formation rates. Best et al. ( 2023 )
escribe the process by which these SED fitting outputs are combined
o generate ‘consensus’ estimates. 

For all sources that were not classified as radiative-mode AGN,
tellar mass and SFR were both generally calculated using the
ean of the logarithm of the values derived using MAGPHYS and
AGPIPES, providing both codes yielded a statistically acceptable fit

note that this was the case for ∼90 per cent of these sources). Where
ne fit was unacceptable, the estimate from the acceptable fit was
dopted. For the radio-quiet AGN in our sample, stellar masses and
FRs were derived using more appropriate SED fitting techniques,
hich included a component of emission from the AGN. For the
ast majority of these ( > 94 per cent), stellar masses and SFRs were
NRAS 523, 6082–6102 (2023) 
erived using CIGALE (see Best et al. 2023 for full details of the
mall number of cases where AGNfitter was preferred). 

The distributions of 150 MHz luminosity, star formation rate, and
tellar mass, for our selected population of star-forming galaxies and
adio-quiet AGN, are shown in Fig. 1 . 

 T H E  R A D I O  LUMI NOSI TY  F U N C T I O N  O F  

TAR-FORMI NG  G A L A X I E S  

.1 Constructing the 150 MHz luminosity function 

ith our sample of star-forming galaxies and radio-quiet AGN in-
and, we construct 150 MHz luminosity functions at a range of
edshifts. Approximately 90 per cent of the radio sources in our
ample are classified as ‘pure’ SFGs, but we include radio-quiet
GN to perform a complete census of star formation (see also Bonato
t al. 2021 , who construct radio luminosity functions for the separate
opulations). Rest-frame 150 MHz luminosities are calculated using
he following formula, where ν is the observed-frame frequency,
50 MHz , α is the radio spectral index (we assume α = −0.7), and
 ν is the flux density at the observed frequency. z is the source
edshift (we use the spectroscopic redshift, if it exists, and if not,
he photometric redshift, as described in Section 2.4 ), and D L is the
orresponding luminosity distance: 

 ν = 

4 πD 

2 
L ( z) 

(1 + z) 1 + α
S ν . (1) 

We aim to calculate the space density of sources per luminosity bin,
he ‘luminosity function’, as a function of redshift. First, we divide
he sources into eleven wide redshift bins. We place the observed
OFAR sources into these redshift bins, and calculate a rest-frame
50 MHz luminosity for each source. We bin sources further, by rest-
rame 150 MHz luminosity, and then for each luminosity bin at each
edshift, we derive the 150 MHz luminosity function, � ( L , z), using
he non-parametric 1/ V max method (Schmidt 1968 ): 

 ( L, z) = 

1 

� log 10 L 

N ∑ 

i= 1 

1 

V max ,i 
, (2) 

here � log 10 L is the width of the luminosity bin and V max is the
olume within the redshift bin o v er which a source with a given rest-
rame 150 MHz luminosity would be observ able, gi ven the sensiti vity
imits of the surv e y. This is particularly important for a radio surv e y
uch as ours, where the depth is not uniform across each individual
eld, nor between fields. V max is calculated for each source using: 

 max ,i = 

∫ z max 

z min 

V ( z) θ ( S, z) d z, (3) 

here V ( z) d z is the whole-sky co-moving volume in the redshift
ange [ z, z + d z ] and θ ( S , z) is the fractional area o v er which a
ource of that flux density would have been detected with 5 σ signal-
o-noise. We perform the integral numerically, by dividing the wide
edshift bin (with edges z min and z max ) into narrow redshift slices
f size � ( z) = 0.0001. For each narrow redshift slice, we calculate
he 150 MHz flux density that we would observe if the source were
ocated at the centre of that redshift slice (using its known rest-frame
uminosity). We then calculate θ ( S , z) for that flux density using: 

( S , z) = 

�[ S ( z)] 

4 π
× C radio [ S ( z)] × C photometric ( z) , (4) 

here �[ S ( z)] is the solid angle o v er which a source with flux density
 can be detected at 5 σ , and C radio [ S ( z)] is the radio completeness as a
unction of flux density, as derived in Section 3.2 . C photometric ( z) is an
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Figure 1. The distribution of 150 MHz radio luminosity, star formation rate, and stellar mass, for the main sample of galaxies studied in this paper (all galaxies 
within the three fields for which radio continuum emission at 150 MHz is dominated by star formation; see Section 2.5 for details of the SFG/AGN separation 
and sample selection). The redshifts plotted are z BEST – the spectroscopic redshift where this is available, and the median redshift of the preferred photometric 
redshift solution, z 1 , MEDIAN , where it is not. The stellar mass and SFR values plotted are the consensus estimates derived from the combination of four different 
SED fitting codes (see Section 2.6 and Best et al. 2023 ). 
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small number of injected mock sources o v erlapping with real sources and 
other injected sources, the completeness never quite reaches 100 per cent. 
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rder-unity correction factor which accounts for inaccuracies (such 
s aliasing) in the photometric redshifts, as derived in Section 3.3 .
his enables us to fold in the spatially varying radio depths o v er the
elds, as well as uncertainties in photometric redshifts. 
Repeating the process for each of the wide redshift bins enables 

s to construct luminosity functions from z ∼ 0 to z ∼ 5. 

.2 Radio completeness corrections 

ompleteness was calculated as a function of source flux density 
y simulating the source detection rate using the same techniques 
sed to identify real sources. Approximately 100 000 mock Gaussian 
ources of known angular extent and known 150 MHz total flux 
ensity were placed into regions of the LOFAR image that are 
o v ered by the optical imaging (accounting for masked regions).
n practice, we insert 1000 mock sources at a time, a small number
ompared to the number of real sources in the LOFAR image, and
epeat ∼1000 times; this is to a v oid bias due to confusion. We used
 continuous distribution of galaxy major axis size (from 6 to 30
rcsec), and flux density (from 0.1 to 40 mJy ). For each source,
inor axis size was drawn from the distribution of minor axes of

bserved sources with roughly the same major axis size. Each mock 
ource was separated from neighbours by at least twice its major axis
ize, so that sources did not o v erlap. PYBDSF was run on the image
ith inserted sources, using the same parameter choices as were 

dopted for the real radio source extraction. A source was deemed 
o be ‘reco v ered’ if PYBDSF identified a source with flux density
reater than 5 σ of the local rms, within 2 arcsec of the position of
he inserted source. The fraction of reco v ered to input sources was
hen calculated to characterize the completeness as a function of 
ux density and source size. To derive a single completeness curve 
er field, we then folded in our best estimate of the ‘true’ source
ize distribution. This was derived from the size distribution of the 
tar-forming galaxies in our sample where completeness reaches 
100 per cent (source with flux densities in the range 1 − 5 mJy ).
e are careful not to use only the very brightest sources, which will be 

iased in fa v our of nearby, spatially extended sources. Instead, we use 
he size distribution of sources at the point where the completeness 
urve flattens; in this way, we obtain the most similar size distribution
o our sample, which is dominated by compact sources (note that 
ntrinsically compact sources can have sizes larger than the beam due 
o the calibration). The size distribution of star-forming sources at 
 − 5 mJy is dominated by compact sources, with 84 per cent having
ajor axis sizes < 9 arcsec and a tail to larger v alues. We deri ve a
ingle completeness curve, for each field (see Fig. 2 ) and provide
hese in Table A1 . The 50 per cent completeness values are 128 μJy
or Elais-N1, 246 μJy for Bo ̈otes, and 180 μJy for the Lockman
ole. Equi v alent curves were also derived assuming a source-size
istribution appropriate for AGN, and are presented in Kondapally 
t al. ( 2022 ). 

Radio completeness corrections were applied when constructing 
uminosity functions, as described in Section 3.1 . We discard lumi-
osity bins where applying the derived radio completeness correction 
esults in a change of > 0 . 5 dex . 

.3 Incorporating uncertainties in photometric redshifts 

hen deriving luminosity functions, the redshift used for each 
ource, z BEST , was the spectroscopic redshift where available, or 
therwise the median of the primary photometric redshift solution. 
MNRAS 523, 6082–6102 (2023) 
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Figure 3. Corrections applied to the number densities of radio sources 
derived in each redshift bin, for each field. To derive these corrections, 
a photometric redshift was drawn for each source from a flat redshift 
distribution between z 1, MIN and z 1, MAX . The number of sources within each 
redshift bin studied was then compared to the number of sources within 
the bin that is derived using z BEST . The shaded regions are derived using 
10 000 bootstrapped samples. We apply these corrections to the number 
densities derived for each field, up to and including the z = 2.5 −3.3 bin. 
At higher redshifts, these corrections become less reliable due to long tails 
of photometric redshift probability distributions that peak at lower redshift. 
Hence, we do not apply corrections at z > 3.3. 
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s discussed in Section 2.4 , the deri v ation of these redshifts com-
ines template fitting and machine learning techniques, which yield
articularly reliable results for the star-forming galaxies studied in
his paper. Ho we ver, as seen in Fig. 1 , there is a dip in galaxy numbers
t z ∼ 1.5, which may be driven by uncertainties in photometric
edshifts. This effect is particularly marked in Elais-N1 and the
ockman Hole, which lack H -band data. The H -band is important in
haracterizing the observed-frame wavelength of the 4000 Å break;
or galaxies in the wavelength range 1.3 < z < 2.0, the 4000 Å
reak falls between the z-band and the J -band. For these sources,
 -band data constrains the flatter spectrum abo v e the break, and
ence enables more accurate redshifts to be derived. In the absence
f the H -band, some photometric redshift aliasing can occur, and
ncertainties on the derived photometric redshifts are larger. Here,
e characterize the impact of these uncertainties on derived number
ensities in each of the three fields. 
Fully correcting for the uncertainties in photometric redshifts and

heir impact on the derived luminosity function would be complex.
ssuming that the photometric redshift probability distribution of

ach source is robust, we could sample this finely and repeat the
ulti-code SED fitting, source classification, and determination of a

onsensus SFR at each redshift for each source. When constructing
he luminosity function, we could then draw bootstrapped samples,
ith the redshifts of each source drawn from its photometric redshift
istribution. Given the substantial effort and computational expense
equired to derive source properties given just the best estimate
edshift (see Best et al. 2023 ), this would be impractical. There
s also little evidence that the photometric redshift uncertainties are
ependent on the radio luminosity of the source (which could require
s to apply a luminosity-dependent correction). Instead we aim to
ake a simpler approach that will provide an approximate correction
actor to the entire LF at each redshift for each field, C photometric ( z).
his method accounts for aliasing in the photometric redshifts,
nder the assumption that there are no radio luminosity-dependent
ffects, and that source classifications and physical properties are not
ystematically changed by redshift errors. 

Our approach involves perturbing the redshift of each source
ccording to its photometric redshift distribution, and calculating
he change in numbers of galaxies that fall within each redshift bin
tudied. Instead of assuming z TRUE = z BEST , we draw a photometric
edshift for each source from a flat redshift distribution between its
 1, MIN and z 1, MAX . We then compare the new number of sources
ithin each redshift bin to the number of sources within the bin that

s derived using z BEST . We repeat this process 10 000 times, using
if ferent random v alues between z 1, MIN and z 1, MAX . This enables us
o derive correction factors to the number densities of sources within
ach field and redshift range, as shown in Fig. 3 and tabulated in
able B1 . While most redshift bins have corrections ∼1 (i.e. no net
ain or loss of sources, as the same number of sources are scattered
nto a given redshift bin as out of it), we see larger corrections
equired for Elais-N1 and the Lockman Hole (the fields that lack
 -band data) at z ∼ 1.5. More sources get corrected into the z ∼ 1.5

edshift bin than out of it; this is because sources have z BEST values
hat are pushed to higher/lower redshifts, but with large uncertainties
hat co v er the z ∼ 1.5 bin. This leads to an upward correction to the
uminosity function of ∼50 per cent for Elais-N1 and the Lockman
ole at z ∼ 1.5, with corresponding decreases for the neighbouring
igher and lower redshift bins. We apply the derived corrections (as
 multiplicative factor to φ) up to and including the z = 2.5 −3.3
in. At higher redshifts, these corrections become less reliable due to
ong tails of photometric redshift probability distributions that peak
t lower redshift and are therefore not applied. 
NRAS 523, 6082–6102 (2023) 
.4 Parametric fits to the radio luminosity function 

o characterize the evolution of the 150 MHz luminosity function,
e fit each of the derived LFs with a parametrized expression.
umerous studies of radio luminosity functions of star-forming
alaxies (Saunders et al. 1990 ; Best et al. 2005 ; Novak et al. 2017 )
ave adopted the following parametrization, first used by Sandage,
ammann & Yahil ( 1979 ): 

( L ) = φ� 

(
L 

L � 

)1 −α

exp 

[
− 1 

2 σ 2 
log 2 

(
1 + 

L 

L � 

)]
, (5) 

here φ� provides the normalization, L � is the luminosity at the
urno v er, α is the faint end slope, and σ describes the steepness at
he bright end. 

To enable fits to the radio luminosity functions of high
edshift galaxies in the COSMOS-VLA surv e y, No vak et al.
 2017 ) refitted previously derived local 1 . 4 GHz radio lu-
inosity functions of star-forming galaxies. They derived

he best-fitting parameters: log 10 ( φ�, 1 . 4 GHz / Mpc −3 dex −1 ) = −2 . 45,
og 10 ( L �, 1 . 4 GHz / W Hz −1 ) = 21 . 27, α = 1.22, and σ = 0.3. They then
xed α, and σ in their fits at higher redshifts. 
We repeat this process to derive α and σ self-consistently from

ur own LOFAR Deep Fields data. We fit the low redshift ( z =
.03 −0.3) luminosity function, as shown in Fig. 4 and presented in
 able 1 . W e exclude the first luminosity bin from the fit due to the

arger ( > 0 . 3 dex ) completeness corrections for the faintest sources.
e also exclude the final luminosity bin due to the increased potential

mportance of misclassification for the brightest sources; as shown in
ig. 4 , radio AGN dominate the whole radio sample here. We repeat

his fitting process for 18 combinations of luminosity bin size and
osition, and av erage o v er the results to deriv e the following best-
tting parameters: log 10 ( φ� / Mpc −3 dex −1 ) = −2 . 46 ± 0 . 01, σ =
.49 ± 0.01, α = 1.12 ± 0.01, and log 10 ( L � / W Hz −1 ) = 22 . 40 + 0 . 02 

−0 . 03 .
e fix σ = 0.49 and α = 1.12 for the remainder of this
ork. 
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Figure 4. Characterization of the form of the low redshift 150 MHz luminosity function for star-forming galaxies. Left-hand panel: the luminosity function of 
star-forming galaxies in the redshift range z = 0.03 −0.30, constructed using sources in the three LOFAR Deep Fields that show no evidence of AGN-driven 
radio emission. The dark blue points show our estimate including the radio completeness corrections, with error bars calculated using 1000 bootstrapped 
samples. Data points without the completeness correction are shown by open squares (black). Our data are fitted with a Saunders et al. ( 1990 ) parametrization; 
the pale blue shaded region shows the 16th −84th percentile of the posterior distribution of one example of the binning scheme. For comparison, the local ( z < 

0.3) luminosity function of 150 MHz -selected star-forming galaxies from LoTSS DR1, derived by Sabater et al. ( 2019 ), is shown in green. The local ( z < 0.3) 
luminosity function of 1 . 4 GHz -detected star-forming galaxies (scaled using a radio spectral index α = −0.7), derived by Best & Heckman ( 2012 ), is shown in 
orange. The z = 0.03 −0.30 luminosity function for radio-selected AGN, derived by Kondapally et al. ( 2022 ), is shown in pink. Right-hand panel: the posterior 
distributions of the four fitted parameters, which are well-constrained. The fitting was repeated for 18 combinations of luminosity bin size and position, and 
the results were then averaged. The fitted values depend little on the choice of luminosity binning. Shown in the right-hand panel is just one example of the 
posteriors from one choice of binning; we use the average fitted values of σ = 0.49 and α = 1.12 in our fits at other redshifts. 

Table 1. The local (0.03 < z < 0.30) 150 MHz luminosity function for 
galaxies with radio emission dominated by star formation, as shown in Fig. 4 . 
Equi v alent data for radio-loud AGN are presented in Kondapally et al. ( 2022 ). 

log 10 ( L 150 MHz / W Hz −1 ) N sources log 10 ( φ/ Mpc −3 log 10 L 

−1 ) 

20.75 6 −2 . 22 + 0 . 18 
−0 . 31 

21.05 20 −2 . 33 + 0 . 11 
−0 . 13 

21.35 84 −2 . 25 + 0 . 07 
−0 . 08 

21.65 171 −2 . 42 + 0 . 06 
−0 . 07 

21.95 397 −2.45 ± 0.05 

22.25 888 −2.50 ± 0.05 

22.55 1562 −2.61 ± 0.04 

22.85 1579 −2.81 ± 0.02 

23.15 791 −3.16 ± 0.02 

23.45 257 −3.66 ± 0.03 

23.75 49 −4 . 39 + 0 . 06 
−0 . 07 

24.05 8 −5 . 18 + 0 . 14 
−0 . 20 

24.35 2 −5.78 ± 0.30 

24.65 1 −6.09 ± 0.30 

 

K  

s  

r  

n  

t
a
a
c
f  

e  

l  

t  

D
f  

0  

f  

e  

C
(  

l

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/523/4/6082/7180974 by guest on 27 January 2024
We o v erplot sev eral measurements from the literature in Fig. 4 .
ondapally et al. ( 2022 ) derived radio luminosity functions of radio-

elected AGN in the three LoTSS Deep Fields as a function of
edshift. Their z = 0.03 −0.3 measurement is plotted here. We
ote the very different shapes of the luminosity functions for the
wo populations. As expected, AGN dominate the source counts 
t the highest luminosities. At L 150 MHz ∼ 10 23 . 75 W Hz −1 , there are 
pproximately equal contributions of AGN and SFGs to the source 
ounts. We also show luminosity functions constructed for the star- 
orming galaxy population by Best & Heckman ( 2012 ) and Sabater
t al. ( 2019 ). While in good agreement with each other, these data
ie below ours at all but the brightest luminosities. Partly, this is due
o the lack of radio completeness corrections in the earlier work.
iffering redshift distributions of the samples will also contribute: 

or our sample, the median redshift of sources included in the z =
.03 −0.3 subsample is z median = 0.20. The median redshift of star-
orming sources using in both Best & Heckman ( 2012 ) and Sabater
t al. ( 2019 ) will be lower, due to less sensitive radio imaging.
oupled with the strong redshift evolution seen for these samples 

see Fig. 6 ), this will naturally lead to a small offset in derived
uminosity functions. 
MNRAS 523, 6082–6102 (2023) 
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Figure 5. The 150 MHz luminosity function for galaxies with radio emission dominated by star formation, for the three LOFAR Deep Fields: Elais-N1 (mid 
blue), Bo ̈otes (purple), and the Lockman Hole (red), as well as for the combined sample (navy). Note the change in x-axis scale for the different redshifts. 
Corrections for uncertainties in photometric redshifts have been applied as a fixed scaling for a given redshift for each field, as described in Section 3.3 . 
Corrections for radio completeness have also been made; data are only plotted for bins where this correction is < 0 . 5 dex . The luminosity functions show 

e xcellent consistenc y between the three fields and also (e xcept at the highest redshifts) good agreement with the estimates of No v ak et al. ( 2017 ), sho wn in 
green, which have been scaled from 3 GHz using a radio spectral index α = −0.7. 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/523/4/6082/7180974 by guest on 27 January 2024
NRAS 523, 6082–6102 (2023) 



The cosmic star formation history with LOFAR 6091 

Figure 6. Radio luminosity functions derived using all three LOFAR Deep 
Fields and presented in Fig. 5 , plotted on a single figure to illustrate the strong 
redshift evolution. 
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.5 Evolution of the 150 MHz luminosity function from z = 0 to
z = 5 

he luminosity functions derived for each of the LOFAR Deep Fields, 
s well as for the combination of the three, are shown in Fig. 5 . These
uminosity functions have been corrected for radio completeness and 
ncertainties in photometric redshifts. The fields display excellent 
greement with each other, indicating that cosmic variance effects 
re minimal (as expected over such large areas). As a sanity check,
e confirm that our estimates agree well with data from Bonato et al.

 2021 ), who measured luminosity functions of star-forming galaxies 
nd radio quiet AGN out to z = 2.8 using Deep Fields data in the
ockman Hole. Their measurements are consistent with modelled 
opulations in the Tiered Radio Extragalactic Continuum Simulation 
T-RECS; Bonaldi et al. 2019 ). As shown in Fig. 5 , we also find very
ood agreement with the luminosity functions derived for VLA- 
OSMOS by Novak et al. ( 2017 ), once luminosities are scaled from
 GHz , under the assumption of a fixed radio spectral index (we use
= −0.7), apart from at the very highest redshifts studied, where 

umber densities in COSMOS drop more significantly. In Fig. 6 , we
ho w the deri ved luminosity functions at all redshifts on a single
anel, for easier comparison. 
At each redshift, we fit the radio luminosity function for each 

f the three fields, as well as for all fields combined, with the
arametrization presented in equation ( 5 ), fixing σ = 0.49 and α =
.12. The inferred L � and φ� values (displayed in Fig. 7 and Table 2 )
re in good agreement between the three fields, except at the very
ighest redshifts, where L � falls well below the sensitivity limits of
he radio data. L � increases monotonically out to at least z ∼ 3,
isplaying an evolution of > 1 . 5 dex between z ∼ 0.25 and z ∼ 3.
� remains roughly constant back to z ∼ 0.8 but then falls steeply at
igher redshifts, decreasing by > 1 dex between z ∼ 0.7 and z ∼ 3. 

 RELI ABLE  C O N V E R S I O N  O F  L 150 MHz TO  SFR  

.1 The star formation rate function constructed using 
ifferent SFR estimates 

n this section, we derive the star formation rate function (SFRF)
sing multiple SFR estimates. In principle, we can transform the 
adio LFs to SFRFs using a previously calibrated relation between 
50 MHz radio luminosity and SFR (Calistro Rivera et al. 2017 ;
 ̈urkan et al. 2018 ; Smith et al. 2021 ). Smith et al. ( 2021 ) derived

he following relation using LOFAR data in EN1, using MAGPHYS- 
erived SFRs for radio and NIR-selected sources at z < 1: 

log 10 

(
L 150 MHz / W Hz −1 

) = (22 . 221 ± 0 . 008) + 

(1 . 058 ± 0 . 007) log 10 

(
SFR / M �yr −1 

)
. (6) 

 consistent relation was derived using the ‘ridgeline’ approach of 
est et al. ( 2023 ), and we confirm that re-fitting SFR as a function
f L 150 MHz (as opposed to L 150 MHz as a function of SFR) gives a
imilar result. We therefore use the Smith et al. ( 2021 ) relation to
erive SFR functions, essentially scaled luminosity functions; these 
re plotted in red in Fig. 8 . Although the uncertainties on the best-
tting parameters are small, Smith et al. ( 2021 ) showed that there
as substantial intrinsic scatter on the relation ( ∼ 0 . 3 dex ) at SFR =
0 − 100 M �yr −1 . 
Adding an additional parameter such as stellar mass can decrease 

he scatter on this relation. Using shallower LOFAR data in the
erschel -ATLAS NGP field, and focusing on star-forming galaxies 

t z < 0.4, G ̈urkan et al. ( 2018 ) found evidence of a dependence of the
adio luminosity on both SFR (the primary driver) and stellar mass
a secondary parameter). They derived a mass-dependent L 150 MHz −
FR relation, with a break in the relation around SFR = 1 M �yr −1 .
hey speculated that this may be due to alternative mechanisms for
enerating cosmic rays in the lowest mass galaxies (see Schober et al.
022 for further discussion of the physical cause of the stellar mass
ependence of the infrared-radio correlation). Smith et al. ( 2021 )
uilt on this work by re-deriving a stellar mass-dependent relation in
N1 using the LOFAR Deep Fields data used in this paper: 

log 10 

(
L 150 MHz / W Hz −1 

) = (22 . 218 ± 0 . 016) + 

(0 . 903 ± 0 . 012) log 10 

(
SFR / M �yr −1 

) + 

(0 . 332 ± 0 . 037) log 10 

(
M � / 10 10 M �

)
. (7) 

hey argued that the stellar mass dependence of the relation can
ntroduce substantial systematic errors (of the order of 0 . 5 dex ) on
FRs derived from L 150 MHz alone, particularly in cases where the 
ample for which SFRs are derived has a different stellar mass
istribution to the sample from which the relation was deriv ed. The y
oted that these offsets are potentially larger than the intrinsic scatter
n the L 150 MHz − SFR relation. 

We construct an SFR function using SFR estimates derived from 

oth L 150 MHz and stellar mass as follows. For each galaxy, we input
he ‘consensus’ stellar mass estimate provided by Best et al. ( 2023 )
nd the radio luminosity into equation ( 7 ) to obtain a new SFR
stimate. We then construct the SFR function in a similar way to
he luminosity function, applying radio luminosity and photometric 
ncertainty corrections on a source-by-source basis. We o v erlay the
FR function derived for each redshift bin in yellow in Fig. 8 . The
FR functions diverge from those derived from radio luminosity 
MNRAS 523, 6082–6102 (2023) 
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Figure 7. The evolution of best-fitting luminosity function parameters, for the three LoTSS Deep Fields individually and combined. Values of φ� have been 
corrected for uncertainties in photometric redshifts, as described in Section 3.3 . To guide more physical intuition, we show in the left-hand panel the characteristic 
star formation rate corresponding to the characteristic luminosity, derived using the L 150 MHz − SFR relation given in equation ( 6 ). The derived parameter values 
are generally in good agreement across the fields. The three estimates of φ� and L � diverge at the highest redshift ( z ∼ 4), where L � falls well below the sensitivity 
limits of the radio data. 

Table 2. Parameters derived from fits of the Saunders et al. ( 1990 ) luminosity function to the data shown in Fig. 5 . 
For all redshift bins apart from z = 1.3 −1.6, the luminosity function is derived using data from all three LOFAR 

Deep Fields. At z = 1.3 −2.0, our best estimates of the luminosity function are from the Bo ̈otes field alone, due to 
the larger photometric uncertainties in Elais-N1 and the Lockman Hole (see Section 3.3 ). φ� represents our best 
estimate of the characteristic number density, after correcting for photometric redshift uncertainties, as described 
in Section 3.3 . We also provide our estimate of the cosmic star formation rate density integrated down to 0 . 03 L � 

at each redshift, calculated using a L 150 MHz − SFR calibration derived from the same data set, in combination 
with a correction for the scatter in this relation (see Section 4.2 ). SFRD estimates for each individual field are 
provided in Table C1 . 

Redshift N sources log 10 ( L �, 150 MHz / W Hz −1 ) log 10 ( φ� / Mpc −3 log L 

−1 ) SFRD / M � yr −1 Mpc −3 

0.1 −0.4 8510 22.52 ± 0.02 −2.58 ± 0.03 0.023 ± 0.001 
0.4 −0.6 6908 22.78 ± 0.03 −2.59 ± 0.06 0.040 ± 0.004 
0.6 −0.8 6788 22.97 ± 0.03 −2.60 ± 0.07 0.059 ± 0.006 
0.8 −1.0 5214 23.28 ± 0.04 −2.95 ± 0.07 0.053 ± 0.005 
1.0 −1.3 6957 23.46 ± 0.03 −2.99 ± 0.07 0.069 ± 0.007 
1.3 −1.6 ∗ 2897 23.72 ± 0.07 −2.88 ± 0.15 0.079 ± 0.018 
1.6 −2.0 ∗ 6573 23.94 ± 0.03 −3.37 ± 0.06 0.111 ± 0.017 
2.0 −2.5 4516 24.08 ± 0.03 −3.45 ± 0.06 0.096 ± 0.010 
2.5 −3.3 4101 24.28 ± 0.04 −3.65 ± 0.08 0.092 ± 0.011 
3.3 −4.6 1951 23.79 ± 0.04 −4.50 ± 0.07 0.039 ± 0.004 
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ithout stellar mass only at very high SFRs and at redshifts beyond
he range that was used to derive the L 150 MHz − SFR relation. 

We also construct SFR functions using the consensus SFR es-
imates presented by Best et al. ( 2023 , blue lines); as described in
ection 2.6 , these were derived using SED fits to the multiwavelength
ata, rather than a single wavelength indicator. We compare the
FRFs derived from the two radio luminosity calibrations (red and
ellow lines) to those derived using consensus SFR estimates (blue
ines). As seen most clearly at low redshifts, below the break of the
unction ( SFR � ), the SFRF estimates are in reasonable agreement.
o we v er, the y can differ substantially at the highest SFRs, in some

ases by an order of magnitude. This is despite the L 150 MHz − SFR
onversion also being derived from the LOFAR Deep Fields data and
ED fits. At first glance, it is worrying that we obtain such different
FRFs when using SFRs derived using different methods, given that

he parent radio samples used are the same. The difference is largest
t high SFRs, so is of particular concern for studies like ours, where
ost of the SFRF data points are abo v e ∼ SFR � at all but the lowest

edshifts studied. Since the star formation rate density is derived by
ntegrating the SFR function, this could have implications for the
ormalization and the shape of the inferred cosmic star formation
ate density–redshift relation. In Section 4.2 , we show that this effect
NRAS 523, 6082–6102 (2023) 
rises due to scatter in the L 150 MHz − SFR relation, which we have
ot accounted for thus far, and we develop a method to correct for
his bias. 

.2 The impact of the calibration between radio luminosity and 

FR 

s discussed in Section 4.1 , the derived star formation rate function
epends strongly on the method used to estimate star formation rates.
bo v e ∼ SFR � , the SFR function is highly dependent on the method
sed to infer SFRs. We expect that this is, at least in part, due to a
ombination of Eddington bias (Eddington 1913 ) and the scatter in
he L 150 MHz − SFR relation. In this section, we explore the effects
f different amounts of scatter on the derived star formation rate
unction. Using a simple simulation, we demonstrate the magnitude
f the bias and derive correction factors. 
We begin by generating ∼300 million mock sources with star

ormation rates drawn from a Saunders et al. ( 1990 ) function with
efault values of SFR � = 0 and φ� = 0. We set σ = 0.38 (the average
alue of σ from fits to the consensus estimate-derived SFR function
t z � 1). The modelled base SFR function is shown in black in the
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Figure 8. The SFR function derived from the 150 MHz -selected sample in all three LOFAR Deep Fields, constructed using different SFR estimates. The SFR 

function derived using the consensus SFR estimates derived by Best et al. ( 2023 ) is shown in dashed blue. The solid red line shows that derived using the 
L 150 MHz − SFR conv ersion deriv ed by Smith et al. ( 2021 ). The dashed yello w line sho ws that deri v ed using the mass-dependent L 150 MHz − SFR conv ersion 
derived by Smith et al. ( 2021 ). Despite the L 150 MHz − SFR conversion being derived from the same LOFAR Deep Fields data, the derived SFR functions differ 
abo v e SFR � , in some cases by an order of magnitude. 
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eft-hand panel of Fig. 9 . We then simulate the radio luminosities
f the mock sources using equation ( 6 ), adding scatter drawn
rom a Gaussian distribution with � = [0 . 2 , 0 . 3 , 0 . 4 , 0 . 5] dex , but
runcated at 0 . 7 dex . This enables us to mimic the star-forming galaxy
election applied in Best et al. ( 2023 ), where radio-excess sources
ith luminosities exceeding the ‘ridgeline’ value by > 0 . 7 dex are

lassified as radio-loud AGN and thus excluded from the SFG 

ample. Finally, we convert the modelled radio luminosities back 
MNRAS 523, 6082–6102 (2023) 
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Figure 9. Constraining the scatter in the L 150 MHz − SFR relation. Left-hand panel: simulated deviation of the star formation rate function, as measured from 

L 150 MHz , from the input star formation rate function (black), for different values of the scatter in the L 150 MHz − SFR relation. Larger scatter in the relation 
causes the observed number density of galaxies to increase at the bright end, causing a gentler fall-off of the exponential. This leads to an o v erestimation of the 
cosmic star formation rate density. Right-hand panel: the method used to constrain the scatter in the L 150 MHz − SFR relation. The grey data points show offsets 
between the star formation rate function constructed using consensus SFR estimates, and that constructed by applying a single L 150 MHz − SFR relation to the 
150 MHz luminosity function. The coloured lines show the modelled offsets for different values of scatter in the relation. From this, we calibrate the scatter to be 
∼ 0 . 2 − 0 . 4 dex . Integrating these coloured lines, and comparing to the integrated black line (no scatter), we obtain scaling factors to correct values of the cosmic 
star formation rate density derived using a single L 150 MHz − SFR conversion. These are: CORR SFRD = [1 . 0 , 0 . 96 , 0 . 93], for scatter � = [0 . 2 , 0 . 3 , 0 . 4] dex . 
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o star formation rates, assuming equation ( 6 ). This yields a sample
f sources with estimates of star formation rates that are perturbed
rom their original values according to the modelled scatter on the
 150 MHz − SFR relation. 
We construct SFR functions for each instance of modelled scatter.
e plot these in colour in Fig. 9 , also showing the true input SFR

unction in black. The modelled SFR functions differ substantially
bo v e ∼ SFR � : larger scatter in the relation causes the observed
umber density of galaxies to increase at the bright end, causing a
entler fall-off of the exponential (e.g. see the exaggerated scatter
alues of 0.5 shown by the green lines). Because of the steepness of
he original modelled SFR function, the number of sources ‘scattered
p’ to those SFRs (coloured lines) can vastly exceed (by up to ∼
 dex at the highest SFRs) the genuine number of sources. This will
ave a significant impact on the SFR function derived from L 150 MHz 

easurements, which we need to correct for. The differences we see
re qualitatively in line with the differences seen in our observational
stimates of SFR functions in Fig. 8 : as described in Section 5 , the
FR functions constructed using consensus estimates tend to lie
elow those inferred directly from L 150 MHz at SFR � SFR � . 
In the right-hand panel of Fig. 9 , we plot the offsets between the

riginal modelled SFR function and those modelled using various
alues of scatter in the L 150 MHz − SFR relation (i.e. deviation of each
f the coloured lines from the black line). We use these modelled
ffsets, in combination with the differences between our multiple
stimates of the SFR function, to constrain the true scatter on the
 150 MHz − SFR relation. We use the SFR functions derived from

he consensus estimates as the ‘truth’ (analogous to the black SFR
unction in the left-hand panel of Fig. 9 ); of course, SFRs derived
rom SED fitting have their own uncertainties, but these are not
ependent on the scatter in the L 150 MHz − SFR relation. We compare
hem to the SFRs derived from the radio luminosity functions, using
NRAS 523, 6082–6102 (2023) 
 single L 150 MHz − SFR scaling with no scatter. Our data are shown
n the right-hand panel of Fig. 9 (grey points). They are broadly
onsistent with a scatter of ∼ 0 . 3 dex on the L 150 MHz − SFR . This is
n good agreement with the results of Smith et al. ( 2021 ), who found
ignificant scatter only at SFR > 0. They estimated the scatter to be
 . 31 ± 0 . 01 dex at 1 < log 10 ( SFR / M � yr −1 ) < 2. 
As shown, the measured radio luminosity function (and the

FR function derived by scaling this with a single L 150 MHz − SFR
alibration) will have an artificially shallower bright end slope
ue to the ∼ 0 . 3 dex scatter in the L 150 MHz − SFR relation. This
ill lead to an o v erestimation of the cosmic star formation rate
ensity. By integrating the modelled SFR function derived using
if ferent v alues of scatter, and comparing to the integrated base
FR function, we estimate the degree of boosting of the SFRD.
e hence derive correction factors that can be applied to values of

FRD derived using a single L 150 MHz − SFR calibration. We derive
he multiplicative correction factor CORR SFRD = [1 . 0 , 0 . 96 , 0 . 93]
or scatter � = [0 . 2 , 0 . 3 , 0 . 4] dex . Without the exclusion of sources
lassified as radio-loud AGN, this correction would need to be larger.
n Section 5 , we correct our estimates of cosmic star formation rate
ensity using a scaling factor of 0.96 ± 0.04, assuming a ∼ 0 . 3 dex
catter in the L 150 MHz − SFR relation. 

 T H E  COSMI C  STAR  F O R M AT I O N  DENSITY  

I STORY  

he cosmic star formation rate density can be calculated at a given
poch, z, by integrating the radio luminosity function as follows: 

FRD ( z) = CORR SFRD ×
∫ L max 

L min 

φ( L, z) SFR ( L ) d log 10 L. (8) 
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Figure 10. The cosmic star formation rate density for each of the three 
LOFAR Deep Fields. These show good consistency, with larger uncertainties 
at z ∼ 1.5, where the lack of H -band data in Elais-N1 and the Lockman Hole 
drives particularly large uncertainties in photometric redshifts and at z � 3, 
where our luminosity functions do not probe below L � . The data are tabulated 
in Table C1 . 
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t each redshift, we derive estimates of the SFRD for each of
he three fields and for all fields combined, by integrating the 
arametrized radio luminosity function presented in equation ( 5 ) 
ith the appropriate best-fitting parameters. We adopt a lower 

uminosity limit L min = 0 . 03 L � , and an upper luminosity limit
f L max = 10 28 W Hz −1 (an order of magnitude brighter than our 
rightest luminosity bin). In Appendix E we present tests showing 
hat the derived SFRD is robust to our choice of integration limits.
ORR SFRD = 0 . 96 ± 0 . 04 is the correction factor derived in Sec-

ion 4.2 , which accounts for the potential bias in SFRD due to the
catter in the L 150 MHz − SFR relation. 

We present our estimates for the star formation rate density at 0 �
 � 4 in Fig. 10 . Estimates using the three fields individually show
ood consistency, with larger differences between fields at z ∼ 1.5, 
here the lack of H -band data in Elais-N1 and the Lockman Hole
rives particularly large uncertainties in photometric redshifts (see 
ection 3.3 and Fig. 3 ). Although we have attempted to resolve this
y correcting for these uncertainties, the ‘corrected’ data points for 
he SFRD at z ∼ 1.5 for Elais-N1 and the Lockman Hole disagree
ith the estimate using Bo ̈otes and with the neighbouring redshift
ins (see Fig. 10 and Table C1 ). Because of this, we believe that these
ata are unreliable and we adopt Bo ̈otes data as our best estimate
t z ∼ 1.5. There is also ∼ 1 σ discrepancy between the estimates 
erived from different fields at z ∼ 3 −4. This arises due to the slightly
ifferent depths of the radio data. LOFAR co v erage of Bo ̈otes is the
hallowest, and fitting without the faintest luminosity data point leads 
o a slightly higher L � and lower φ� being fa v oured. 

In Fig. 11 we plot our derived star formation rate density history
rom all three fields combined (see blue circles). We tabulate these 
stimates in Table 2 . At most of the redshifts studied, our best estimate
omes from integrating the luminosity function of the three fields 
ombined: this gives the greatest numbers of sources, and enables 
s to average over any potential bias due to cosmic variance. At z 

1.5, our best-estimate SFRD comes from measurements taken in 
he Bo ̈otes field, due to increased uncertainties on the photometric 
edshifts of sources in Elais-N1 and the Lockman Hole. 

.1 The functional form of the SFRD 

ollowing Hopkins & Beacom ( 2006 ) and Behroozi et al. ( 2013 ), we
se the emcee fitting code F oreman-Macke y et al. ( 2013 ) to fit the
ollowing functional form to our data, using the SFRD derived from
ll three LOFAR fields: 

FRD ( z) = 

C 

10 A ( z−z 0 ) + 10 B( z−z 0 ) 
. (9) 

e also include an additional radio-derived SFRD measurement at 
 = 0.043 (Mauch & Sadler 2007 ) to anchor the fit at z ∼ 0 (note that
e apply a correction to account for differing assumed IMFs). We

dopt this measurement because the LoTSS Deep Fields do not probe
nough volume to provide secure cosmic SFRD measurements at z ∼
; in comparison, the Mauch & Sadler ( 2007 ) measurement is made
 v er a ∼300 times larger sky area (7000 deg 2 ). Although too shallow
or high-redshift studies like ours, their data are deep enough to
onstrain the SFRD at very low redshift. We derive A = −0 . 89 + 0 . 08 

−0 . 07 ,
 = 0.22 ± 0.04, log 10 C = −0.76 ± 0.05, and z 0 = 1.22 ± 0.15. 
The best-fitting SFRD is o v erplotted and compared to previous

ts in Fig. 11 . Our data and fit are broadly consistent with previous
ts to older data, lying approximately at or below the estimate of
opkins & Beacom ( 2006 ) but abo v e that of Madau & Dickinson

 2014 ) by � 0 . 1 dex at 0 � z � 4.0. Notably, Leslie et al. ( 2020 ) also
nd that their radio-derived SFRD estimates lie � 0 . 15 dex abo v e
adau & Dickinson ( 2014 ) at z � 3. We are in excellent agreement
ith the fit presented by Behroozi et al. ( 2013 ); their fitted form

ies within ∼ 1 σ of our fit at 0.7 � z � 4.0. At lower redshifts, we
easure a shallower evolution of the SFRD. 

.2 Comparison to literature data 

n this section, we compare our SFRD measurements to estimates 
rom individual studies of star-forming galaxies selected using a 
ariety of methods. While there exist a vast number of low-z
easurements in the literature, we focus on those that reach out

o high redshift, including several that have been published since 
he compilation of Madau & Dickinson ( 2014 ), and those that use
onger wavelength SFR estimators. As shown in Fig. 11 , previous
stimates show a consistent general form, with the SFRD increasing 
etween z = 0 and z ∼ 2 and then declining towards higher redshift.
o we v er, e xact measurements disagree by > 0 . 4 dex at any given

edshift. Here, we compare our LOFAR results to several previous 
easurements in detail. 
Bouwens et al. ( 2015 ) identified galaxies at z ∼ 4 −10 in the

ST le gac y fields using the Lyman break technique. At z = 3.8,
heir sample consists of B -band dropouts. They estimated the SFRD
rom the raw UV luminosities and also using a correction for dust
ttenuation based on the IRX- β relation. At z = 3.8, the mean
ust extinction, A UV , is 2.4. We correct their estimates from a
alpeter ( 1955 ) to Chabrier ( 2003 ) IMF, and plot both corrected and
ncorrected estimates in grey. Our dust-independent estimate lies 
n between the dust-uncorrected and dust-corrected values, which 
ay indicate that the necessary correction for dust attenuation was 
 v erestimated. 
Driver et al. ( 2018 ) combined r -band selected galaxies from

AMA (Driver et al. 2011 ; Liske et al. 2015 ), i -band selected
alaxies from G10-COSMOS (Davies et al. 2015 ; Andrews et al.
017 ) and 1 . 6 μm-selected galaxies from 3D- HST (Momche v a et al.
016 ) in their analysis. They derived SFRs using MAGPHYS, 
ith various combinations of multiwavelength data. Their SFRD 

stimates (blue squares) fall below ours at all redshifts apart from
 ∼ 3.5. Interestingly, there is a particular increase in the offset
etween z = 1.6 (offset 0 . 18 dex ) and z = 1.975 (offset 0 . 31 dex ).
etween these two redshifts, the sample changes from including 
10-COSMOS sources to a 3D- HST -only sample for which SFRs

re derived without FIR data. The large offsets between our dust-
MNRAS 523, 6082–6102 (2023) 
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M

Figure 11. The cosmic star formation rate density, derived using the full sample of star-forming galaxies from LOFAR, with, literature data overlaid. Our new 

results using the three LOFAR deep fields combined are shown in navy (solid circles). At z ∼ 1.5, our best estimate of the SFRD comes from measurements 
taken in the Bo ̈otes field, due to increased uncertainties on the photometric redshifts of sources in Elais-N1 and the Lockman Hole. The navy shaded region 
shows our best estimate for the evolution of the SFRD from z ∼ 0.2 to z ∼ 4, the 1 σ posterior of our fit to the SFRD derived from all three fields. We 
also include a z ∼ 0 measurement from Mauch & Sadler ( 2007 ), shown in dark grey, in the fit. Our data are bracketed by previously derived fits to data by 
Hopkins & Beacom ( 2006 ) (abo v e) and Madau & Dickinson ( 2014 ) (below); the Behroozi, Wechsler & Conroy ( 2013 ) fit shows best agreement. Coloured 
symbols represent a selection of estimates from the literature, derived using widely varying sample selections. These include UV-selected (Bouwens et al. 2015 ; 
grey squares), optical/NIR-selected (blue squares; Driver et al. 2018 ), FIR-selected (green hexagons and orange stars; Gruppioni et al. 2013 and Dunlop et al. 
2017 , respectively), and radio continuum-selected (red, pink, purple, and brown symbols); Karim et al. ( 2011 ); Novak et al. ( 2017 ); Leslie et al. ( 2020 ); Enia 
et al. ( 2022 ). Overall, there is considerable scatter in measurements across the literature, with disagreements of > 0 . 4 dex at any given redshift. Our data show 

good agreement with the FIR-based measurements from Dunlop et al. ( 2017 ) and radio continuum-based analyses of Leslie et al. ( 2020 ) and Enia et al. ( 2022 ). 
Measurements made by Driver et al. ( 2018 ) fall below our estimates at z � 3.5. 
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ndependent estimate and theirs at z ∼ 2 and z ∼ 2.4 suggests that
ust-obscured star formation is significant at these redshifts and that,
n the absence of FIR data, they are underpredicting the SFRD. Our
stimates are in near-perfect agreement at z ∼ 3.5 −4. This implies
hat the contribution of dust-obscured star formation to the total
FRD is lower by then; this is broadly in agreement with Dunlop
t al. ( 2017 ) and Zavala et al. ( 2021 ). 

SFRD estimates using FIR-based studies are generally in better
greement with ours. We o v erplot estimates from Herschel -selected
amples (Gruppioni et al. 2013 ; green hexagons). These agree with
ur best-fitting line to within ∼ 0 . 15 dex at z < 3.5. At z ∼ 3.6, their
rror bars are very large but remain consistent with our estimate. We
lso compare to measurements from Dunlop et al. ( 2017 ) (orange
NRAS 523, 6082–6102 (2023) 
tars), who combined direct detections and stacking of ALMA
maging in the Hubble Ultra Deep Field with HST -derived SFR

easurements from the rest-frame UV to estimate the total SFRD.
ur measurements are consistent with theirs. 
Finally, we compare to other work based on radio continuum

mission. Karim et al. ( 2011 ) stacked 1 . 4 GHz data from VLA-
OSMOS, at positions of a 3 . 6 μm-selected sample of > 10 5 galaxies.
eslie et al. ( 2020 ) built on this work, stacking 3 GHz data within the
ame field and refining the source selection to a fully mass-selected
ample (using K S -band data for galaxies at z < 2.5 and 3 . 6 μm data at
igher redshifts). Our measurements are fully consistent with those
f Leslie et al. ( 2020 ), but are discrepant with those of Karim et al.
 2011 ) at z � 1.5. Leslie et al. ( 2020 ) note that Karim et al. ( 2011 )
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Figure 12. The LOFAR-derived cosmic star formation rate density pre- 
sented in Fig. 11 (navy stars, with fitted functional form in shaded navy), 
with predictions from hydrodynamic simulations o v erlaid. The total SFRD 

predicted by FIREBox (dark red; Feldmann et al. 2023 ) exceeds our estimate, 
with the greatest deviations at z < 1 and z > 3. When the FIREbox SFRD 

is calculated using only galaxies with M � > 10 9 . 3 M � (pale red; this limit 
corresponds approximately to 0 . 03 L � , which we integrate down to in this 
work), agreement is better at z ∼ 1 −2. At lower redshifts, the FIREbox SFRD 

estimate is up to a factor of a few higher than our data, likely due to the lack 
of AGN feedback in the simulations. s IMBA (Dav ́e et al. 2019 ) underpredicts 
the SFRD at all redshifts, with the most substantial discrepancies at z ∼ 2. 
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se a different L radio −SFR calibration, which yields lower SFRs, but 
ifferences are also likely driven by the deeper parent catalogue used 
y Leslie et al. ( 2020 ). 
Enia et al. ( 2022 ) constructed a 1 . 4 GHz -selected sample using

LA observations in GOODS-N to measure the SFRD to z ∼ 3.5. 
hese measurements are also fully consistent with ours and with 

hose of Leslie et al. ( 2020 ). We note, though, that our considerably
arger area ( ∼ 26 deg 2 compared to ∼ 2 deg 2 for VLA-COSMOS 

nd 171 arcmin 2 for GOODS-N) enables much tighter constraints. 
he measurements of Novak et al. ( 2017 ) are below ours (by up to
 . 4 dex ) and also below those of Enia et al. ( 2022 ) and Leslie et al.
 2020 ). This is perhaps surprising, given that like Enia et al. ( 2022 )
nd this work, Novak et al. ( 2017 ) use a radio-selected sample and
he luminosity functions they derive are in good agreement with ours
once scaled to the same rest-frame wavelength; see Fig. 5 ). Enia
t al. ( 2022 ) suggest that discrepancies between their measurements 
nd those of Novak et al. ( 2017 ) might be due to the shallower faint
nd slope used by Novak et al. ( 2017 ), but our fitted faint end slope
s actually slightly shallower than that derived by Novak et al. ( 2017 )
note that Novak et al. 2017 derive their slope from other samples
f radio data rather than their own VLA-COSMOS data; at the faint
nd, data in their fit is drawn from Condon, Cotton & Broderick
002 ). As noted by Leslie et al. ( 2020 ) and highlighted in Fig. 8 , the
mpact of different L radio −SFR calibrations is significant. This can be 
een most clearly in the differences between our SFRD predictions 
nd those derived by Novak et al. ( 2017 ). Given the consistency with
ur luminosity function measurements out to z ∼ 3, this discrepancy 
ppears to stem from their different, redshift-dependent, q IR -based 
 radio −SFR conversion. 
Our results highlight significant differences between SFRD mea- 

urements derived from UV/optical/IR data and those derived from 

IR/radio data. As described abo v e, these differences likely stem
rom a number of sources. Incomplete samples and uncertainties in 
ust corrections affect samples selected at shorter wavelengths, and 
ay drive some of the differences between the SFRD estimated 

y Driver et al. ( 2018 ) and other estimates. Differences in the
dopted SFR calibrations and values assumed for the faint-end 
lope of luminosity functions affect all estimates, and are most 
learly seen from the different SFRD measurements derived using 
imilar data (e.g. discrepancies between the 1 . 4 GHz -derived SFRD
easurements constructed by Karim et al. 2011 , Novak et al. 2017 ,
eslie et al. 2020 , and Enia et al. 2022 ). In this work, we fix the

aint-end slope of the radio luminosity function to the value derived 
t z = 0.03 −0.30. Its true value is unconstrained by our data at higher
edshifts, and evolution would lead to systematic errors in our SFRD
stimates. F or e xample, Y ̈uksel et al. ( 2008 ) noted that a steeper
aint-end slope at high redshift could help reconcile SFRD estimates 
ade by integrating UV luminosity functions with those made using 

amma-ray bursts. 

.3 Comparison to models of galaxy formation 

e show predictions for the SFRD from various models of galaxy 
ormation in Fig. 12 . We note here that a proper comparison
ould involve making predictions for the multiwavelength emission 

including radio continuum) of the simulated sources, folding in 
ource detection and classification based on the mock SEDs and 
epeating the analysis on analogously selected galaxy samples. This 
s clearly beyond the scope of this paper; instead we present a brief
omparison with some initial thoughts here. 

FIREbox (Feldmann et al. 2023 ) evolves a small cosmological 
olume (22 . 1 cMpc ) 3 down to z = 0 using the models initially
esigned for zoom-in galaxies within the ‘Feedback in Realistic 
nvironments’ (FIRE) project (Hopkins et al. 2014 , 2018 , 2023 ).
IREbox represents a simulation with particularly high dynamic 
ange, given its low baryonic particle mass ( M baryon = 6 × 10 4 M �)
nd medium box size. The total v olume-a veraged star formation
ate density lies abo v e our estimate at all redshifts, with particular
eviations at z < 1 and z > 3. This could be due to a number of factors,
ncluding galaxy selection effects. When a stellar mass selection 
f M � > 10 9 . 3 M � (approximately corresponding to L > 0 . 03 L � )
s applied to the simulated galaxies, the predicted SFRD changes 
ignificantly, showing better agreement with our data at z ∼ 1 −2 and
 more rapid decrease at z � 2. Importantly, the difference between
IREbox predictions and our data at high- z is largely associated
ith low mass, lower SFR objects that fall below the detection limit
f current radio surv e ys. Deeper radio surv e ys, or potentially radio
tacking approaches (e.g. Leslie et al. 2020 ), may bring the data
nto better agreement with the simulation. At low redshifts, FIREbox 
nderestimates the fraction of massive, quenched galaxies (Feldmann 
t al. 2023 , see also Parsotan et al. 2021 ); this is likely responsible
or the o v erestimation of the SFRD relativ e to our estimate at z � 1.
he inclusion of AGN feedback in the simulation may help suppress
tar formation and alleviate this (Cochrane et al. 2023 ). 

We also compare our estimates to data from the cosmological 
ydrodynamical simulation s IMBA (Dav ́e et al. 2019 ). SFRD esti-
ates from s IMBA include all the star formation in the box, with

o cut on galaxy stellar mass. As noted by Dav ́e et al. ( 2019 ), the
 IMBA -predicted SFRD peaks slightly earlier than the compilation 
f Madau & Dickinson ( 2014 ); since our LOFAR estimate of the
osition of the peak is similar to that of Madau & Dickinson ( 2014 ),
he s IMBA SFRD also peaks earlier than our LOFAR estimate. At all
edshifts, s IMBA predicts a lower SFRD than measured from LOFAR,
ith the most substantial discrepancies (of more than a factor of 2)

een at z ∼ 2. This is consistent with the star-forming main sequence
MNRAS 523, 6082–6102 (2023) 



6098 R. K. Coc hr ane et al. 

M

o  

a

5

I  

h  

a  

s  

W  

i  

t  

e  

s  

a  

o  

k  

f  

i  

e  

(  

t  

t  

a  

h  

(  

2
 

l  

o  

w  

l  

H  

e  

fi  

D  

a  

a

6

I  

L  

d  

a  

e  

f  

s  

f

 

a  

N  

i  

D  

s  

w  

m  

a

 

fi

φ

l  

α

 

w  

p
 

a  

L  

t  

f  

o  

w  

g  

f  

s  

l  

w  

f  

t  

a  

a  

s  

t  

i  

E  

t  

d  

∼
 

∼  

i  

r  

u  

e  

a  

t  

(  

(  

i  

w  

z

 

g  

o  

w  

L  

B  

w  

e  

d  

d  

a  

e  

a  

i

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/523/4/6082/7180974 by guest on 27 January 2024
f s IMBA galaxies displaying a lower normalization than is observed
t this epoch. 

.4 Further work 

n this work, we hav e pro vided important constraints on the cosmic
istory of star formation based on a statistical study of the deepest
v ailable lo w-frequency radio source counts. Ho we ver, there are
ome areas in which our method might be impro v ed in future work.
e have adopted a simplified model of the separation of radio sources

nto those produced by AGN and those produced by stars; in reality,
here will be sources where both mechanisms contribute to the radio
mission. There will be a jet contribution to the radio emission in
ome of the radio-quiet AGN included in the sample in this paper,
nd a star formation contribution to the radio emission in some
f the radio-loud AGN excluded from this work. It has long been
nown that synchrotron radio jets ejected by the AGN can induce star
ormation as they propagate outwards from their host galaxy nuclei
nto the galactic and intergalactic medium (e.g. Rees 1989 ; Gaibler
t al. 2012 ). A prominent low-redshift example is 3C277.3/Coma A
Miley et al. 1981 ; Capetti et al. 2022 ). There are also indications
hat this mechanism could be important at high redshift; in both
he spiderweb proto-cluster at z = 2.2 and 4C41.17 at z = 3.8,
lignments seen between the radio, optical, CO, and X-ray emission
ave been interpreted as star formation being induced by the radio jets
Bicknell et al. 2000 ; Miley & De Breuck 2008 ; see also Duncan et al.
023 ). 
LOFAR’s unique combination of sensitivity and high resolution at

ow frequencies equips it well to detect and map radio-loud galaxies
ut to the highest redshifts. Imaging with the international baselines
ill help us to distinguish radio jets from star formation morpho-

ogically (e.g. Morabito et al. 2022a ). In addition, the new William
erschel Telescope Enhanced Area Velocity Explorer (WEAVE; Jin

t al. 2022 ), a multi-object fibre-fed spectrograph that has just seen
rst light, will target all radio-detected sources within the LOFAR
eep Fields (WEAVE-LOFAR; Smith et al. 2016 ). This will provide
 vastly larger number of spectroscopic redshifts for the radio sources,
dditionally enabling better source classifications. 

 C O N C L U S I O N S  

n this paper, we have used data from the pioneering wide and deep
OFAR Deep Fields to study the cosmic star formation history in a
ust-independent manner. The three fields studied, Elais-N1, Bo ̈otes,
nd the Lockman Hole, all benefit from e xtensiv e UV-FIR co v erage,
nabling the reliable exclusion of AGN-dominated radio sources
rom our analysis. We derive 150 MHz luminosity functions for
amples of galaxies with radio emission dominated by star formation,
rom z ∼ 0 to z ∼ 4. Our main conclusions are summarized here: 

(i) Out to z ∼ 3, our 150 MHz luminosity functions are in good
greement with the scaled 1 . 4 GHz luminosity functions derived by
ovak et al. ( 2017 ) using VLA-COSMOS data (assuming a spectral

ndex α = −0.7). Given the larger area spanned by the LOFAR
eep Fields ( ∼ 25 deg 2 , compared to the ∼ 2 deg 2 VLA-COSMOS

urv e y), and the use of three fields to o v ercome cosmic variance,
e can constrain radio luminosity functions to roughly an order of
agnitude brighter luminosities, while reaching similar luminosities

t the faint end. 
NRAS 523, 6082–6102 (2023) 
(ii) Our derived 0 < z < 0 . 3150 MHz luminosity function is well-
tted by a parametrization of the form: 

( L ) = φ� 

(
L 
L � 

)1 −α

exp 

[
− 1 

2 σ 2 log 2 
(

1 + 

L 
L � 

)]
,with 

og 10 ( φ� / Mpc −3 dex −1 ) = −2 . 46 ± 0 . 01, σ = 0.49 ± 0.01,
= 1.12 ± 0.01, and log 10 ( L � / W Hz −1 ) = 22 . 40 + 0 . 02 

−0 . 03 . 
(iii) Using the values of σ and α derived to our low redshift data,

e fit our higher redshift radio luminosity functions using the same
arametrization, to constrain the evolution of φ� and L � . 
(iv) We show that transforming a radio luminosity function to

 star formation rate function is complicated by the scatter in the
 radio − SFR relation. Star formation rate functions derived using

his conversion tend to lie above those derived using SFRs obtained
rom SED fitting at SFR � SFR � , with deviations of up to an
rder of magnitude at the highest SFRs. Using a simple model,
e show that higher values of scatter in the L radio − SFR cause a
entler fall-off of the exponential of the measured radio luminosity
unction. This effect is most important where the luminosity (or
tar-formation rate) function is steepest, abo v e its break. This can
ead to an o v erestimation of the cosmic star formation rate density,
hich is generally derived by integrating the measured luminosity

unction. The magnitude of the correction depends on the form of
he luminosity function, the scatter in the L radio − SFR relation,
nd the details of the sample selection (i.e. whether sources that
re particularly radio-loud for their SFR are excluded from the
ample). By comparing the difference in the inferred SFRFs using
he two methods to our model of the bias, we constrain the scatter
n the L radio − SFR relation of star-forming galaxies to be ∼ 0 . 3 dex .
ncouragingly, this value is in line with recent work that constrains

he scatter using an independent method (Smith et al. 2021 ). We
erive an appropriate correction factor to apply to the SFRD of
0.96 ± 0.04. 
(v) We constrain the cosmic star formation rate density from z

0 to z ∼ 4, by integrating our L 150 MHz luminosity functions,
n combination with a self-consistently derived L 150 MHz − SFR
elation, correcting for its scatter. Since the SFRD is constructed
sing radio-selected samples, our measurements are robust to the
ffects of dust. Our derived SFRD lies between previous compilations
t all redshifts studied. Our measurements are in good agreement with
hose pre viously deri ved using smaller 1 . 4 GHz -selected samples
e.g. Leslie et al. 2020 ; Enia et al. 2022 ) and from FIR-based studies
e.g. Gruppioni et al. 2013 ; Dunlop et al. 2017 ). Our derived SFRD
s well-fitted by a model of the form SFRD ( z) = 

C 

10 A ( z−z 0 ) + 10 B( z−z 0 ) 
,

ith A = −0 . 89 + 0 . 08 
−0 . 07 , B = 0.22 ± 0.04, log 10 C = −0.76 ± 0.05, and

 0 = 1.22 ± 0.15. 

Prospects for future census studies of radio-selected star-forming
alaxies are bright. The LOFAR Deep Fields surv e y continues to
bserve all three fields. EN1 has already been observed for 500 h,
ith imaging reaching ∼ 12 μJy beam 

−1 . By mid-2023 (following
OFAR Cycles 18 and 19), we expect to reach 16 μJy beam 

−1 in
o ̈otes with 312 h of data, and 13 μJy beam 

−1 in the Lockman Hole
ith 352 h of data. We are also observing in the NEP, where we

xpect to reach 13 μJy beam 

−1 in 400 h. These deeper LoTSS radio
ata, alongside spectra from WEAVE-LOFAR, will build up large,
ust-independent samples of star-forming galaxies for further study,
t fainter star formation rates than previously possible. This will
nable not only the characterization of the global cosmic SFRD but
lso the investigation of the drivers of star formation and quenching
n sub-populations o v er cosmic time. 
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PPENDI X  A :  R A D I O  COMPLETENESS  

O R R E C T I O N S  

n Fig. 2 , we show radio completeness as a function of 150 MHz
ux density for each LOFAR Deep Field. We tabulate these values

n Table A1 . 
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Table A1. Radio completeness at flux densities in the range 0 . 11 − 40 mJy , 
for each field studied. The source size distribution used was defined using 
the size distribution of star-forming galaxies with flux densities in the range 
1 − 5 mJy . A similar table for a source size distribution appropriate for AGN 

is presented by Kondapally et al. ( 2022 ). 

Flux density/mJy Elais-N1 Lockman Hole Bo ̈otes 

0.11 0 .227 – –
0.13 0 .371 0.184 –
0.16 0 .586 0.301 –
0.19 0 .741 0.423 0 .261 
0.23 0 .836 0.599 0 .324 
0.28 0 .889 0.742 0 .5 
0.33 0 .918 0.846 0 .669 
0.4 0 .939 0.891 0 .806 
0.63 0 .963 0.945 0 .913 
1.01 0 .97 0.955 0 .954 
1.59 0 .977 0.977 0 .972 
2.52 0 .985 0.981 0 .98 
4.0 0 .979 0.977 0 .98 
6.34 0 .984 0.973 0 .986 
10.05 0 .983 0.981 0 .989 
15.92 0 .984 0.985 0 .989 
25.24 0 .984 0.986 0 .992 
40.0 0 .988 0.984 0 .991 
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Table C1. Cosmic star formation rate density estimates for the three 
individual fields, as shown in Fig. 10 . 

Redshift SFRD / M � yr −1 Mpc −3 

Elais-N1 Lockman Hole Bo ̈otes 

0.1 −0.4 0.026 ± 0.001 0.020 ± 0.001 0.023 ± 0.001 
0.4 −0.6 0.046 ± 0.003 0.043 ± 0.004 0.036 ± 0.003 
0.6 −0.8 0.056 ± 0.004 0.058 ± 0.006 0.053 ± 0.007 
0.8 −1.0 0.057 ± 0.006 0.049 ± 0.004 0.058 ± 0.009 
1.0 −1.3 0.069 ± 0.005 0.052 ± 0.005 0.069 ± 0.010 
1.3 −1.6 0.051 ± 0.009 0.060 ± 0.014 0.079 ± 0.018 
1.6 −2.0 0.069 ± 0.005 0.086 ± 0.007 0.111 ± 0.017 
2.0 −2.5 0.087 ± 0.008 0.096 ± 0.010 0.093 ± 0.017 
2.5 −3.3 0.087 ± 0.008 0.091 ± 0.011 0.065 ± 0.010 
3.3 −4.6 0.054 ± 0.007 0.040 ± 0.004 0.037 ± 0.004 
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PPEN D IX  B:  P HOTOMETRIC  U N C E RTA I N T Y  

O R R E C T I O N S  

n Section 3.3 , we describe corrections derived to account for
ncertainties in photometric redshifts. These corrections are shown 
or each field in Fig. 3 and tabulated in Table B1 . 
able B1. Photometric correction factors, for each field, as described in 
ection 3.3 and shown in Fig. 3 . 

edshift Elais-N1 Lockman Hole Bo ̈otes 

.1 −0.4 0.97 1.00 0.98 

.4 −0.6 0.91 0.98 0.99 

.6 −0.8 1.02 0.97 1.00 

.8 −1.0 0.91 1.04 1.00 

.0 −1.3 1.18 1.05 0.97 

.3 −1.6 0.65 0.63 0.88 

.6 −2.0 1.34 1.35 1.22 

.0 −2.5 1.16 0.99 1.05 

.5 −3.3 1.14 1.07 1.09 

.3 −4.6 1.00 1.00 1.00 
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PPENDI X  C :  SFRD  ESTIMATES  F O R  E AC H  

IELD  

stimates for the star formation rate density for each individual 
OFAR Deep Field are presented in Table C1 . 

PPENDI X  D :  T H E  I M PAC T  O F  SYSTEMATIC  

O R R E C T I O N S  O N  T H E  D E R I V E D  COSMIC  

TAR  F O R M AT I O N  R AT E  DENSI TY  

n Fig. D1 , we show the impact of applying corrections for uncertain-
ies in photometric redshifts and the scatter in the L 150 MHz − SFR
elation on the derived SFRD for each of the three fields. Corrections
or photometric redshift uncertainties lead to small changes in the 
stimated SFRD for the majority of redshift bins, but are important at
 ∼ 1 −2 for Elais-N1 and the Lockman Hole, the two fields lacking
 -band data. The correction for the scatter in the L 150 MHz − SFR

elation serves to move the whole derived relation to slightly lower
FRD values. 
MNRAS 523, 6082–6102 (2023) 
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Figure D1. The cosmic star formation rate density, derived by integrating the radio luminosity function using the L 150 MHz − SFR relation of Smith et al. 
( 2021 ), is shown in blue, purple, and red for Elais-N1, Bo ̈otes, and the Lockman Hole, respectively. In orange, we show the SFRD that would be derived without 
correcting for uncertainties in the photometric redshifts (see Fig. 3 and Table B1 ) or scatter in the L 150 MHz − SFR relation (see Section 4.2 ). Corrections for 
photometric redshift uncertainties have minor effects on the majority of redshift bins, but are important at z ∼ 1 −2 for Elais-N1 and the Lockman Hole, which 
lack H -band data. 
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PPENDIX  E:  T H E  I M PAC T  O F  I N T E G R AT I O N  

IMITS  O N  T H E  D E R I V E D  SFRD  

e have tested the impact of changing the range of radio luminosities
 v er which we integrate to obtain the SFRD. In Fig. E1 , we plot
he Bo ̈otes-derived SFRD for different choices of lower (left-hand
NRAS 523, 6082–6102 (2023) 

igure E1. The impact of the choice of lower (left-hand panel) and upper (right-
mall artificial x-axis offsets are added to display small differences most clearly. T
ompared to the reported uncertainties. 

his paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 
anel) and upper (right-hand panel) luminosity limits. We find that
ur derived SFRD is robust to changes in the lower limit between
 . 003 L � and 0 . 1 L � (we adopt 0 . 03 L � in this work) and to changes in
he upper limit between 10 27 . 5 W Hz −1 and 10 28 . 5 W Hz −1 (we adopt
0 28 W Hz −1 in this work). 
hand panel) integration limit on the derived SFRD, shown here for Bo ̈otes. 
he impact of changing either the lower or the upper integration limit is small 
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