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ABSTRACT

In this study, we estimate the fraction of binaries with high mass ratios for 202 open clusters in the extended solar neighbourhood
(closer than 1.5 kpc from the Sun). This is one of the largest homogeneous catalogues of multiplicity fractions in open clusters to date,
including the unresolved and total (close-binary) multiplicity fractions of main-sequence systems with mass ratio greater than 0.6+0.05

−0.15.
The unresolved multiplicity fractions were estimated applying a flexible mixture model to the observed Gaia colour-magnitude
diagrams of the open clusters. Then we used custom Gaia simulations to account for the resolved systems and derived the total
multiplicity fractions. The studied open clusters have ages between 6.6 Myr and 3.0 Gyr and total high-mass-ratio multiplicity fractions
between 6% and 80%, with a median of 18%. The multiplicity fractions increase with the mass of the primary star, as expected. The
average multiplicity fraction per cluster displays an overall decreasing trend with the open cluster age up to ages about 100 Myr,
above which the trend increases. Our simulations show that most of this trend is caused by complex selection effects (introduced by
the mass dependence of the multiplicity fraction and the magnitude limit of our sample). Furthermore, the multiplicity fraction is not
significantly correlated with the clusters’ position in the Galaxy. The spread in multiplicity fraction decreases significantly with the
number of cluster members (used as a proxy for cluster mass). We also find that the multiplicity fraction decreases with metallicity,
in line with recent studies using field stars.

Key words. open clusters and associations: general – Galaxy: evolution – solar neighborhood – methods: data analysis –
methods: statistical – binaries: general

1. Introduction

The star formation mechanism leads to the creation of a signifi-
cant fraction of pairs of stars and higher order hierarchies (e.g.,
Tokovinin & Moe 2020). Determining how frequent those mul-
tiple stellar systems are is not straightforward because of the
observational difficulties in identifying close pairs and distant
binary systems (e.g., Abt & Levy 1976).

Open star clusters (OCs) are highly suitable for studying
stellar binary systems, because OC member stars share (to
first order) the same distance, age, initial chemical composi-
tion, and foreground extinction. Although most of their bina-
ries are unresolvable in images, they can be identified in the
colour-magnitude diagram (CMD): they move above the main
sequence (MS) depending on their mass ratio q1, with the equal-
mass binaries being 0.753 mag brighter than their MS counter-
parts. The binary fraction in open clusters has therefore been

? The results are only available at the CDS via anonymous ftp
to cdsarc.cds.unistra.fr (130.79.128.5) or via https://
cdsarc.cds.unistra.fr/viz-bin/cat/J/A+A/675/A89
1 q = M2/M1, where M1 is the mass of the primary component (i.e. the
one with the larger initial mass), M2 is the mass of the secondary and
0 ≤ q ≤ 1.

an active field of study for decades (e.g., Mermilliod & Mayor
1989; Sandhu et al. 2003; Bica & Bonatto 2005; Sharma
et al. 2008).

The characterisation of the multiplicity fraction in OCs
and field stars is relevant to several branches of astrophysics
(for reviews, see e.g., Duchêne & Kraus 2013; Moe & Stefano
2017; Offner et al. 2022). Correctly accounting for unresolved
binary stars is essential in determining the total mass and stellar
mass function of OCs (e.g., Kroupa 2001; Borodina et al. 2019;
Rastello et al. 2020). These stars also influence the OC’s dynam-
ical evolution, providing relevant information about the outcome
of star forming processes in different environments and con-
straints on the initial OC’s state (e.g., Li et al. 2020). Further-
more, binaries are responsible for high rates of stellar collisions
(Fregeau et al. 2004; González et al. 2021), black-hole mergers
(Belczynski et al. 2002), and tracers of intermediate-mass black
holes (Aros et al. 2021), thus proving relevant for high-energy
astrophysics and gravitational-wave studies (Banerjee 2022).

Since Galactic OCs are typically disrupted on a timescale
of a few hundred Myr (Lada & Lada 2003; Lamers et al. 2005),
they tend to be relatively young (Wielen 1971; Anders et al.
2021). For young massive clusters in the local universe, the
measured multiplicity fractions are close to those of field stars
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(González et al. 2021). In this paper, we attempt to measure the
high mass-ratio (q > 0.6) multiplicity fraction for an unprece-
dented number of Galactic OCs located closer than 1.5 kpc to
the Sun in an automated fashion, making use of the exquisite
Gaia photometry (Riello et al. 2021). Our main input datasets
are the recent Gaia OC catalogues published by Tarricq et al.
(2022, hereafter T22) and Cantat-Gaudin et al. (2020, hereafter
CGa20).

The paper is structured as follows. In Sect. 2, we introduce
the problem of estimating the multiplicity fraction in OCs. The
treatment of the Gaia data is described in Sect. 3. In Sect. 4,
we explain our method to measure the multiplicity fraction in
each cluster. In the following Sect. 5 we validate the method
(and determine the effective mass-ratio limit, qlim, to which our
method is sensitive) using custom OC simulations performed
with the Gaia Object Generator (Luri et al. 2014). We present
and discuss our results in Sect. 6 and present our conclusions
in Sect. 7.

2. Setting up the problem

The multiplicity fraction, fb, of a stellar population (or, obviating
higher order systems, the binary fraction), is defined as:

fb =
B + T + ...

S + B + T + ...
, (1)

where S is the number of single stars, B the number of binary
systems, T the number of triple systems, and so on. The principal
aim of this study is to estimate the fb of MS unresolved multiple
systems in OCs, using Gaia’s G versus (BP − RP) CMD.

An unresolved binary system composed of two identical
main-sequence stars (q = 1) has the same colour, but twice
the luminosity of an equivalent single star, and appears in the
OC’s CMD 0.753 mag brighter than the equivalent single star
location (irrespective of the photometric band). A system with
two unequal main-sequence components (q < 1) has a combined
colour that is redder than the colour of the primary component
and a combined luminosity greater than the one of a single star,
but less than the one corresponding to the equal-mass binary sys-
tem. Therefore, such a system is displaced in the CMD both
upwards (but not reaching 0.753 mag) and to the right relative
to the main-sequence position of the primary component (see
e.g., Fig. 1 in Milone et al. 2012). With q increasing from 0 to
1, the position of the binary system with respect to the main-
sequence position of the primary component always decreases in
magnitude, but for 0 < q < qcrit moves towards redder colours,
and for qcrit < q < 1 towards the blue again (Maeder 1974;
Hurley & Tout 1998). The value of qcrit depends on the mass
of the primary component, caused by the fact that the shifts in
magnitude and colours of a system of q < 1 depend on the mag-
nitude and colour difference of the two components. Hence, the
binary sequences of a certain q < 1 do not have a constant sep-
aration from the equal-mass binary sequence throughout all the
MS. In most of the CMD MS range, there is not much separation
between the q = 0 and q = 0.5 isochrones, so the low-q unre-
solved binaries create an overdensity near the q = 0 sequence
(single-star main sequence, SS). On the other hand, the sec-
ondary sequence (binary sequence, BS) observed in most CMDs
above the SS comprises not only equal-mass systems, but also
high-q unresolved binaries. Hence, the approximate location of a
system on the binary sequence does not imply that it is an equal-
mass binary (as first shown in Hurley & Tout 1998).

We note that qcrit does not exactly coincide with the smallest
q for which a binary system lies on the binary sequence (qlim).

From the observational perspective, qlim is a more interesting
parameter to consider: it is the mass ratio above which a binary
system can be detected as such from photometry alone. Other
effects like differential reddening, stellar rotation, and blends can
potentially also displace a single star from its location in the MS
towards redder and/or brighter positions mimicking multiplicity.
The effect of blended sources is negligible for the vast major-
ity of Gaia OCs in the solar neighbourhood. Even in cases of
extremely dense fields such as for the distant massive open clus-
ters NGC 1805 and NGC 1818 located in the Large Magellanic
Cloud, Li et al. (2013) found that the effect of blending is neg-
ligible for stars brighter than V = 18 mag (see their Figs. 6
and A5).

3. Gaia cluster member data

3.1. OC memberships and parameters

Since we are interested in an OC census that is representa-
tive for the extended solar neighbourhood, we pre-select all
368 local (d < 1.5 kpc) OCs from the Gaia EDR3-based
(Gaia Collaboration 2021) catalogue of Tarricq et al. (2022).
For OCs younger than 50 Myr (for which T22 do not pro-
vide improved membership lists), we supplement this dataset
with the Gaia DR2-based catalogue (Gaia Collaboration 2018)
of CGa20, pre-selecting its 302 OCs younger than 50 Myr and
closer than 1.5 kpc. In both cases, we use the homogeneously
derived astrophysical parameters (age, distance, extinction) pub-
lished in CGa20. We have, therefore, a preliminary sample of
670 local OCs, where the membership lists are taken from
Tarricq et al. (2022) for OCs older than 50 Myr and from CGa20
for OCs younger than 50 Myr. 377 out of the 670 OCs have at
least 30 MS members and a MS that extends over at least 1 mag
in BP−RP and are considered for a detailed analysis (see below).

Both membership catalogues are based on astrometric data
limited to G < 182. Regarding the considered members of each
OC, we used all the members in the CGa20 catalogue that have
membership probabilities ≥70% and selected those of T22 with
membership probabilities above the same threshold value. How-
ever, as the criteria for the membership probability assignation
are not equal, establishing this common threshold does not make
the selection exactly equivalent for both catalogues. After the
further selections described in Sect. 4, a final sample of 202 OCs
is obtained. Figure 1 shows their spatial and age distribution.

3.2. Selection of OC main-sequence members

We adopted a homogeneous selection of the main sequence of
each OC in our sample. First, following CGa20, the absolute
magnitude MG and intrinsic colour index (BP−RP)0 were calcu-
lated for each cluster member (excluding the ones with missing
BP and/or RP photometry) as:

MG = G − µ − 0.89 · AV , (2)

(BP − RP)0 = (BP − RP) −
0.89
1.85

· AV , (3)

where G is the Gaia G-band mean magnitude, µ is the distance
modulus from CGa20, and AV is the OC’s visual extinction (also
from CGa20 and corrected by a factor in Eq. (2) to obtain the

2 Penoyre et al. (2022) showed how the proper motions and parallax
of unresolved binaries can be biased depending on the period. This can
sometimes result in true member stars being misclassified as field stars.
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Fig. 1. Spatial and age distribution of the open clusters in CGa20
catalogue and of the 202 open clusters in our final sample. Top panel:
spatial distribution of the OCs in the Gaia DR2-based catalogue of
CGa20 (points colour-coded by age) and of the 202 OCs in our final
sample (points encircled by a black circumference) in heliocentric
Cartesian coordinates. The Galactic centre is towards the right. Bot-
tom panel: normalised age distributions for the local OCs in CGa20
(738 OCs with d < 1.5 kpc, olive histogram and kernel-density esti-
mates; 202 of them constitute our final sample of OCs whose member-
ship list is taken from either T22 or CGa20 depending on the age) and
for our final sample of 202 OCs (black histogram and kernel-density
estimates).

extinction in the G-band, and by a different factor in Eq. (3) to
obtain the E(BP−RP) colour excess). With these two quantities, we
can display the dereddened CMD for the OCs in our parent sam-
ple. We then derive restrictions (simple cuts in the dereddened
CMD) for each member of a particular OC to be considered a
MS member. The procedure (described below) is illustrated for
two OCs of different ages in Fig. 2.

As our multiplicity fraction determination involves only MS
stars, two straight parallel lines which lie above and below the
MSs of all clusters can be drawn in the CMD. This results in a

Fig. 2. Two examples showing the selection of main-sequence mem-
bers from the dereddened CMD. The black lines indicate the exclusion
mainly of giants and white dwarfs. The red and blue lines indicate the
cuts to exclude MS turn-off stars and to avoid incompleteness at the red
end for the BH 164 and Ruprecht 147 (respectively).

first rough selection that excludes red-clump stars, white dwarfs,
and some extreme outliers (black lines in Fig. 2):

2.9 · (BP − RP)0 − 1.4 < MG < 2.9 · (BP − RP)0 + 3.4. (4)

Another restriction is required to exclude members which
are already evolving towards giant stars. In order to estimate the
intrinsic colour index of the MS turn-off (MSTO), we fitted an
interpolation polynomial f (log τ) to the (BP − RP)0 dependence
on the age (τ) for the bluest point of the MSs of 15 different
PARSEC 1.2S isochrones (Bressan et al. 2012) of solar metal-
licity and with ages in years in the range log τ ∈ [6.6, 9.8]. So,
for each OC, the dereddened colour of the MSTO was obtained
as a function of its age as (BP − RP)TO

0 = f (log τ).
Then, MSTO and blue-straggler stars were excluded by only

considering members at least 0.2 mag redder than the MSTO
(i.e. members with M < MTO were selected):

(BP − RP)0 > (BP − RP)TO
0 + 0.2, (5)

and also imposing the extra condition that their magnitude was
fainter than the one of the bluest member selected in the previous
step minus 0.75 mag:

MG ≥ MG((BP − RP)0,bluest member) − 0.75. (6)

Such conditions were found to succeed in excluding from the
study not only the MSTO members, but also those extreme
MS members for which the binary sequence approaches the
single-star main sequence and eventually intersects it. For these
cases our mixture-model algorithm (see Sect. 4) would not work
because it is based on assuming a roughly constant separation
between both sequences.

Finally, the redder MS members of each OC were excluded
to avoid an overestimation of the multiplicity fraction due to the
magnitude limit (G < 18) in the parent cluster membership cata-
logues. Therefore, we selected only stars 0.2 mag bluer than the
reddest star:

(BP − RP)0 ≤ (BP − RP)0,reddest member − 0.2. (7)
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The subsequent study is carried out only for those OCs
having a number of retained MS members larger or equal than
30 and, at the same time, a MS length in (BP−RP)0 longer than
or equal to 1 mag, computed as the rest of the maximum and
minimum values of (BP − RP)0 within the selected members.
We now have an input sample of 377 OCs closer than 1.5 kpc:
250 OCs older than 50 Myr with EDR3 memberships from T22
and 127 OCs younger than 50 Myr with DR2 memberships
from CGa20.

4. Fitting the single-star and binary sequences

Studying stellar multiplicity in a statistically robust manner
is a highly non-trivial task (e.g., Duquennoy & Mayor
1991; Belloni et al. 2017). The mass ratio of binaries, for
instance, is interconnected with the primary mass, the
orbital period, the eccentricity, and the system metallicity
(Offner et al. 2022).

Following the path laid out in Hogg et al. (2010), we can
write down a mixture model for the distribution of cluster mem-
bers in the CMD. If the functional form of the single-star main
sequence (SS) in the Gaia CMD is perfectly known (i.e. we
know the functional form GSS = f (BP − RP)SS + scatter),
the cluster CMD (at least the part sufficiently redder than the
MSTO) can be described as a simple mixture model of two pop-
ulations that are described by the same functional form (sep-
arated by a constant offset ∆G = GBS − GSS ' −0.75 mag),
plus their respective intrinsic scatter in G magnitude. One pop-
ulation mostly accounts for single stars, resolved binaries, and
low-q unresolved binaries, seen in the CMD as a widened single-
star sequence approximately bottom bounded by the single-
star sequence locus. The other population mostly accounts for
unresolved binaries of qlim < q ≤ 1, seen in the CMD as
a widened binary sequence, BS, approximately bound by the
equal-mass binary sequence locus. In a Gaussian approxima-
tion for their scatter in G magnitude, the unresolved fb is then
just the weight of the binary sequence Gaussian: fb(q > qlim) =

wBS
wSS+wBS

= wBS (if both weights are normalised: wSS + wBS = 1).
Assuming these distributions to be Gaussians is a first-order
approach.

In fact, this is the integrated high-q unresolved fb in the MSs
of OCs, because two Gaussian distributions in G magnitude are
considered for all the MS systems. And, as each Gaussian has
a fixed standard deviation, the q range each of them comprises
varies as a function of M1; and, hence, the qlim value below
which multiple systems are regarded as simple systems varies
slightly as a function of BP − RP (Hurley & Tout 1998). We,
however, provide a single mean qlim value for each OC, hav-
ing integrated over the colour index and the other dimensions
introduced by q dependencies. We also assume negligible con-
tamination by field star interlopers, a valid assumption for the
exquisite Gaia OC catalogues in the vast majority of cases.
Triples and higher-order systems cannot be distinguished from
binaries by our method (being included in the binary sequence
population), so the estimated fb(q > qlim) includes their
contribution.

The likelihood for the CMD distribution below the turn-off
can be described, therefore, by an arbitrary polynomial P(BP −
RP) with a small intrinsic G-magnitude scatter for the SS, σSS,
and a parallel one (perhaps with a slightly larger intrinsic scatter
σBS) for the BS. If we further assume the observational errors in

BP − RP colour and G magnitude to be uncorrelated, the likeli-
hood can be written as:

lnL =

N∑
i=1

ln
[

(1 − fb)√
2π(σ2

eff,i + σ2
SS)
· e
−

(MGi
−P(BP−RP)i )2

2(σ2
eff,i+σ

2
SS)

+
fb√

2π(σ2
eff,i + σ2

BS)
· e
−

(MGi
−P(BP−RP)i−∆G)2

2(σ2
eff,i+σ

2
BS)

]
, (8)

where, analogous to Chap. 7 of Hogg et al. (2010), we have
introduced the effective uncertainties σeff,i (the combined uncer-
tainty projected onto the polynomial fit), defined as:

σ2
eff,i :=

1
1 + mi

(σ2
G,i + mi · σ

2
(BP−RP)i

),

with mi :=
(
∂P(x)
∂x

)2

|x=(BP−RP)i
. (9)

The likelihood in Eq. (8) is thus a function of p + 5 parame-
ters, being p the order of the fitted polynomial P : p+1 nuisance
parameters for the polynomial itself, the intrinsic width of the
SS, σSS, the intrinsic width of the BS, σBS, the vertical offset
between the two sequences, ∆G, and the cluster’s high-q unre-
solved multiplicity fraction, fb.

Since we are interested in sampling the posterior PDF of
this parameter space, we also need to impose some priors. To
leave maximal possible freedom to the fitting algorithm, we do
not impose priors on the polynomial coefficients and only quan-
tify our a priori knowledge of stellar evolution. In particular, we
assume Gaussian priors for the vertical offset ∆G and the loga-
rithm of the width of the SS and the BS, respectively:

p1(∆G) = N(−0.75, 0.05), (10)
p2(log10 σBS) = N(−1, 0.2), (11)
p3(log10 σSS) = N(−0.8, 0.2), (12)
pfull(∆G, log10 σSS, log10 σBS) = p1 · p2 · p3. (13)

For each OC, we performed the Markov chain Monte
Carlo (MCMC) fits using the python package emcee
(Foreman-Mackey et al. 2013), using n_walkers = 32,
n_steps = 10 000, and burnin = 5000, as well as for p = 6.
With these conditions, the median and 16th and 84th percentiles
of the p + 5 likelihood parameters could be estimated for all 127
OCs from CGa20, and for 248 out of the 250 OCs from T22.
In order to select only the OCs for which the fitted polynomials
and the Gaussian mixture model are accurate descriptions of
the main-sequence CMD, we require the following (relatively
strict) conditions:
1. σSS ≤ 0.2,
2. σBS ≤ 0.25,
3. |∆G + 0.75| ≤ 0.05,
4. σ fb ≤ 0.25 (σ fb is the mean of fb’s 16th and 84th per-

centiles),
5. CMD is visually well fit (according to a visual inspection by

the first three authors).
The result of these cuts is a final sample of 202 OCs whose

unresolved fb(q > qlim) has been estimated using MCMC, 146
(∼72%) from T22 and 56 (∼28%) from CGa20.

Figure 3 shows an illustrative example for a cluster with a
moderately populated MS: Alessi 1. We see that in this case
(as in most other well-fit OCs; see Fig. 4) apart from the poly-
nomial coefficients there are little correlations between the fit
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Fig. 3. MCMC fit for Alessi 1, which has 46 selected MS members. Lower left panels: corner plot of the posterior. The first seven parameters
correspond to the polynomial coefficients, pi, while the last four describe the unresolved multiplicity fraction, fb, the separation in G magnitude
between the binary sequence and the single-star sequence, ∆G, the intrinsic G-magnitude spread of the single-star sequence, σSS, and the one of
the binary sequence, σBS. The main outcome of the fit is the unresolved multiplicity fraction fb, all the other parameters are considered nuisance
parameters. Top right panels: CMD overplotted by 30 random samples of the posterior SS and BS, where the members >3σSS brighter than the
fitted SS polynomial are coloured in orange (left). The corresponding residuals with respect to the polynomial fit are also shown as histograms and
kernel-density estimates, together with the resulting Gaussian mixture fit (right).

parameters, in particular, our main desirable parameter, fb, is not
strongly correlated with other parameters of the model. Also,
the marginal posterior gives a sensible result ( fb = 0.19+0.06

−0.05).
We note that the significant correlations between the polynomial
coefficients in the top left part of Fig. 3 are not a problem (pro-

vided that the single-star sequence is accurately fit by the poly-
nomial), since we are primarily interested in the estimate of fb.

Our method has three advantages: 1) the fit can be performed
directly in observable space (the observed Gaia CMD); 2) it
correctly incorporates uncertainties in both dimensions; and 3)
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Fig. 4. Examples of the MCMC fits to the main sequences of several OCs (in the same style as Fig. 3, top-right panels), illustrating the diversity of
the binary sequences and the resulting diversity in the quality of the MCMC fits. The two examples marked by a light red background are excluded
from the final catalogue because they do not fulfill the conditions described in Sect. 4.

the form of the fitted SS and BS functions is very flexible and
does not depend on stellar models at all. In the vast majority
of the cases, the adjusted polynomials give an accurate descrip-
tion of the observed single-star main sequences. The characteri-
sation of the mass ratio threshold qlim below which multiple sys-
tems are regarded as simple systems by our method is discussed
in Sect. 5.3.

5. Application to simulated clusters

In this section, we describe the Gaia Object Generator (GOG;
Luri et al. 2014) and how we use it to generate realistic simula-
tions of the OCs with well-determined fb. We apply our MCMC
method for deriving the unresolved fb(q > qlim) to ten realisa-

tions of the simulated CMDs of 324 OCs. We are thus able to
estimate qlim for the application of MCMC to both the simulated
and observed CMDs. Then this qlim value is used to estimate the
resolved multiplicity fraction in the same qlim < q ≤ 1 range as
the unresolved one; and also the corresponding total multiplicity
fraction f tot

b (q > qlim), of both resolved and unresolved systems,
for all the 202 OCs in our sample.

5.1. Simulating clusters with the Gaia Object Generator

The Gaia Object Generator (GOG; Luri et al. 2014) is a simu-
lation tool that was developed to provide synthetic data that sta-
tistically reproduce the Gaia mission data (Gaia Collaboration
2016). For a given population of celestial objects, it applies
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the spacecraft and payload models to simulate the main Gaia
observables (astrometry, photometry, and spectroscopy) with
realistic error models. Its complexity is increased after each
Gaia data release, so that the simulated objects are in reason-
able agreement with the data. Typically, GOG is used in conjunc-
tion with the Gaia Universe Model simulations (first described in
Robin et al. 2012). The Universe Model relies on state-of-the-art
descriptions of the characteristics of Gaia sources and on realis-
tic scenarios for their formation, evolution, and dynamics. Most
interestingly for our purpose, it includes a module that simulates
multiple star systems (Arenou 2011).

For each OC, we generated a synthetic population of sin-
gle stars drawn from PARSEC 1.2S isochrones (Bressan et al.
2012; Marigo et al. 2017) of solar metallicity with the age given
by CGa20. The input stars are all single, and generated accord-
ing to the single-star IMF from Kroupa (2001, 2002). Now, the
multiple-star module may change each input single star, accord-
ing to some physically motivated probability, into a system with
the given star as primary and a lower-mass star of the same age as
the secondary. Triples and higher order systems are not present
in our simulations. The details of this process are described in
Arenou (2011). In the next paragraphs, we explain only the main
assumptions.

The selection of single stars and primaries that will be part
of a system is done so that they follow the luminosity function
of primaries in the solar neighbourhood. For MS stars, the con-
sidered probability that an input single star gives birth to a sys-
tem is given by the following function for the multiplicity frac-
tion depending on the primary mass of the MS star, which is
considered to fit this dependence in the whole MS mass range
well:

fb(M1) = 83.88 · tanh(0.688M1 + 0.079).

This function is monotonically increasing with M1, and is
roughly compatible (by eye) with the several classes of dynam-
ical decay models from Sterzik & Durisen (2004) or random
pairing of Thies & Kroupa (2007). There is also abundant
observational evidence for the increase of fb with M1 (e.g.,
Kaczmarek et al. 2011; Sana et al. 2012; Fuhrmann et al. 2017).

For each generated multiple system, the mass of the sec-
ondary is drawn from the mass-ratio distribution f (q), which is
modelled as a probability density function that is linear by seg-
ment and depends on the spectral type of the primary and on the
binary period. For the distribution of the semi-major axis a, a
Gaussian distribution in log(a) is assumed, with the mean and
standard deviation depending on M1. From this random gener-
ation of a, the orbital period, P, is drawn using Kepler’s third
law. The eccentricities are assumed to be uniformly distributed
within the interval [0, 2E[e]], where E[e] is the average eccen-
tricity (which depends on P and the primary’s spectral type). The
other orbital parameters are then drawn randomly: the perias-
tron date T is chosen uniformly between [0, P], the argument
of the periastron, ω2, uniformly in [0, 2π], the position angle of
the node Ω uniformly in [0, 2π], and the inclination is chosen
randomly in cos(i). A Roche model is used to avoid generating
physically unrealistic systems of too small separations (for more
details, see Arenou 2011).

Finally, GOG decides whether a multiple system can be
resolved by Gaia (so that the components appear all along the
same isochrone in distinct positions) or not (so that their flux is
joined and the system appears above the single-star MS as a sin-
gle point in the CMD). To do so, GOG takes into account the
angular separation of the components of the system (we have

adopted 500 mas, following Fabricius et al. 2021). Finally, GOG
also adds magnitude-dependent photometric uncertainties.

5.2. Custom OC simulations

For 324 OCs (corresponding to a preliminary sample of well-
fit OCs) we have run custom simulations with the multiple-star
module and GOG, applying them to each PARSEC single-star
population of mass 10 000 M�, with solar metallicity and the
same age, distance, and extinction as the corresponding observed
OC. The resulting synthetic population, now containing single
stars and binaries, is returned by GOG as a catalogue of the
members (or systems, if unresolved) with ’true’ and ’observed’
parameters. Photometric errors are taken into account, while
other possible effects (most importantly differential extinction
and rotation) that may contribute to the widening of the MS are
not considered.

For each of these returned synthetic populations, we first
selected the MS members following the same procedure as for
the observed OCs (see Sect. 3.2). To have the same number of
members in the MS range as for the corresponding observed
OC, we apply a random selection of MS members without any
replacement among all MS simulated members. A uniform prob-
ability in the random selection is adequate because the simulated
population as seen by Gaia was already populated according to
an IMF for single stars and then the companions were added. By
doing so, the generated synthetic CMDs are approximate reali-
sations of the corresponding OC. They automatically verify the
conditions of having at least 30 MS members and a MS exten-
sion of 1 mag in colour index (see Fig. 5 for an example). We
generate Nsim = 10 realisations of each observed OC using the
same simulated data, but applying Nsim different times the ran-
dom selection of the observed number of selected MS members.
This allows us to statistically account for the effect that the ran-
dom selection of a reduced number of members can have on the
inferred fb.

5.3. MCMC fitting to the simulated OCs

We performed the equivalent estimations of fb via the mixture-
model fitting described in Sect. 4 – this time for a sample of 324
simulated OCs, with ten fittings apiece. We selected the sim-
ulated OCs for which their CMDs have been well fit (accord-
ing to the same criteria as in Sect. 4) for at least six out of
the Nsim = 10 realisations, and retained 219 (68%) of the sim-
ulated sample (144/219 are in common to the final sample of
202 observed OCs). The high-q unresolved multiplicity fraction,
f sim
b , was calculated as the mean of the ten values of the median

of f sim
b (q > qsim

lim ) obtained through MCMC. Its nominal uncer-

tainty δ[ f sim
b ] was calculated as the mean over the ten realisations

of the mean of its 16th and 84th percentiles. We also compute the
standard deviation of f sim

b over the ten realisations (σ f sim
b

); both
values give similar results and decrease for OCs with more MS
members, as expected.

We were also able to derive additional information: as GOG
first simulates the systems and later decides whether they can
be resolved by Gaia or not, we know which of our selected MS
members are single stars, which are two resolved components
of the same binary system, and which correspond to unresolved
binary systems. Therefore, we can compute the mean of the the-

oretical unresolved fb over the 10 realisations: f sim,theo
b (q > 0).

We also compute the mean theoretical fb of unresolved multiple
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Fig. 5. One realisation of the simulated CMD of NGC 6494 (log
age/yr = 8.58, 682 selected main-sequence systems). Top panel: colour-
coded by mass ratio. The black dots are single systems, unre-
solved binary systems are colour-coded by their mass ratio q.
Light grey triangles with black contours overlapping with sin-
gle stars are resolved components of binary systems. The error-
bars are smaller than the markers. Bottom panel: result of the
MCMC mixture-model fit, in the same style as Fig. 4. The simu-
lated fb for systems with q > 0.6 for this realisation is 13%. The
mean unresolved binary fraction over the 10 CMD realisations is
(14±7)%.

systems having a q equal or greater than 11 different values:

f sim,theo
b (q ≥ qmin) (with qmin in the range [0.2, 0.7] in steps of

0.05). These values are then compared to f sim
b , derived from the

MCMC fits, to estimate qsim
lim : qsim

lim is assumed to be equal to the

qmin for which f sim,theo
b (q ≥ qmin) is the closest possible to f sim

b .
For the sample with good MCMC fits, we determine a

median value of qsim
lim = 0.6+0.05

−0.15 (see Fig. 6). Although qlim is
not the same for all clusters, we can confidently say that for a
random observed and well-fit OC, we are determining the multi-
plicity fraction of systems with q > 0.6+0.05

−0.15.

5.4. Estimation of the total multiplicity fraction: correction for
resolved sytems

One of the most nearby OCs is the Pleiades cluster. It was
recently studied in detail by Torres et al. (2021) using Gaia and
long-term spectroscopic observations of thousands of stars. This
work illustrates the complexity that is faced when trying to esti-
mate the true fb of an OC, even in such a very nearby case. They
find, after applying corrections for undetected binaries, a binary
frequency (for periods up to 104 days) of (25 ± 3)%. When
including known astrometric binaries, this estimate increases to
more than 57%.

In our study, we are limited to photometric observations and
we inherit the Gaia magnitude limit from the membership cat-
alogues. Our method provides an estimation of the unresolved
fb of systems with q > qlim based on their CMD positions,
where qlim is in principle characteristic of each OC. We therefore
have to resort to simulations to correctly account for resolved
systems, in order to be able to estimate the total fb: f tot

b =

fb,unres + fb,res(d, age). As our unresolved fb(q > qlim) = f measured
b,unres

is limited to systems of q > qlim, we also estimate f tot
b of both

unresolved and resolved binaries of q > qlim, which can be
calculated as follows:

f tot
b (q > qlim) = f measured

b,unres

1 +
f sim
b,res(q > qlim; d, age)

f sim
b,unres(q > qlim; d, age)

 . (14)

We estimate it using the ratio between the resolved and unre-
solved fb of the simulations instead of just adding up the mea-
sured unresolved fb with the simulated resolved fb in order to
lessen the dependence on the total number of simulated bina-
ries; what matters is the relative proportion between resolved and
unresolved systems, not their absolute numbers.

We use the GOG simulations to estimate the dependence of
the resolved over unresolved multiplicity fractions as a function
of the distance and age. We simulate four OCs with ages cov-
ering the age range of the studied sample, placing them at ten
distances in the studied distance range, and compute their f sim

b,res
over f sim

b,unres ratio for each distance, with a certain qlim value. The
result is represented in Fig. 7 for a value qlim = 0.6 (justified
and discussed in Sect. 5.3). As expected, the closer the cluster,
the higher the fraction of resolved binaries. There is no strong
dependence on the OC’s age, so we fit a quadratic function to
the dependence with the logarithm of the distance common for
the four ages (black solid line in Fig. 7). This function is used

to interpolate the value of the ratio
f sim
b,res(q>qlim; d)

f sim
b,unres(q>qlim; d) for each OC in

our sample and used to estimate its f tot
b (q > qlim). We do not esti-

mate the total fb of all binary systems because we would need
to add the unresolved and resolved binaries with q < qlim, which
requires a modelling of the q distribution and depends on the
specific properties of each binary system of the OC.

6. Results and discussion

The results of our mixture-model fitting are included in a cat-
alogue accessible via CDS. It contains the sample of 202 OCs
well-fit by our mixture model (146 from T22 and 56 from
CGa20). We thus present one of the largest homogeneous cat-
alogues of estimated multiplicity fractions in OCs to date. For
each OC, the catalogue provides the values and uncertainties of
the unresolved multiplicity fraction deduced with MCMC and
the estimated total multiplicity fraction (of both resolved and
unresolved systems) of MS systems with q > 0.6. The catalogue
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Fig. 6. Summary corner plots of the MCMC output parameters ∆G, σSS, σBS, and fb for the cleaned results corresponding to the 219 GOG OC
simulations (blue plots) and for the 202 well-fit Gaia OCs (red plots). In the case of the simulations, also qlim is shown.

also contains the intrinsic colour range of the selected MS sys-
tems and its translation into masses; as well as the values of the
other fit parameters. The most populated OC has 1158 MS mem-
bers, the least populated one 30. Only six well-fit OCs have at
least 500 MS members. The median mass of the least massive
MS member selected is 0.71 M�, and the median mass of the
most massive MS member selected is 2.03 M�.

The values of fb (before taking into account resolved bina-
ries) that we find for the OC sample lie between 5% and 67%,
with a median value of 15%. Their distribution (compatible with
a log-normal distribution) is shown in the rightmost panel of
Fig. 6. The typical uncertainties for fb amount to 4%, and 95%
of the OCs have uncertainties smaller than 10%.

A comparison with the simulations is illustrated in Fig. 6.
For the simulated OCs, we obtain values of f sim

b ' (12+5
−2)%,

with typical errorbars comparable to but often slightly lower than
for the observed clusters. The simulations also allow us to deter-
mine the typical minimum mass ratio that our method is sensitive

to: qlim = 0.6+0.05
−0.15. Our qsim

lim value of 0.6 is similar to the value
found in the recent study of Jadhav et al. (2021): for their con-
sidered magnitude range MG ∈ [1, 10] mag (comparable to our
range of selected MS members), they find q = 0.6 to be the cut-
off that ensures that the single MS stars are 3σ away from the
thus-defined BS.

We also estimated the total (q > 0.6) multiplicity frac-
tion, including resolved systems, for each OC (as explained in
Sect. 5.4). For 89% of all the 202 OCs, this correction of addi-
tionally taking into account resolved systems (apart from the
unresolved binaries already accounted for in the unresolved mul-
tiplicity fraction) is smaller than 5%. The total high-mass-ratio
multiplicity fraction covers values from 6% to 80%, approxi-
mately following a log-normal distribution with a peak around
14% and a median of 18%. Only 9% of the OCs in the sam-
ple have an f tot

b (q > 0.6) > 0.35. The median total multiplicity
fraction uncertainty is ∼5%, and varies strongly from one OC
to another.

A89, page 9 of 17



Donada, J., et al.: A&A 675, A89 (2023)

Fig. 7. Ratio of the fraction of resolved binaries over the fraction of

unresolved binaries, both of systems with q > 0.6
(

f sim
b,res(q>qlim=0.6; d)

f sim
b,unres(q>qlim=0.6; d)

)
,

as a function of logarithmic distance, for four open clusters simulated
with GOG. The black solid curve is the quadratic fit to the four open
clusters that we use to compute the total multiplicity fraction.

6.1. Comparison to other open cluster studies

The multiplicity fractions in many nearby OCs have been
studied before (e.g., Sharma et al. 2008; Sollima et al. 2010;
Cordoni et al. 2018; Cohen et al. 2020); however, large homo-
geneous studies are still rare. The results of different studies,
moreover, are very seldom directly comparable. Apart from the
data and OC membership determinations used in each study, the
main differences arise from the mass range covered by the stud-
ied OC members and the minimum q to which the estimated fb
is sensitive (qlim).

Besides, the estimated fb also depends on the assumptions
of the modelling applied and the treatment of outliers. As dis-
cussed in Dal Tio et al. (2021), the assumption that all binaries
are unresolved is still a well-accepted approach to model binaries
in CMD-fitting works. This approach generally provides fb val-
ues very similar to the ones found for more detailed prescriptions
for the binaries for distant OCs. Since the fraction of resolved
binaries decreases with distance (see Fig. 7), the closer the stud-
ied OC, the less appropriate it is to blindly use the CMD-fitted
fb assuming all binaries to be unresolved.

In this subsection, we compare the results of our fb esti-
mation with the literature for the OCs that we have in com-
mon with four of the most recent studies of fb in OCs. As they
assume all binaries to be unresolved, we compare our estimated
unresolved multiplicity fraction, fb, with their results, instead of
our calculated f tot

b that takes into account the resolved binaries
as well. Niu et al. (2020), Jadhav et al. (2021), and Li & Shao
(2022) rely on the CMD of G versus (BP − RP), as in our study,
while Li et al. (2022) use V versus (V − I). The comparisons are
summarised in Fig. 8.

Niu et al. (2020) used Gaia DR2 photometry and LAMOST
spectroscopy (Zhao et al. 2012) to study the fundamental param-
eters of 12 well-populated OCs. From these fits, they derived
synthetic CMDs and inferred the fb of MS stars for systems with
0 < q < 1. They found the q distribution in their OCs to be
flat, in accordance with the finding of Torres et al. (2021) for
the Pleiades. They also provide the limiting values mmin (mini-
mum mass estimated by the faintest MS star in the OC) and mmax
(estimated by the brightest MS star in the OC) of the mass range
for which fb has been estimated. The top left panel of Fig. 8

shows the comparison to our study for the three OCs we have
in common. None of the studied mass ranges coincide and, as is
shown in Fig. 8, our estimated fb values are smaller than the ones
obtained by Niu et al. (2020) in all cases. This is consistent with
the fact that these authors both study mass ranges up to higher
masses (while mmin does not differ by much) and are sensitive
to a much wider q range, thus including more (low mass-ratio)
binaries. To account for the latter effect, in each of the panels in
Fig. 8, the black dashed line shows the expected relation under
the assumption of a flat mass-ratio distribution.

Furthermore, Niu et al. (2020) recalculated the fb for the
Pleiades and NGC 2099 in mass ranges coincident with the ones
of other published studies. We also performed our fb calculation
in these two same mass ranges ([0.6, 1.0] M� for the Pleiades
and [1.06, 1.63] M� for NGC 2099), so that we can compare our
estimated fb for each OC with two different values computed in
the same mass range but for different q ranges.

For the Pleiades (Melotte 22), our inferred fb(q > 0.6) =
0.086+0.012

−0.011 is still smaller than the one of Niu et al. (2020),
fb(q < 1) = 0.20 ± 0.03, being compatible only within 3σ. This
is mostly attributed to the fact that their minimum detected q is
lower, aside from intrinsic discrepancies. Our inferred fb is also
much smaller than the one inferred by the pre-Gaia study of
Pinfield et al. (2003), fb(0.5 ≤ q ≤ 1) = 0.23+0.06

−0.05, despite being
computed for a q range compatible with ours.

For NGC 2099, our inferred fb(q > 0.6) = 0.11+0.03
−0.03 is also

smaller than the one of Niu et al. (2020), fb(q < 1) = 0.23 ±
0.02, being compatible only within 3σ. Compared to the work
of Cordoni et al. (2018), however, our value and theirs ( fb(0.7 ≤
q ≤ 1) = 0.085) are computed for very similar q ranges and are
compatible within 1σ.

The top-right panel of Fig. 8 shows the comparison to
Jadhav et al. (2021) for the ten OCs we have in common. These
authors used interpolated PARSEC isochrones to calculate the
magnitudes of the primary star, secondary star and the combined
unresolved binary for various q values, and selected unresolved
MS binaries of q > 0.6 to compute the unresolved fb in 23 OCs
using Gaia DR2 data. They do take into account, therefore,
unresolved binaries in the same q range as we do. They do not
provide, however, the mass range for which fb is estimated, only
the total number of MS members for each OC.

The considered number of members in the above-mentioned
study is larger than ours for all OCs; however, for some OCs,
they are comparable and for others, our sample represents only a
30% of theirs. For nine OCs, our estimated fb is smaller than
theirs; whereas for only one OC (NGC 6793), ours is larger
(although they are both compatible within 1σ). These discrep-
ancies can be real if the studied mass range is different for some
of the OCs, or can otherwise arise (at least partially) from the
fact that they refer to different OC members.

Li & Shao (2022) applied a Bayesian framework that models
the observed CMD of an OC as a mixture distribution of single
stars, unresolved binaries, and field stars, and then measured the
fraction of unresolved binaries with q > 0.2 among the mem-
ber stars. They applied this method to 10 OCs with Gaia EDR3
photometric data. Figure 8 (bottom left panel) shows the com-
parison to our study for the four OCs we have in common. Their
fb is larger than ours for all OCs, which (as in the case of the
comparison to Niu et al. 2020) is mainly due to the fact that they
reached a lower q threshold.

Finally, Li et al. (2022) determine the primordial fb fitting
the CMD morphologies using the Powerful CMD code. They
have provided a catalogue, named the LI team’s Star Cluster
(LISC), for 309 OCs, for which they consider the fit to be good,
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Fig. 8. Unresolved multiplicity fraction estimates from four literature studies as a function of our estimated unresolved multiplicity fraction
fb(q > 0.6), for the common open clusters between the two studies in each case. As a guidance for comparison, the equality line is drawn as
a dashed grey line in each panel and the black dashed lines show the expected relation when a flat mass-ratio distribution is assumed. Top left:
Niu et al. (2020). Top right: Jadhav et al. (2021). Bottom left: Li & Shao (2022). Bottom right: Li et al. (2022).

as well as for 288 OCs, for which it is not as good – without
specifying either the mass or q ranges considered or the fb uncer-
tainty. Our study and their good-fit one have 53 OCs in common.
For all but one, their estimated fb is larger than ours and mostly
incompatible with our values (see Fig. 8, bottom right panel).
The study of Li et al. (2022) has the particularity of accumulat-
ing fb values between 0.5 and 0.55, which hints that their fb dis-
tribution might be mainly the result of an imposed prior and/or
poorly constrained fits.

6.2. Dependence of the multiplicity fraction on the distance
and stellar mass

Figure 9 (top panel) demonstrates that for our distance-limited
sample, the cluster parameters of age, distance, and mean sam-
pled mass are heavily entangled. We therefore expect that sam-
ple selection effects dominate most of the possible trends of
the inferred multiplicity fraction with any cluster parameter
(e.g., cluster mass, age, and position in the Galaxy). The well-
known dependence of the multiplicity fraction on stellar mass
(see Sect. 2.2. of Offner et al. 2022 and references therein),
for example, is heavily imprinted in our sample, as we show
below.

The bottom panel of Fig. 9 shows the dependency of the esti-
mated total multiplicity fraction with q > 0.6 on distance. Firstly,
we see that the number of studied OCs increases with distance
as expected (due the larger volume covered), with only four OCs
out of the 202 well-fit ones located closer than 200 pc. Beyond
this distance, there is a wide dispersion of f tot

b values at any dis-
tance. Still, for both the unresolved and total multiplicity frac-
tions, the running median displays a general tendency to increase
with distance, because for more distant OCs we tend to see only
the upper ends of their MSs, which have more massive stars and
are thus expected to display a higher f tot

b . The increase in f tot
b

with the mass of the primary star is in full agreement with abun-
dant observational evidence (see e.g., Offner et al. 2022, Figs. 1
and 4). This effect is seen in the bottom panel of Fig. 9, where the
colourbar corresponds to the mean MS mass of each OC, com-
puted as a function of the limits of our studied mass range (mmin
and mmax) and the Kroupa (2001) power-law IMF (ξ(m) ∝ mα,
with α = 2.3 for m ≥ 0.5 M�):

〈m〉 =

∫ mmax

mmin
mξ(m) dm∫ mmax

mmin
ξ(m) dm

=
1 − α
2 − α

·
mmax

2−α − mmin
2−α

mmax
1−α − mmin

1−α . (15)
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Fig. 9. Correlations between age, distance, mean main-sequence mass,
and multiplicity fraction for the 202 studied open clusters. Top panels:
mean main-sequence mass of the open cluster as a function of logarith-
mic age, colour-coded by their distance (top panel) and by their total
multiplicity fraction of systems with q > 0.6 (middle panel). Bottom
panel: total multiplicity fraction of systems with q > 0.6 as a function
of logarithmic distance, colour-coded by the mean main-sequence mass
of each open cluster. The central thick blue line is the running median
and the dashed blue lines are the 16th and 84th running percentiles.

We find that for increasing distance, the observed mmax does
not vary significantly, while mmin increases. For more distant
OCs, only the upper MS ends are included in the magnitude-
limited membership lists, thus preferring more luminous and
massive stars (yielding thus a larger 〈m〉) and, consequentially, a
higher f tot

b . Hence, the tendency of f tot
b increasing with distance

Fig. 10. Locations of the 202 open clusters in our catalogue, colour-
coded by the total high mass-ratio multiplicity fraction. Top panel: top-
down view on the Galactic plane (within a distance of 1.5 kpc, indicated
by the dashed circumference). The Galactic centre is located towards
positive Xsun. The dash-dotted curves are the centres of the Local (black)
and the Sagittarius-Carina arms (grey), as defined in Reid et al. (2019).
Bottom panel: height above the Galactic plane versus Galactocentric
radius. The Sun’s position is indicated by an asterisk in both panels.

in the bottom panel of Fig. 9 reflects the fact that the limiting
apparent magnitude causes the observable portion of the OC’s
MS to be dependent on the distance; and that the f tot

b depends on
the mass of the stars.

6.3. Dependence of the multiplicity fraction on position

Figure 10 displays the three-dimensional (3D) spatial distribu-
tion of our OC sample colour-coded by f tot

b (q > 0.6). The top
panel shows the projection onto the Galactic plane (similar to
Fig. 1). The OCs are approximately evenly scattered around the
Sun, with a few of them being located close to the Local and the
Sagittarius-Carina spiral arms. Apart from the distance depen-
dence discussed above, no apparent correlation between the total
multiplicity fraction and the Galactic position is seen. The bot-
tom panel shows the OC’s height above the Galactic plane as a
function of the distance from the Galactic centre. All the OCs
fall inside the solar neighbourhood scale height for the thin disc,
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Fig. 11. Total multiplicity fraction of systems with q > 0.6 as a function of logarithmic age, colour-coded by the mean main-sequence mass of each
open cluster. Top-left panel: for the 202 open clusters in our sample. The dashed blue line is the running median, and the errorbars are calculated
as the 16th and 84th percentiles. Top-right panel: same for the 219 well-fit simulated open clusters. Bottom panels: same as above, but now split
into four bins of mean-sequence mass, both for the observed Gaia OCs (left) and for the simulated clusters (right).

zd ≈ 300 pc. As before, no clear correlation is seen between f tot
b

and the position in the Galactocentric frame.

6.4. Dependence of the multiplicity fraction on age

Figure 11 shows the dependence of f tot
b (q > 0.6) on age, both

for the Gaia sample and for its simulated counterpart. The dis-
tribution for the observed OCs (top left panel) is dominated by a
large f tot

b dispersion at all ages, which is not present in the sim-
ulated sample (top right panel) and therefore indicates a missing
element of randomness in the GOG simulations. The running
median decreases with age for the younger OCs up to approxi-
mately 100 Myr (log age/yr ' 8.0). For OCs older than log age/yr
'8.0, the total multiplicity fraction increases slightly with age.

The age range for which we find an inversion of the trend is com-
patible with Thompson et al. (2021), who found a flattening of
the unresolved multiplicity fraction trend with age at ∼200 Myr
in a very small sample of 8 OCs.

The mean f tot
b (q > 0.6) versus age distribution for the sim-

ulated OCs in the top-right panel of Fig. 11, where the mean
f tot
b (q > 0.6) has been calculated with Eq. (14) for f measured

b,unres =

f sim
b , reproduces at least the decreasing trend for ages smaller

than 100 Myr. Therefore, this trend is not a physical one, but it
is mainly caused by the interplay of the mass dependence of the
multiplicity fraction with the complex selection function of our
OC sample. Each of the panels in Fig. 11 is colour-coded by
the mean main-sequence mass of the portion of the MS consid-
ered by our fit. When dividing the sample into four bins of mean
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main-sequence mass 〈m〉 (lower panels of Fig. 11), the age trends
seen in the full sample persist.

To better understand the trends seen in Fig. 11, it is also help-
ful to return to the top panel of Fig. 9: for a certain age, the fur-
ther the OC, the shorter its upper MS portion observed, which
is thus more massive (increasing 〈m〉); whereas the closer the
OC is, the observed MS extends from the upper end towards the
less massive and more abundant stars that dominate (decreasing
〈m〉). Focusing on the further distances instead, it is found that
the older the OC, the smaller 〈m〉. This reflects that the MSTO is
shifted towards redder BP − RP for older OCs, thus comprising
less massive stars, and this is the reason why the top right corner
of the top panel of Fig. 9 is empty.

From a dynamical-evolution point of view, a clear intrin-
sic dependence of the f tot

b on OC age is also unexpected. For
example, Hurley et al. (2007) showed with N-body simulations
that the overall multiplicity fraction of a cluster ’almost always
remains close to the primordial value, except at late times when
a cluster is near dissolution’. Our simple GOG simulations (see
Sect. 5) also show that it is not necessary to invoke efficient
multiplicity disruption during the early evolution of a cluster to
explain the observed trend of f tot

b decreasing with age during the
first ∼100 Myr.

6.5. Dependence of the multiplicity fraction on the number of
cluster members

The physical quantities governing the dynamical evolution of
a star cluster (modelled as a gravitational N-body system with
stellar evolution) are the total mass, the initial mass function,
the primordial multiplicity fraction, the central density, and the
strength and variability of the external tidal field. Precise knowl-
edge of most of these quantities is lacking. However, it has
been shown that clusters with similar remaining mass fractions
(present-day mass divided by initial mass) have depleted their
stellar mass functions by similar amounts of low-mass stars
(Baumgardt & Makino 2003; Trenti et al. 2010). Ebrahimi et al.
(2022) have recently reinforced this result based on their detailed
synthetic CMD fitting (à la Sollima et al. 2012) for a sample of
15 nearby OCs and found a significant correlation between the
present-day mass-function slope and the ratio of age to half-mass
relaxation time.

In the absence of homogeneous estimates of the remaining
mass fraction or the present-day mass function (our sample cov-
ers a too large distance range for this to be feasible), the num-
ber of MS members per OC can give a very rough estimate of
how close an OC is to dissolution. Again, however, this num-
ber depends on the OC distance, age, and (especially) the com-
pleteness of the underlying membership catalogue, which can
even vary from cluster to cluster (Cantat-Gaudin et al. 2023). In
Fig. 12, we highlight OCs whose MSs extend to masses lower
than 0.6 M� and show their total multiplicity fractions as a func-
tion of the number of main-sequence members. While it is dif-
ficult to detect a clear trend, we do find that the upper right
part of the diagram is practically empty: for example, OCs with
more than 200 members all have f tot

b < 0.5 (or even 0.3 for
the ones with mmin < 0.6 M�), while for the least populated
OCs we find cases with much larger total multiplicity fractions.
The most interesting cases are the OCs with mmin < 0.6 M�
and highly elevated multiplicity fractions, which could be candi-
dates for being in their very final stage of evolution (UPK 385:
d = 321 pc, age = 12 Myr, see Fig. 4; UPK 445: d = 663 pc,
age = 13 Myr; both from CGa20). A low initial velocity dis-
persion or a low initial central density in those clusters (or even

Fig. 12. Dependence of the total multiplicity fraction of systems with
q > 0.6 on the number of selected main sequence members of each
OC. OCs with extended low-mass main sequences (mmin < 0.6 M�) are
highlighted as big orange circles with errorbars. The names of the two
OCs with extended low-mass main sequences and high f tot

b (and thus
possible candidates for close-to-disruption OCs) are annotated.

fewer interactions with the environment) could also lead to the
observed high binary fractions (Sollima 2008).

6.6. Dependence of the multiplicity fraction on metallicity

Already the star-formation simulations by Machida (2008) and
Machida et al. (2009) suggested that low-metallicity gas clouds
have a larger probability of fragmentation and, thus, a higher
multiplicity frequency than metal-rich ones. Recent field-star
analyses confirmed that the multiplicity fraction depends on
the metallicity of the stellar system, at least for close binaries
(Badenes et al. 2018; El-Badry & Rix 2019; Moe et al. 2019).
For example, Badenes et al. (2018) found, using APOGEE
multi-epoch spectroscopy (Majewski et al. 2017), that metal-
poor ([Fe/H] ≤ −0.5) stars have multiplicity fractions that are
two to three times higher than metal-rich ([Fe/H] ≥ 0.0) stars.
The multiplicity fraction may further depend on the [α/Fe] abun-
dance ratio (Mazzola et al. 2020).

Here, we try to test these findings using the GSP-Spec metal-
licities (Recio-Blanco et al. 2023) derived from the Gaia DR3
data (Gaia Collaboration 2023c) for our parent sample: the OC
members of T22 and CGa20. We followed the recommendations
of Gaia Collaboration (2023b) and selected a ’high-quality’ sub-
set (see their Appendix B) with an additional effective tempera-
ture cut of Teff < 8000 K. For 87 OCs in our sample, GSP-Spec
metallicities are available. However, it is only for 23 of them that
we have metallicities for at least three member stars.

Figure 13 shows the result of this exercise. While we cannot
clearly confirm that the total high-mass-ratio multiplicity frac-
tion strongly depends on metallicity, due to the limited range
in [M/H] sampled by our local OC sample, we see (on aver-
age) larger f tot

b at sub-solar metallicities compared to super-
solar metallicities, in agreement with the field-star literature
(Badenes et al. 2018; El-Badry & Rix 2019; Moe et al. 2019),
confirming that our study is mostly sensitive to close binaries.
In addition, our results indicate that the spread in f tot

b is larger at
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Fig. 13. Dependence of the open cluster’s total multiplicity fraction of
systems with q > 0.6 on metallicity (taken from Recio-Blanco et al.
2023). The 23 OCs with more than three individual GSP-Spec [M/H]
measurements in Gaia DR3 are highlighted as big orange circles with
errorbars. The dashed red line is the running median for the 87 OCs
in our sample for which GSP-Spec metallicities are available and the
errorbars are calculated as the 16th and 84th percentiles.

[M/H]< 0 than at [M/H]> 0, although in the super-solar regime,
our number statistics is low.

7. Conclusions

The study of the multiplicity fraction, fb, in OCs requires mem-
bership determination and binary identification. Both have been
made possible thanks to the unprecedented amount of high pre-
cision data for parallaxes, proper motions, and photometry pro-
vided by the successive data releases of the Gaia mission. In this
paper, we have successfully studied 202 Gaia-confirmed OCs
closer than 1.5 kpc to the Sun, 146 from Tarricq et al. (2022), and
56 from Cantat-Gaudin et al. (2020) catalogues, retaining only
their members having a membership probability larger than 0.7.
Therefore, our conclusions are constrained by the membership
completeness and selection biases in these works, as well as the
incompleteness induced by the fit criteria of the present study.

The study of fb in clusters is usually restricted to the unre-
solved binaries. Their identification can be done individually
through photometry (as done in this work and most of the
above-cited papers, e.g., Niu et al. 2020; Borodina et al. 2021;
Li & Shao 2022), but also through astrometry (Belokurov et al.
2020; Penoyre et al. 2022; Gaia Collaboration 2023a) and radial-
velocity monitoring (Kobulnicky et al. 2014; Bodensteiner et al.
2021; Yalyalieva et al. 2022). Given the number of stars in each
OC and the velocity precision necessary to detect most binary sys-
tems,spectroscopicsurveystypically takemanyyears tocomplete.
As a result, it is not feasible for such individual studies to be carried
out for large OC samples.

This is why the CMD, only requiring imaging in two fil-
ters, is still most often used for OCs as a fundamental diag-
nostic tool. A simple classification is usually done dividing
the CMD into two regions, one associated with the SS locus
(including single stars and low-q systems) and the other with

the equal-mass BS (including the higher-q systems), as done
in de Grijs et al. (2013), Cordoni et al. (2018), and Jadhav et al.
(2021). The degeneracy of metallicity and reddening, however,
affects the isochrone fitting precision. An alternative is to create
simulated CMDs using isochrones and binary prescriptions, and
to find the best fit (giving the nominal parameters) minimising
the distances between synthetic and observed data, as done in
Sollima et al. (2010), Perren et al. (2015), Niu et al. (2020), and
Li & Shao (2022).

Our approach, alternatively, models the observed G versus
(BP − RP) CMD as a mixture distribution of single stars and
unresolved binaries, considering that two Gaussian distributions
centred on the SS and BS loci introduce the observed scatter in
G magnitude. One of them mostly accounts for the simple and
low-q systems, while the other accounts for the high-q binaries
(and potentially higher-order systems). We are not concerned
with estimating all the OC’s fundamental parameters, only the
unresolved fb, which is estimated as the weight of the BS’s Gaus-
sian component; without need for estimating the q of each unre-
solved binary system. However, we do need to characterise the
q range the BS’s Gaussian (and, thus, fb) takes into account,
which (by construction) involves the higher q values down to
qlim = 0.6+0.05

−0.15. We estimated this value by applying the method
to a representative sample of simulated CMDs.

Applying strict criteria for a cluster to be well-fit, our MCMC
implementation of the proposed mixture model yields good
results for 202 (54%) of the 377 nearby OCs with at least 30 MS
members and a MS that extends over at least 1 mag in BP − RP,
confirmed by visual inspection. It yields values of fb(q > 0.6)
in the range [0.05, 0.67] with a median nominal uncertainty of
0.04 (not taking into account systematics). We also provide esti-
mates of the total high-mass-ratio multiplicity fraction, f tot

b (q >
0.6), which takes into account the usually neglected portion of
resolved binaries.

The main advantage of our modelling is that it does not rely
on theoretical isochrone fitting. The versatility of the polyno-
mial function fitted through MCMC enables us to study OCs
with varied characteristics and degrees of differential extinction,
thus enabling a homogeneous study of a large sample. The use
of realistic Gaia-like simulations allows us to estimate both qlim
and the missing contribution from resolved binaries.

The main drawbacks are: 1) All the OCs’ selected MS mem-
bers are regarded as either simple or binary systems, not con-
sidering the possible presence of field star contamination or
higher order multiple systems; 2) The uncertainties intrinsic to
the modelling are sometimes difficult to quantify. The uncer-
tainty percentiles of the estimated qlim = 0.6+0.05

−0.15 could be
considered too large for some purposes; 3) Our method only pro-
vides the multiplicity fraction integrated over the main-sequence
mass range per OC, rendering a direct comparison to other stud-
ies difficult and resulting in complex selection effects (discussed
in Sect. 6.2). For example, our unresolved fb estimations are
coherent with the values obtained by Jadhav et al. (2021), but
much harder to be compared to other studies, which do not spec-
ify the considered mass and/or q range (see Sect. 6.1). Overall,
the fb estimation is by no means trivial, and it depends inevitably
to some degree on modelling.

Summarising our main results from Sect. 6, we find:
1. The total high-mass-ratio multiplicity fraction taking into

account also resolved binaries, f tot
b (q > 0.6), covers values

from 6% to 80%, approximately following a log-normal dis-
tribution, with a peak around 14% and a median of 18%.
Only 9% of the OCs in the sample have an f tot

b (q > 0.6) >
0.35.
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2. f tot
b increases with the mass of the primary star, in agree-

ment with observational evidence from field stars and OCs
(Bouvier et al. 1997; Deacon & Kraus 2020).

3. No apparent correlation appears between f tot
b and the posi-

tion in or perpendicular to the Galactic plane.
4. We observe a great dispersion for f tot

b at all ages. There is,
however, a decreasing trend with age until approximately
100 Myr, followed by a slight increase for older clusters.

5. Our custom simulations using GOG show that part of the
trend seen with age is caused by the complex selection effects
(introduced by the mass dependence of the multiplicity frac-
tion and the magnitude limit of our sample).

6. The dispersion in f tot
b seems to decrease significantly with

the number of members (used as a proxy for cluster mass).
We suggest that the highest values of f tot

b (for UPK 385 and
UPK 445) may indicate that those objects are very close
to dissolution (in line with simulations by e.g., Hurley et al.
2007). Other possibilities such as a low initial velocity dis-
persion in those clusters, exist (Sollima 2008).

7. The multiplicity fraction decreases with metallicity, in
line with recent studies using close binaries in the field
(El-Badry & Rix 2019; Moe et al. 2019).

8. Our results are available on the CDS. The code used to pro-
duce this paper is available on github3.

The study of multiplicity is a vibrant field, especially in OCs
and especially since the advent of Gaia. The recent review by
Offner et al. (2022) nicely illustrates how multiplicity depends
on a number of physical parameters and that the determination
of the overall multiplicity fraction is entangled with the deter-
mination of separation or period, eccentricity, and mass-ratio
distributions, as well as with the chemical properties of stars.
Future work is therefore necessary to corroborate our results
with revised and more complete membership lists using the lat-
est Gaia data (including also radial velocities when possible;
Gaia Collaboration 2023a) and to extend it to the determination
of the mass-ratio distributions (ideally, as a function of primary
mass and not averaged over a whole OC).

For nearby well-populated OCs, past works have already
shown that it is possible to constrain the mass-ratio distribution
(e.g., Li & Shao 2022). The recent study of Albrow & Ulusele
(2022), for example, shows that in M67 the mass-ratio distribu-
tion rises for q > 0.3, in line with an earlier study for NGC 188
(Cohen et al. 2020), but slightly at odds with the close-to-flat q
distribution found by Torres et al. (2021) for the Pleiades.

Another remaining question is whether the multiplicity
fractions in OCs are measurably different from the multi-
plicity fractions in the field (except from the well-known
effects of dynamical mass segregation; e.g., Geller & Mathieu
2012; Sheikhi et al. 2016; Tarricq et al. 2022; Casamiquela et al.
2022; Evans & Oh 2022). Parker & Goodwin (2012) showed
that stochastic interactions within an OC can significantly vary
the intermediate-separation multiplicity fraction by a factor of 2.
Parker & Reggiani (2013) concluded, however, that the shape of
the observed q distribution is not significantly altered by inter-
nal interactions in (Orion-Nebula-type) clusters after its birth
and that, rather, it is an imprint of the star formation process.
An open question remains as to how the process of multiple-star
formation depends on the density (as well as on metallicity and
magnetic fields) in the birth environment (Offner et al. 2022).
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