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ABSTRACT

Context. Gaia Data Release 3 contains astrometry and photometry results for about 1.8 billion sources based on observations collected
by the European Space Agency (ESA) Gaia satellite during the first 34 months of its operational phase (the same period covered by
Gaia early Data Release 3; Gaia EDR3). Low-resolution spectra for 220 million sources are one of the important new data products
included in this release.
Aims. In this paper, we focus on the external calibration of low-resolution spectroscopic content, describing the input data, algorithms,
data processing, and the validation of the results. Particular attention is given to the quality of the data and to a number of features
that users may need to take into account to make the best use of the catalogue.
Methods. We calibrated an instrument model to relate mean Gaia spectra to the corresponding spectral energy distributions (SEDs)
using an extended set of calibrators: this includes modelling of the instrument dispersion relation, transmission, and line spread
functions. Optimisation of the model is achieved through total least-squares regression, accounting for errors in Gaia and external
spectra.
Results. The resulting instrument model can be used for forward modelling of Gaia spectra or for inverse modelling of externally
calibrated spectra in absolute flux units.
Conclusions. The absolute calibration derived in this paper provides an essential ingredient for users of BP/RP spectra. It allows
users to connect BP/RP spectra to absolute fluxes and physical wavelengths.

Key words. catalogs – surveys – instrumentation: photometers – instrumentation: spectrographs – techniques: photometric –
techniques: spectroscopic
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1. Introduction

The European Space Agency (ESA) mission Gaia
(Gaia Collaboration 2016) is designed to be self-calibrating for
the large majority of its data products. For example, the core
product of the mission, namely exquisitely accurate and precise
astrometry for '1.8 billion celestial sources, is entirely based on
observations obtained by the mission itself (relative positions
at different epochs and the relative colours of the sources),
while external data are only used for validation (Lindegren et al.
2021). Analogously, the removal of any instrumental imprint
and/or space- or time-dependent inhomogeneities from the
mission all-sky photometry and spectrophotometry is achieved
using repeated measurements of large sets of internal calibrators
(Riello et al. 2021; Carrasco et al. 2021; De Angeli et al. 2023).

However, within the production chain of photometry and
spectrophotometry, there are two remarkable exceptions to this
generally adopted approach:
(1) The physical flux scale, the main ingredient in the conver-

sion of internally calibrated fluxes (expressed in e− s−1) into
physical units (W m−2 nm−1), which is determined using an
external set of spectrophotometric standard stars, the Gaia
spectrophotometric standard stars (SPSSs; Pancino et al.
2021).

(2) The physical wavelength scale, required to convert internal
pseudo-wavelength labels (pixels; see Sect. 2) associated to
fluxes in BP and RP spectra into wavelengths in physical
units (nm), achieved (mainly) thanks to a set of external
spectra of sources with strong emission lines at known wave-
length.

As there is no way to infer these scales from Gaia data alone, it
is necessary to make use of external calibration data.

The BP and RP Instrument Models (IMs), which include
these two fundamental components, depend on a number of fac-
tors (the dispersion relation, the instrument response, and the line
spread function (LSF); see Sects. 2 and 4), which are derived
using external data in the process known as absolute calibra-
tion. The IM is the fundamental tool for forward modelling of BP
and RP observations, starting from a theoretical model spectrum,
with the main goal being to facilitate the inference of astrophys-
ical parameters from their BP/RP spectra by comparison on the
plane of observations (Creevey et al. 2023). Once the parameters
of the IM have been estimated (see Sect. 6), the model can also
be used in the opposite direction, that is, to transform an inter-
nally calibrated mean BP/RP spectrum (De Angeli et al. 2023)
into a wavelength- and flux-calibrated spectrum that we call an
externally calibrated spectrum (ECS). As the IM also includes
the modelling of the LSF at any wavelength, its application sig-
nificantly reduces the effect of photon mixing inherent to the
slit-less spectra produced by the BP and RP spectrophotometers,
enhancing the effective spectral resolution of ECS. It is impor-
tant to realise that the IM solves for all the relevant factors (e.g.
calibrations of flux and wavelength, and LSF) simultaneously, as
they are deeply and inseparably entangled in BP/RP spectra.

While BP and RP spectrophotometry has already been
used for internal processing in previous releases (Riello et al.
2021), with Gaia Data Release 3 (Gaia DR3, Gaia Collaboration
2023a) the BP/RP spectra of about 220 million sources are
released for the first time. These can be retrieved from the Gaia
Archive1 as internally calibrated mean spectra in a continuous
representation (see De Angeli et al. 2023 for details) while for
a subset of sources with G < 15 they will also be provided as
ECS sampled on a standard wavelength grid (see Appendix B
1 https://gea.esac.esa.int/archive/

for more details on data formats). The Python package GaiaXPy
(De Angeli et al., in prep.) has been developed to help users to
convert spectra from continuous to sampled representation in the
internal or absolute flux scale (ECS). The tool also implements
the IM presented here to allow for the simulation of Gaia-like
mean spectra from a given spectral energy distribution (SED);
for example a synthetic stellar spectrum or an absolute-flux-
calibrated measured spectrum.

In this paper, we illustrate how the BP/RP IM is derived
and how internally calibrated mean BP and RP spectra are con-
verted into ECS, discussing the performances and the limitations
of the final products. After giving an overview of the external
calibration approach (Sect. 2) and a description of the external
calibrators (Sect. 3), we describe the implementation of the IM
(Sect. 4) and the method implemented to reconstruct the ECS
(Sect. 5). Section 6 is dedicated to the description of the pro-
cessing scheme and the main results are shown in Sect. 7, while
Sect. 8 is dedicated to the validation of the calibrations. Finally,
in Sect. 9 we discuss a few known problems.

2. Overview of the problem

The instrument model (described in detail in Sect. 4) allows us
to relate a mean BP or RP spectrum to the corresponding SED
via an integral equation of the following kind:

ne(u) =

∫
I(u, λ) · np(λ) dλ, (1)

where the observed spectrum ne(u) is the internally calibrated
mean spectrum in units of e− s−1 (u denotes a coordinate in data
space, often referred to as a pseudo-wavelength) and the kernel
I is a combination of few components:

(i) the LSF, that is, the instantaneous one-dimensional inten-
sity distribution in the spectrum of a monochromatic point
source;

(ii) the dispersion model, that is, the relation that links absolute
wavelengths to pseudo-wavelength coordinates; and

(iii) the response model, which represents the ratio between the
number of detected photons for wavelength interval and
the number of photons per wavelength interval entering the
telescope aperture.

As the detectors are photon-counting devices, all the relations
are expressed in terms of np(λ), the spectral photon flux dis-
tribution (SPD). The SPD (hereafter expressed in units of pho-
ton m−2 s−1 nm−1) is related to the source SED via the equation

np(λ) =
10−8λ

hc
f (λ), (2)

where hc is the product of the Planck constant and the vac-
uum speed of light, and the SED f (λ) is expressed in units
of W m−2 nm−1 (the factor 10−8 compensates for per-nanometre
flux units; all other measurements and constants are expressed in
S.I. units).

The external calibration concept is based on two key assump-
tions: the first is that all differential effects that impact raw
observations (spatial variations of the instrument across the
focal plane, different observing configurations, time evolution
of instrument characteristics, etc.) have been removed by the
internal calibration chain (De Angeli et al. 2023) that precedes
the external calibration; the second is that the common reference
system defined by the internal calibration is similar to the phys-
ical instrument in some unspecified point of the focal plane.

These assumptions underlie the design of the external cali-
bration strategy:
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(a) The external calibration model is unique for all sources and
in particular does not depend on source luminosity or colour.
The first assumption above, although plausible, cannot be a
priori guaranteed and any infringement of it will manifest as
systematic differences within different classes of sources.

(b) Also, the IM can be parametrised in terms of corrections to
the nominal instrument, which is defined by our pre-launch
knowledge and laboratory measurements made on the satel-
lite components.

This second point helps to cope with degeneracies that are
present in possible IM solutions: in principle the optimisa-
tion of the IM parameters could be derived from an arbitrarily
large number and variety of standard stars (sources with known
SED from independent ground- or space-based observations) by
matching the predictions of the model with the corresponding
observed BP/RP mean spectra. As discussed by Weiler et al.
(2020), the traditional approach of deriving a simple response
of the instrument as a function of wavelength – by computing
the ratio between the observed spectrum and the SED for a lim-
ited set of (possibly featureless) calibrators – will not work for a
Gaia-like instrument because of the rather large width of the LSF
compared to the wavelength scale of the response variations. As
a consequence, the derived response changes with the spectral
type of the calibrator: the LSF must be taken into account, creat-
ing the need for a much larger set of calibrators.

3. Calibrators

A reliable calibrator must satisfy several stringent requirements:
it must be an isolated and point-like source with stable flux and
high signal-to-noise ratio (S/N), and it should not be subject to
strong interstellar extinction in order to avoid polarisation that
could cause variations in the measured flux with the observing
geometry and so on (see Pancino et al. 2012, 2021, and refer-
ences therein).

The data set of spectrophotometric standard stars (SPSSs)2,
expressly built over the years for the calibration of Gaia pho-
tometric and spectroscopic data, is composed of 111 stellar
sources, calibrated to the CALSPEC3 scale (Bohlin et al. 2014,
2020) with flux accuracy of about 1% (Pancino et al. 2012, 2021;
Altavilla et al. 2015, 2021). The SPSSs have been monitored for
short-term constancy at the 0.005 mag level over a few hours
(Marinoni et al. 2016). The current SPSS release is based on
about 25% of the spectra collected for the project; a more com-
plete release, which will contain about 200 SPSSs, will be used
to calibrate future Gaia releases. The SPSS data set was recently
complemented (Pancino et al. 2021) by a second set of 60 stars
with looser requirements on the absolute accuracy (up to 5%)
and flux stability (up to variations of about 0.05 mag) but includ-
ing stellar types not contained in the SPSS set (bright O, B and
late M stars), the passband validation library (PVL). These were
originally intended to be used for validation purposes only, but a
subset of these were eventually included in some phases of the
actual calibration of the IM. The consequence of the severe cri-
teria applied to the selection of primary calibrators is that the
resulting stellar spectra are not independent from a mathemati-
cal point of view: their principal components span only a sub-
space of all possible spectral shapes and consequently not all
the necessary instrument components would be constrained by

2 http://gaiaextra.ssdc.asi.it:8080/
3 https://www.stsci.edu/hst/instrumentation/
reference-data-for-calibration-and-tools/
astronomical-catalogs/calspec

Fig. 1. Colour–magnitude diagrams for the whole set of calibrators used
in external calibration processing and validations. On the vertical axes
are absolute (left) and apparent (right) G magnitudes.

these, allowing for degeneracies in the solutions. Implement-
ing the IM as a perturbation of the nominal model confers the
advantage that unconstrained components have a reliable a priori
estimation. However, to enforce more observational constraints
to the IM, the set of primary calibrators has been extended by
adding a set of secondary calibrators, including a wide vari-
ety of sources featuring strong emission lines over the entire
wavelength range (mostly quasi-stellar objects (QSOs) and Wolf
Rayet stars). Although these objects often show variability and
require a special treatment in the processing (see Sect. 6), they
are essential to provide strong constraints to the wavelength and
LSF calibrations. For the Gaia DR3, a total of 211 peculiar
sources have been selected from the literature, including 188
QSOs from the Sloan Digital Sky Survey (SDSS; see Lyke et al.
2020, and references therein), 17 young stellar objects (YSOs)
from the X-shooter spectral library (Verro et al. 2022), and six
emission line sources (ELSs) from STELIB (Le Borgne et al.
2003). Most of these objects have SEDs only partially cover-
ing the Gaia wavelength range: this limitation had consequences
on the processing strategy, as described in Sect. 6. Finally, we
also used the catalogue of the Next Generation Spectral Library
(NGSL, Heap & Lindler 2016) for validation purposes, which
consists of 348 bright sources with magnitude ranging from
G = 1.97 and G = 12.0. Figure 1 shows the whole pool of cal-
ibrators and validation sources in a colour–magnitude diagram
either in terms of absolute (left) or apparent (right) G magni-
tudes as function of GBP−GRP colour.

4. Instrument model

The Gaia satellite observes the sky spinning around its axis
(Gaia Collaboration 2016): the light collected by its telescopes
is projected onto the focal plane where an array of charge-
coupled device (CCD) detectors make measurements while oper-
ating in time-delay integration (TDI) mode. In the case of
Gaia spectrophotometers, two slit-less prisms disperse the light
onto two separate rows of seven CCDs each, both covering the
focal plane in the across scan (AC) direction. The dispersion
direction, referred as along scan (AL) being aligned with the
transit direction of the projected light, is perpendicular to the
AC direction. Each spectrophotometer covers part of the spec-
tral wavelength interval, and the two ranges partially overlap: the
blue photometer (BP) covers the nominal range [330, 680] nm
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while the red photometer (RP) covers the range [640, 1050] nm.
For each observed source, to limit the telemetry of the satellite,
only a small window around the position of the source is actu-
ally read and transmitted to Earth during each transit. Windows
are 60 × 12 pixels wide in each of the AL and AC directions.
The maximum exposure time of an observation (∼4.4 s) is fixed
by the velocity by which the image transits on a CCD, but, to
avoid saturation, it can be reduced according to the magnitude
of the source by limiting the activation of the reading window
to only a portion of the CCD with gates (De Angeli et al. 2023).
Sources brighter than G ' 11.5 are transmitted as 2D windows
(called window class 0, WC0) while for fainter sources, data are
binned in the AC direction producing 1D spectra of 60 samples
(WC1). Each source is observed several times during the life-
time of the mission under many different observing configura-
tions and conditions (see Carrasco et al. 2021, for an exhaustive
description). The internal calibration (De Angeli et al. 2023)
has the complex task of calibrating all these configurations
to reduce spectra to a common reference system, the mean
instrument.

If we assume that the dispersion of the prism is perfectly
aligned with the AL direction, then we can model the dispersed
image of a point-like source in the data space as

=(u,w) = Pτ

∞∫
0

np(λ) Pλ (u − ud(λ),w) R(λ) dλ, (3)

where u is the continuous coordinate in data space in the AL
direction, w is the continuous coordinate in data space in the
AC direction, Pτ is the telescope pupil area, np(λ) is the SPD
of the source, ud(λ) is the dispersion function, Pλ(u,w) is the
effective monochromatic point spread function (PSF) at wave-
length λ, and R(λ) is the overall instrument response function.
This relation assumes indirectly that non-linear effects, such as
those produced by charge transfer inefficiency (CTI) effects4, are
not important and can be neglected. As all internally calibrated
spectra are binned to 1D windows, we can integrate the previ-
ous equation in the AC direction, obtaining the following model,
which is suitable for describing a mean spectrum:

ne(u) = Pτ

∞∫
0

np(λ) Lλ (u − ud(λ)) R(λ) dλ, (4)

where ne is given in units of e− s−1 and Lλ(u) is the effective
monochromatic LSF at wavelength λ obtained by integrating
Pλ in the AC direction. This is the explicit form of Eq. (1). A
detailed description of each factor of the model is given in the
following subsections.

4.1. Dispersion model

Airbus Defence and Space (DS), the company in charge of
developing and building the Gaia satellite, provided nominal
dispersion functions based on chief-ray analysis for the BP and
RP prisms in units of millimetres as a function of wavelength, by
fitting a sixth-degree polynomial to the unperturbed Gaia opti-
cal design. For each field of view (FoV), dispersion functions are

4 CTI, by delaying the release of the charge by a physical pixel as CCD
charges scroll in the AL direction, would result in a deformation of the
source spectrum that depends not only on the source SED but also on the
scene of the observation, i.e. the temporal sequence of sources observed
by that particular pixel immediately before the considered transit.

Fig. 2. Pre-launch nominal dispersion relations for BP and RP instru-
ments. Different curves refer to all FoV/CCD row combinations.

provided for the centre of each CCD (the dispersion varies in the
AC direction) in the form of the coefficients Ai of the expansion

AL(ω) − AL(ωref) =
∑

i

Aiω
i, (5)

where
– AL(ω) denotes the AL image position in mm,
– ω = 1/λ in nm−1 denotes the wavenumber, and
– ωref = 1/440 nm−1 for BP and 1/800 nm−1 for RP, cor-

responding roughly to the central wavelength of each
instrument.

The AL position in pixel units u is obtained by dividing Eq. (5)
by the pixel size of a CCD in the AL direction PAL. Nominal
dispersion curves for all FoV/CCD row combinations are shown
in Fig. 2. The dispersion curve varies across the focal plane due
to the tilt of the prisms with respect to the focal plane assembly:
the comparison of the dispersion functions for different AC posi-
tions shows that the functions are related through a linear scaling
to a high degree and are virtually independent from the FoV. We
can therefore arbitrarily assume the coefficients for any of the
CCD rows or FoV and model the generic dispersion function as:

ud(λ) =

Nu−1∑
k=0

dk ·

 1
PAL

N∑
i=0

Ai
1
λi

k

, (6)

where ud(λ) denotes the AL image position in pixel units, coef-
ficients Ai are arbitrarily assumed as those of CCD row 4, and
FoV 1 and dk are the IM parameters to be optimised in the cali-
bration process. For Gaia DR3, we assume a number of param-
eters Nu = 3. Lower order parameters can be interpreted as fol-
lows: parameter d0 represents the zero point of the dispersion
relation and by construction is the reference AL position uref cor-
responding to the reference wavenumber ωref ; and parameter d1
is the scale of the dispersion relation. The nominal values are
d0 = 30, d1 = 1.0, and d2 = 0.0 for both BP and RP instruments.

4.2. The line spread function model

The LSF model is the only component of the IM that cannot be
implemented as a simple perturbation of a nominal model, as
in the cases of the dispersion and response models. Numerical
monochromatic LSFs were provided by Airbus DS for testing
purposes for each combination of FoV and CCD row; Fig. 3
shows two sets of these LSFs computed at wavelength λ =
440 nm for the BP instrument (left) and λ = 800 nm for the
RP instrument (right). These models were built upon the opti-
cal PSF model of the telescope, which included optical aberra-
tions based on laboratory measurements of the wavefront error
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Fig. 3. Example of pre-launch nominal monochromatic LSF computed
at wavelength λ = 440 nm (left) and λ = 800 nm (right). Different
curves represent the LSF for each FoV/CCD row combination.

(WFE) maps made on the telescope mirrors. The great variations
in the shapes of the LSF shown in the figure are essentially due
to variations in the WFE map from one FoV/CCD pair to the
other. The problem is that these WFE maps are not applicable to
the flying instrument because several factors (changes in phys-
ical conditions, mechanical stress of the launch, defocusing of
the instrument, etc.) lead to them changing in an unpredictable
way.

The strategy adopted for the current model implementation,
which is explained in more detail in Appendix C, is to cre-
ate a large sample of theoretical PSFs based on the optical
design of Gaia, including randomly generated realistic WFE
maps: these optical PSFs are then converted to effective PSFs
that include a number of effects (charge diffusion, smearing
introduced by TDI, pixel integration) to account for the discre-
tised nature of the data. Effective PSFs are then marginalised
in the AC direction to obtain a set of numerical LSFs sam-
pled on a two-dimensional grid in spatial and wavelength coor-
dinates. These numerical LSFs are then used to build a set of
two-dimensional basis functions to allow the LSF to be mod-
elled with a minimum number of free parameters for a given
accuracy. The reduction to the 2D basis functions is achieved
by means of generalised principal component analysis (GPCA,
Ye et al. 2004), a fast and efficient algorithm for 2D image com-
pression used to concentrate relevant information of a given data
set in a small number of dimensions. Unlike the usual principal
component analysis, GPCA is able to preserve the spatial local-
ity of pixels in an image by projecting the images to a vector
space that is the tensor product of two lower dimensional vector
spaces. These two vector spaces are designed by matrices U and
W whose columns represent the basis functions with which the
dependencies are modelled along the spatial coordinate u and
the wavelength coordinate λ, respectively. Figure 4 shows the
first four bases for vector space U (left) and W (right). The U
and W bases are interpolated to continuous variables (u, λ) by
1D interpolation. To ensure that the interpolation for the U bases
satisfies the ‘shift invariant sum’ condition, which preserves the
underlying function normalisation independently from the sub-
pixel position of the sampling grid, these bases were then fitted
with an S-spline model (Lindegren 2009). The interpolation for
W bases is achieved by a cubic spline. The model for the LSF is
finally given by

L(u, λ) = L(u, λ) +

`1∑
m=1

`2∑
n=1

dm,n · Um(u) ·Wn(λ), (7)

Fig. 4. LSF basis functions. Left: first four basis functions of matrix U
as a function of the AL coordinate. Right: first four basis functions of
matrix W as a function of wavelength.

where L(u, λ) is the numerical mean LSF of the theoretical set
and dm,n are the IM parameters that are fitted during the exter-
nal calibration processing. As explained in Appendix C, the
LSF wavelength modelling requires roughly half the dimensions
needed for AL dependency modelling, hence `1 ' 2`2. Reit-
erating the caveat expressed at the beginning of this section
regarding the absence of a proper nominal LSF model, when all
parameters dm,n are set to zero the LSF coincides with the mean
numerical model L(u, λ).

Equation (7) represents an undispersed LSF centred on the
origin of the U bases. The dispersed LSF in the data space can
be obtained by shifting the origin by an amount given by the dis-
persion relation as seen in Eq. (4): L (u − ud(λ), λ). However, it
is worth noting that the LSF origin does not necessarily coin-
cide with its centroid: the centroid is an intrinsic property of the
LSF, and in the case of a symmetric LSF is naturally given by the
point of symmetry ξ, that is L(ξ−u) = L(ξ+u) ∀u, but in general
the LSF is not symmetric and its shape can change with wave-
length, introducing some degeneracy between the chromaticity
and the dispersion. As sketched in Fig. 5, the dispersion model
of Eq. (6) provides the location of the LSF origin: as far as the
instrument model is concerned, the degeneracy between disper-
sion and chromaticity has little significance because the disper-
sion model and the LSF origin are consistently defined; however,
physical interpretation of the data requires a dispersion relation
that gives the centroid of the monochromatic LSF as a function
of wavelength. This dispersion relation is provided as a lookup
table where the centroid u0 is computed at each wavelength λ by
solving the non-linear equation:

∞∫
−∞

L(u0 + u, λ) w(u/s) du = 0, (8)
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Fig. 5. Definition of centroid, origin, and location. Top: a schematic
monochromatic LSF at a given wavelength λ0 with origin u = 0 and
centroid u = u0. Bottom: location κ of the LSF in the data stream of
sample values: a narrow emission line at wavelength λ0 is overlying a
continuous signal at k = κ.

where the weighting function w is the Tukey’s bi-weight:

w(z) =

{
z (1 − z2)2 if |z| < 1
0 otherwise, (9)

and the scale parameter s = 2.7 is a value suitable for the
Gaia case (Lindegren 2006). This dispersion function is pro-
vided for both BP and RP instruments as a single CSV file tabu-
lated for wavelengths ranging from 320 nm to 1100 nm in steps
of 0.5 nm5.

4.3. Response model

The response R(λ) defined in Sect. 2, as the ratio between the
number of detected photons and the number of photons enter-
ing the telescope aperture per wavelength interval, is modelled
as the product of the individual responses of each physical ele-
ment (e.g. primary mirror, secondary mirrors) hit along the opti-
cal path. It changes across the focal plane, and depends on
the observing configuration of each source and transit (gates,
window class) and on time (contamination and decontamina-
tion issues). Assuming that all these dependencies have been
accounted for by the internal calibration, we are left with a func-
tion of the wavelength alone.

The nominal pre-launch response curve for the mean BP and
RP instruments can be described (Jordi et al. 2006) as the prod-
uct of the following elements:

RN(λ) = T0(λ)ρatt(λ)Q(λ)Tp(λ), (10)

where
– T0(λ) is the telescope (mirrors) reflectivity;
– ρatt(λ) is the attenuation due to rugosity (small-scale varia-

tions in smoothness of the surface) and molecular contami-
nation of the mirrors;

– Q(λ) is the typical CCD quantum efficiency curve;
– Tp(λ) is the prism (fused silica) transmittance curve includ-

ing the filter coating.
These quantities were initially measured by Airbus DS during
on-ground laboratory test campaigns and are plotted in Fig. 6.
As can be seen, the steepest features of these curves are the BP
and RP cut-offs produced by the prism transmittance curves, and

5 Available at https://www.cosmos.esa.int/web/gaia/
dr3-bprp-instrument-model

Fig. 6. Pre-launch nominal responses for BP and RP instruments.

the steep BP drop around '400 nm which is mainly due to mir-
ror reflectivity. Laboratory measurements showed that the pre-
cise location, that is, in wavelength, of the cut-off varies across
the focal plane due to the uneven thickness of the prism coat-
ing (which is a few nm in both instruments). Moreover, com-
bining measurements taken all over the focal plane results in
a further smearing of the nominal curve. Therefore, a suitable
modelling of the actual response cut-offs has been achieved by
assuming the nominal curves, degrading the wavelength resolu-
tion by convolution with a rectangular window of width varying
with the spectral dispersion per pixel, and re-shaping the cut-
off mathematically with a two-parameter Gauss error function
for RP and a two-parameter complementary error function for
BP to control the wavelength position λC and the slope σC of
these features (the tabulated transmittance curve is in practice
truncated just before the cut-off and multiplied by the error func-
tion to mimic the cut-off shape). Nominal values for (λC, σC) are
(667.9, 4.71) and (631.0, 4.0) for BP and RP, respectively. The
corresponding curves are represented in Fig. 6 as blue (BP) and
red (RP) thick lines. It is well known that the actual on-board
overall response was heavily affected by rapid and discontinu-
ous variations due to water vapour contamination of the satel-
lite instrument components (Gaia Collaboration 2016) and to the
various decontamination campaigns. The internal calibration ini-
tialises the internal reference system using only high-quality data
collected in periods of low and slowly varying contamination
(De Angeli et al. 2023), which ensures that the mean instrument
response is not too different from the nominal R∗N(λ; λC, σC).
Nevertheless, to be able to model any deviation from the nominal
curve, the response is multiplied by a parametric function:

R(λ) = R∗N(λ; λC, σC) · Rd(λ; ri). (11)

Parameters ri are referred to as response shape parameters to
distinguish them from the two response cut-off parameters λC
and σC; their nominal values are all zeros. The distortion model
Rd is implemented as the exponential of a linear combination of
a set of basis functions R in the AL sampling space u:

Rd(u) = e
∑

riRi(u), (12)

which is transformed to wavelength space λ through the disper-
sion relation:

Rd(λ) = Rd (ud(λ))
du
dλ
· (13)
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The exponential form guarantees the non-negativity of the over-
all model, while modelling in the sample space ensures the nat-
ural instrument spectral resolution, avoiding over-fitting where
the spectral resolution is lower. The basis functions Ri used for
the Gaia DR3 models are spline functions of second order with
an initial uniform knot spacing in u that becomes non-uniform
in later processing stages (see Sect. 6 for details). The full set of
IM response parameters to be optimised is therefore (ri, λC, σC):
when they are set to their nominal values, the response model
closely resembles the nominal model.

5. Basis inversion and SED reconstruction

Once the instrument model is defined, Eq. (4) can be used to esti-
mate the spectral photon flux distribution np(λ) corresponding to
an observed spectrum ne(u). Obtaining the SPD/SED allows the
user to inspect Gaia spectra in a format that is more intuitive and
of common usage. It may be convenient to define an effective
spectral photon distribution as:

n∗p(λ) = np(λ) · R(λ), (14)

so that

ne(u) = Pτ

∞∫
0

n∗p(λ) Lλ (u − ud(λ)) dλ. (15)

The effective spectrum is the observed spectrum deconvolved
by the LSF function and transformed to the wavelength space
through the dispersion relation (and scaled by some factor).
Therefore, its shape will preserve the basic features of the
observed spectrum. However, Eq. (15) is a Fredholm integral
equation of the first kind, which is difficult to solve for the
unknown n∗p(λ) because such integral equations are often ill-
posed problems: large variations in the solution n∗p(λ) can occur
for a slightly perturbed observable ne(u) (as is the case here, as ne
is affected by noise). However, as BP/RP mean spectra are mod-
elled as a linear combination of basis functions (Carrasco et al.
2021):

ne(u) =
∑

n

bnϕn(u), (16)

an interesting solution can be found by modelling the effective
spectral photon distribution as a linear combination of the same
spectral coefficients bn with a particular set of bases:

n∗p(λ) =

N∑
n=1

bnφn(λ), (17)

where the φn bases satisfy the following condition:

ϕn(u) = Pτ

∞∫
0

φn(λ) Lλ (u − ud(λ)) dλ. (18)

In practice, the externally calibrated spectral photon distribution
(and related SED) corresponding to each pair of observed BP
and RP spectra can be reconstructed by finding a set of proper
functions whose images through the dispersed LSF model are
the bases of the internal representation: the great advantage of
this approach with respect to solving Eq. (15) directly is that it
requires inverting the integral equation for a set of analytic func-
tions that are by definition noise-free. We refer to these functions
φn as the inverse bases hereafter.

To choose the most suitable representation for the inverse
bases, it is useful to review the representation used for internally
calibrated mean spectra described in Carrasco et al. (2021) and
De Angeli et al. (2023) and summarised here for convenience.
The basis functions implemented for Gaia DR3 are orthonormal
Gauss-Hermite functions ϕn(θ) where a linear transformation is
set between the pseudo-wavelengths axis u and the argument of
the Hermite functions θ as:

θ =
u − ∆θ

Θ
· (19)

The number of bases for Gaia DR3 has been set to N = 55
for both BP and RP spectra. An optimisation post-process is
applied to mean spectra basis functions to concentrate most of
the information in the lower order spectral coefficients: this opti-
misation takes the form of a rotation of the bases specified by a
square matrix VC. This rotation has no consequence for the basis
inversion algorithm described here because, whenever Eq. (18)
is satisfied, the inverse bases for the optimised bases are sim-
ply obtained by applying the same rotation matrix to the inverse
basis set φn. The model chosen to represent each φn function is
a linear combination of the same bases that model their image
through the instrument model, that is, a linear combination of
Hermite functions:

φn(θ) =

K∑
k=1

hk,n · ϕk(θ), (20)

with the same mapping between axes u and θ as adopted for the
bases used to represent internally calibrated spectra:

ϕn

(
u − ∆θ

Θ

)
= Pτ

∞∫
0

K∑
k=1

hk,nϕk

(
ud(λ) − ∆θ

Θ

)
Lλ (u − ud(λ)) dλ.

(21)

The reason for choosing such a model is that, as in the case of
the effective photon distribution, left and right bases should share
the same basic features, as the function on the left hand side of
the equation is a smeared version of that on the right hand side
once mapped to the same axis u.

We could solve Eq. (21) for coefficients hk,n in a least-squares
sense by sampling ϕn on a sufficiently dense and extended grid
on the θ axis, but in this case the optimal number of bases K of
the model would be undefined and it would not be clear whether
or not a limit to this number were set by some hidden condition.
A more appealing possibility is to project Eq. (21) into the coef-
ficient space bn of mean spectra, where the nth function ϕn is
represented by definition by a vector of coefficients that are all
null except the nth one equal to unity. In matrix notation, let b
denote the array of coefficients, s a mean spectrum sampled on a
given grid u of U points, and D∈ RU×N the design matrix whose
element Dnu is the value of the nth Hermite function evaluated at
the uth pixel grid point. Consequently,

s = D · b, (22)

and

b = D† · s, (23)

where D† ∈ RN×U is the pseudo-inverse of the design matrix (see
Appendix D for details). The integrals of Eq. (21) can be com-
puted numerically by trapezoidal integration over a fine regular
wavelength grid with Λ points and step δλ extending over the
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wavelength interval where the response is not null: let L∈ RU×Λ

represent the instrument dispersed LSF model kernel sampled
over that discrete grid, with the (i, j)th element being

Li, j = Pτ · Lλ j

(
ui − ud(λ j)

)
δλ. (24)

We can write an equation like Eq. (21) for each of the left N Her-
mite basis functions: if the left term is interpreted as a column of
the design matrix D, then all the N relations can be condensed
into one single equation:

D = L · Dϕ · H, (25)

where Dϕ ∈ R
Λ×K is the design matrix for the right ϕk bases sam-

pled on the wavelength integration grid, while matrix H ∈ RK×N

contains in its columns the set of coefficients hk,n that define the
shape of each inverse basis. By multiplying Eq. (25) by D† from
the left we finally obtain:

IN = D† · L · Dϕ · H, (26)

where the left hand term is the (N×N) identity matrix. By setting

B = D† · L · Dφ, (27)

it is evident that the problem can be solved if B is a square matrix
with K = N, that is, the number of inverse bases is equal to the
number of bases for mean spectra representation. In this case,
the matrix H that defines the basis functions for the externally
calibrated spectra is simply given by:

H = B−1. (28)

The model for inverse bases consists of a matrix of coefficients H
for each of the BP and RP instruments. Let λ be the wavelength
grid over which we sample the externally calibrated spectrum
corresponding to a pair of BP and RP observed spectra and Λ be
the dimension of vector λ. We can build a design matrix Dϕ ∈

RΛ×N by sampling the N Hermite functions on the grid:

θ =
ud(λ) − ∆θ

Θ
· (29)

If VC is the orthogonal rotation matrix that defines the optimi-
sation of the basis functions for the internally calibrated mean
spectra, we obtain that the sampled effective spectral photon dis-
tribution is defined as

n∗p =
(
Dϕ · H · VT

C

)
· b. (30)

If we build two more design matrices DP
ϕ and DE

ϕ whose ele-
ments are respectively defined as

DP
ϕ i, j

= Dϕ i, j
1

R(λi)
, (31)

and

DE
ϕ i, j

= Dϕ i, j
1

R(λi)
108 hc
λi

, (32)

where R(λ) is the instrument response and hc the product of the
Planck constant and the vacuum speed of light, then we get

np =
(
DP
ϕ · H · V

T
C

)
· b, (33)

which is the SPD in units of photons s−1 m−2 nm−1, and

fλ =
(
DE
ϕ · H · V

T
C

)
· b, (34)

which is the SED in units of W m−2 nm−1.
As the design matrices of Eqs. (31) and (32) depend on the

inverse of the instrument response function, the sampling wave-
length grid must be limited to the range [330, 650] nm for BP
and [635, 1050] nm for RP in order to avoid large errors in the
reconstructed spectra.

The BP and RP instruments produce two partially overlap-
ping SPDs and SEDs: these are combined into a single distribu-
tion by computing a weighted mean in the overlapping region
[λlo, λhi], where the weight varies linearly with wavelength:

wBP(λ) = 1 −
λ − λlo

λhi − λlo
, (35)

and

wRP(λ) = 1 − wBP(λ), (36)

for λlo < λ < λhi.
BP and RP spectra coefficients are accompanied by the

covariance matrix Kbb: this is used to calculate the covariance
matrix for the sampled spectrum, which in the case of the SED
is computed as

Kff =
(
DE
ϕ · H · V

T
C

)
· Kbb ·

(
DE
ϕ · H · V

T
C

)T
. (37)

The square roots of the diagonal elements of Kff are the errors
associated with the sampled SED.

6. Processing

The instrument model has been designed to reproduce the nom-
inal instrument model when all parameters are set to their nom-
inal values: these parameters are di for the dispersion (Eq. (6)),
dm,n for the LSF (Eq. (7)), and ri, λC, σC for the response model
(Eqs. (11) and (12)). The concept of nominal refers to the disper-
sion function and to the overall response curve, for which pre-
launch laboratory measurements are available. The LSF model
instead is initialised as the mean of a large number of theoretical
LSF models: for this reason it corresponds to a flat WFE map
and is symmetric. Model parameter optimisation can be fulfilled
with a sufficient number of calibrators by minimising in a least
squares sense a χ2-based cost function

χ2 = rT ·W · r, (38)

where the array of residuals r and the weight matrix W can be
evaluated in two different spaces:
1. Sample space: the observed BP/RP mean spectrum is sam-

pled according to Eq. (22):

r = D · b − Iu,λ · np, (39)

where Iu,λ represents the instrument matrix sampled on the
wavelength array of the source SPD and on the same AL
grid as the mean spectrum; (Iu,λnp) represents the discretised
version of Eq. (1), and the weight matrix is computed as

W =
(
D · Kbb · DT + Iu,λ · Kpp · I

T
u,λ

)−1
, (40)

where Kbb is the covariance matrix of the spectra coefficients,
the product DKbbDT is the pixel covariance matrix of the
sampled BP/RP spectrum, and Kpp represents the covariance
matrix of the source SPD.
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Fig. 7. Processing scheme.

2. Coefficient space: the model prediction is projected in the
coefficient space according to Eq. (23)

r = b − D† · Iu,λ · np, (41)

and the weight matrix is the inverse of the sum between coef-
ficients and projected SPD covariances:

W =

(
Kbb +

(
D† · Iu,λ

)
· Kpp ·

(
D† · Iu,λ

)T
)−1

. (42)

In all scenarios, we include the usage of the covariance matri-
ces for both the observed BP/RP spectra and the calibrator
SPDs to allow for a total least-squares regression analysis of
the data (Huffel & Vandewalle 1991). Although the SPD covari-
ance matrix would be extremely important to properly account
for systematic effects of wavelength calibration errors, especially
in regions where the SPD changes steeply with the wavelength
for certain spectral types, only errors on fluxes are usually avail-
able in the literature. Therefore, only BP/RP covariances are
full matrices while SPD covariances are simply diagonal matri-
ces populated with the corresponding variances on the sampled
flux. Moreover, total regression is generally highly demanding
in terms of computational cost because it requires an evaluation
and inversion of the covariance matrix at each step of the solver,
and has therefore only effectively been taken into account in the
final stages of the calibration, as is clarified below.

When optimisation is carried out in sample space, the AL
grid used to compare sampled spectra is usually oversampled
by some factor with respect to the Gaia pixel, and therefore
the coefficients covariance matrix transformed to sample space
(D · Kbb · DT ) (hereafter samples covariance) does not have full
rank and cannot generally be inverted. A first obvious solution
is to take into account only the diagonal elements of the sam-
ples covariance, even if the off-diagonal elements are not negli-
gible because mean spectra are continuous functions and hence

random noise will manifest as random wiggles in the form of
long-range correlations between pixels. A formal solution for a
correct weighting scheme in sample space is to compute the
weight matrix as:

W = D†
T
· Kbb

−1 · D†, (43)

where the pseudo-inverse of the samples covariance matrix D†
has been defined in Eq. (D.4). This approach was tested but some
occasional numerical instabilities discouraged us from using it
for the present calibrations. Cost evaluation in coefficient space
would solve the problem of the invertibility of the matrix, allow-
ing for a full exploitation of spectra covariances. However, this
approach could not be followed for the current release because
of the incomplete wavelength coverage of many emission line
calibrators used in the optimisation process (Eq. (23) implic-
itly requires the sampled spectrum to extend over the entire AL
range). For calibrators with incomplete wavelength coverage, χ2

computation was limited to the available section of the model
spectrum, excluding a safety margin of a couple of pixels where
truncation occurs because the redistribution of light produced
by LSF will cause some systematic difference between the par-
tial spectrum and the one that would have been obtained by a
complete SPD. For this reason, we decided to carry out the cost
evaluation in sample space.

Provided that the cost function is not linear with respect to
the model parameters, the optimisation process can be carried
out using an implementation of the differential evolution algo-
rithm (DEA) as described by Storn & Price (1997): although this
class of algorithms has been shown to achieve global optimisa-
tion with a natural ability to escape local minima traps in the χ2

space, we find it convenient to proceed with the bootstrapping
of the model by limiting the number of free parameters at the
first stages of the processing, and gradually enhancing the model
complexity (i.e. increasing the number of parameters) only when
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convergence is progressively achieved. This led to a complex
processing scheme that is sketched in Fig. 7.

Calibrators are divided into two groups, absolute flux or
primary calibrators (labelled SPSS) and secondary calibrators,
sources with emission line features (labelled EL calibrators). As
explained in Sect. 3, the latter group contains potentially variable
sources. To overcome this problem, an update process equivalent
to a grey flux calibration is implemented for these calibrators:
the input SPD of each EL source is scaled by a parameter that
is evaluated at each calibration cycle to minimise the squared
residuals between the current model prediction and the corre-
sponding observed mean spectrum. In the first stage of the pro-
cessing, the response model is initialised with a low number of
shape parameters (see Eq. (11), 8 parameters for BP, 5 for RP),
while cut-off parameters are set to their nominal values, the dis-
persion model degree is set to 1, and the LSF model is symmet-
ric. This stage is designed to provide a reliable initialisation of
the dispersion relation and the response shape: the cost evalua-
tion is limited to the central region of the spectra, avoiding the
wings and the cut-off regions; the optimisation of the dispersion
parameters, based on the EL calibrators, is alternated with the
optimisation of the response shape, which is achieved by using a
selection of featureless SPSSs. Each optimisation cycle typically
consists of approximately 3000−4000 DEA iterations involving
about 50 walkers (different realisations of model parameters, ini-
tially distributed randomly around the starting set of parameters).
The iterations stop when the individual costs from all the walkers
converge to a common value. The set of parameters with the low-
est cost is used to initialise the subsequent optimisation cycle.
Once convergence is reached, the second stage begins, which
entails modelling the shape of the central part of the LSF: the
LSF model is initialised with (`1, `2) = (4, 1) bases, and LSF and
dispersion parameters are optimised together to model any pos-
sible asymmetry of the LSF core. A second upgrade to the LSF
model is made in stage 3 where the number of bases is increased
to (`1, `2) = (4, 2) to allow modelling of any chromaticity effect:
an LSF and dispersion parameter fit is alternated with response
model adjustment and EL source update. In stage 4, the LSF
and dispersion models are set to their final configurations, the
number of response shape parameters are doubled while the cut-
off parameters are left free to change; all model parameters are
optimised together using an extended set of calibrators (EL +
SPSS). The number of bases is set to (`1, `2) = (7, 3) for BP
and is left unchanged for RP; in both instruments the dispersion
model degree is set to 2. In stage 5, the basis inversion process
is performed to allow the reconstruction of the effective SPD for
the SPSS: these are divided by the corresponding source SPDs
to obtain the data shown in Fig. 8. This plot was obtained using
a subset of 41 SPSSs selected to be as featureless as possible
and, given the definition of effective spectra in Eq. (14), it traces
the overall instrument response curves. The top plot shows data
plotted as a function of wavelength. The bottom plot shows the
residuals between data and model represented as function of the
AL coordinate (or pseudo-wavelength); given that the dispersion
direction of the BP instrument is inverted with respect to that
of the RP instrument, BP data have been mirrored horizontally
in order to sort the displayed data according to wavelength. RP
data are offset by 60 samples in pseudo-wavelength to avoid
superposition with BP. It is possible to recognise the signs left
in the data by the first Balmer absorption lines (Hα through Hε)
as peaks highlighted in the plots. Interestingly, a wavy regular
pattern is visible at all wavelengths with a nearly constant fre-
quency in the pseudo-wavelength space. The origin of this pat-
tern is not fully understood; it could be related to wiggles in

Fig. 8. BP and RP response curves traced by the ratio between effective
SPD computed from BP and RP spectra and source SPDs from ground-
based observations. Top: data are plotted against wavelength; black tri-
angles mark the position of Balmer lines. Bottom: residuals between
data and the response models are plotted against pseudo-wavelengths.
BP pseudo-wavelengths have been swapped left-to-right, while RP data
are shifted by 60 samples. Blue- and red-filled triangles mark the posi-
tion of BP and RP cut-of, f respectively, while blue and red open trian-
gles show where the response drops to zero.

the mean spectra (De Angeli et al. 2023). Using this data, we
upgraded the instrument response distortion model by increasing
the number of spline knots to model these wiggles, especially in
the range [500, 800] nm, carefully excluding the signature left by
the Hα line (the response model must not be a function of any
source astrophysical parameter). The total number of response
parameters is 26 for BP and 23 for RP. The model curves rep-
resented in the top plot were computed after this upgrade. The
last stage of the processing is dedicated to the creation of the
ensemble of instrument models: the DEA solver is run on the last
instrument models until parameter relaxation is achieved (typ-
ically after about 400 iterations), and then all the 50 walkers
are saved into the database providing the 50 instrument models.
The walker with the lowest chi-square is chosen to represent the
instrument model, which enables forward modelling to simulate
mean BP and RP spectra or inverse modelling to provide SEDs
through the inverse basis representation. The ensemble instead
is used to derive the uncertainties in the simulated spectra. The
instrument model ensemble and the inverse bases are used in the
GaiaXPy tool (De Angeli et al., in prep.) to simulate mean spec-
tra and to generate sampled Gaia BP and RP calibrated spectra
in the absolute system.

7. Results

The final BP and RP instrument models were used to create
Fig. 9 where the corresponding instrument matrices Iu,λ are
represented: this plot shows at a glance how BP and RP mean
spectra are simulated for a given SPD. The instrument matrix
can be used to express Eq. (1) in a discretised form as already
done in Eq. (39): a mean spectrum is the row-by-column product
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Fig. 9. Visual representation of instrument matrix for BP (left panel) and RP (right panel) instruments. Green dashed curves are the dispersion
relations, and white curves sum up the matrix columns and represent the response curves.

Fig. 10. Three selected columns of the instrument matrix for BP (top
panel) and RP (bottom panel) in logarithmic scale. The curves repre-
sent the dispersed monochromatic LSFs at three different wavelengths
rescaled by 100 to represent a percentage distribution.

of the instrument matrix with the SPD (sampled on the same
wavelength grid of Iu,λ). Provided that: (i) columns and rows
represent small intervals of wavelengths and AL sample coor-
dinates respectively, (ii) each column represents a monochro-
matic dispersed LSF scaled by the response (the response curve
is over-plotted in white) at that wavelength and the telescope
pupil area, and (iii) the loci of LSF maxima, highlighted by the
dashed green lines, correspond to the dispersion functions, then
we can visualise the mean spectrum formation by splitting the
incoming SPD into packets of photons according to their wave-
length. These are then distributed following the corresponding

matrix column profile, and the final mean spectrum is given by
the accumulation on the u axis of each dispersed packet. One of
the elements that catches the eye is that the dispersion direction
is opposite for the two instruments, and hence the wavelength
decreases from left to right in the BP spectra plots. Furthermore,
in Fig. 9, the RP instrument exhibits a pattern of ripples that
run roughly parallel to the dispersion relation. Intensity and dis-
tance from the LSF crest grow with wavelength: these ripples
are the signature left by diffraction patterns of theoretical LSF
in the U bases of the LSF model (Montegriffo 2017); the ampli-
tude of the diffraction pattern scales linearly with λ and this is
the reason why it is virtually invisible below 700 nm. Figure 10
shows the dispersed monochromatic LSF in logarithmic scale
for wavelengths λ = (400, 500, 600) nm for BP (top panel) and
λ = (700, 800, 900) nm for RP (bottom panel). The structure of
the RP ripples is clearly visible in the bottom plot. On the other
hand, we can figure out which wavelength ranges of the SPD
contribute more to the photon budget of a particular sample of
the mean spectrum by looking at the corresponding matrix row:
this contribution for samples at u = (20, 30, 40) is visualised
in Fig. 11 for both instruments as the percentage of the incom-
ing photons that are detected in each data sample. The width
of the distribution sets the level of smearing of the spectrum
at that wavelength. As can be seen, there are sections of mean
spectra (as the case shown for BP at u = 20) that receive pho-
tons from a very large wavelength range: this explains why it is
so important to also resolve for the LSF while calibrating mean
spectra.

7.1. Inverse basis functions

Figure 12 shows the first few inverse bases φP
n for the BP and

RP instruments (in units of photons s−1 m−2 nm−1) as a function
of wavelength. The top panels show the inverse bases of the
canonical Hermite functions while the bottom panels represent
the inverse bases for the optimised basis functions. The ampli-
fication of the bases below λ . 400 nm and above λ & 900 nm
is due to the normalisation of the bases by the response function
R(λ) (see Eq. (31)). For the same reason, it is pointless to look at
the bases outside the represented wavelength range because they
diverge as the response goes to zero.

It is interesting to compare the image through the instru-
ment model of the inverse bases ϕ†n (hereafter referred to as the
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reconstructed bases),

ϕ†n(u) = Pτ

∞∫
0

φP
n (λ) Lλ (u − ud(λ)) R(λ) dλ, (44)

against the original bases ϕn. This provides a means to evalu-
ate the accuracy of the inverse representation: in principle the
reconstructed bases should be equal to the original ones. This
comparison is made in the top panels of Fig. 13 for the canonical
Hermite functions and in Fig. 14 for the optimised versions. In
both cases, the lines represent the original basis functions ϕn,
while open squares represent the reconstructed bases ϕ†n. The
bottom panels of the figures show the difference

∆ϕ = ϕn(u) − ϕ†n(u). (45)

In the case of non-optimised basis functions, the residuals for
BP gradually increase at shorter wavelengths (from left to right)
for higher order terms, becoming as high as 1%; in the RP case
the residuals are much smaller, about 0.1%, over the entire wave-
length range. In the case of optimised BP functions, the situation
seems to worsen with residuals of ∼2% over the entire pseudo-
wavelength range, while for RP the quality of the comparison
remains good. To understand this behaviour, it is convenient to
quantify the quality of a reconstructed basis as a function of the
order of the basis itself. This is done in Fig. 15 where, for each
basis, we compute the quantity

σn =

∫ u1

u0

∣∣∣ϕ†n(u) − ϕn(u)
∣∣∣ du∫ u1

u0
|ϕn(u)| du

, (46)

which is used as a proxy for the percentage error on the pseudo-
wavelength integral of the basis function. The reader must be
aware that this is only an indirect way of assessing the accuracy
of each inverse basis: we are evaluating the accuracy of exter-
nal bases by forward modelling in the sampled spectra space
where they are never used, and use them only in the inverse
modelling of ECS. The plot in the top panel shows the recon-
struction error for the non-optimised case, and one can see that
the quality of the reconstruction is very high for both instruments
(with numerical precision for RP outperforming the BP case by
a factor of ten) for approximately the first 47 lower order bases,
and worsens very quickly for the higher order terms. We under-
stand this behaviour as an intrinsic limit of the current inverse
basis model implementation (set in Eq. (20) with K = 55): an
inverse basis represents by definition a given Hermite function
deconvolved by the LSF function, hence its model should have
the ability to reproduce features with higher spatial frequencies
with respect to its smeared representation. If we consider the φ54
case, despite the fact that it should have higher spatial frequen-
cies than the ϕ54 Hermite function, we are effectively modelling
it as a linear combination of the ϕ0 . . . ϕ54 Hermite functions and
therefore we are possibly missing the higher frequencies. This
problem will be addressed in future releases; for now we note
that this inadequacy of the model will mainly affect the accuracy
in reproducing features with high spatial frequencies, such as
narrow emission lines (introducing some systematic errors into
the shape of the ECS), but it will not have consequences for the
vast majority of the sources. As the optimisation process consists
in a rotation of the bases, this determines a redistribution of the
error budget of the higher terms to lower order components (and
this explains the behaviour of BP residuals in Fig. 14): however,
thanks to the efficiency of the optimised bases in concentrating
most of the information in the lower order coefficients, this will

Fig. 11. Three selected rows of the instrument matrix for BP (top panel)
and RP (bottom panel). The curves represent the percentage as function
of wavelength of the incoming photons that are accumulated in the cor-
responding data sample.

have no effect on the overall quality of the ECS reconstruction. In
Sect. 8.3, we perform a test to evaluate the impact of this recon-
struction error on real data.

7.2. Spectral resolution

The spectral resolution of a Gaia spectrum changes consider-
ably across the wavelength range. This is even more evident in
ECS where the resolution changes abruptly near the boundary
between the BP and RP wavelength ranges. The full width at
half maximum (FWHM) of the instrument LSF model provides
a direct measurement of the spectral resolution of mean BP and
RP spectra. However, the resolution of ECS should be increased
by the deconvolution from the LSF smearing effect obtained by
the bases inversion process. To evaluate the spectral resolution
of ECS, we simulate the response of the instrument model to a
monochromatic signal at a well-defined wavelength as follows:
(1) we produce a synthetic spectrum with a flat null continuum

and a single emission line of zero intrinsic width (the Dirac
delta function) centred at a given wavelength;

(2) we forward model the corresponding mean spectrum into the
coefficients space;

(3) we reconstruct the corresponding ECS;
(4) we measure the FWHM of the line: this is the measurement

of the ‘instrumental width’ at the considered wavelength,
that is the size of the spectral resolution element;

(5) and then we repeat with a synthetic spectrum whose emission
line is displaced by 10 nm until the whole BP and RP spectral
range is covered.

As we use the same instrument model in the forward and reverse
directions, we are testing the theoretical resolution that would
be obtained given ‘perfect’ knowledge of the instrument model.
The presence of undetected systematic differences between the
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Fig. 12. First nine inverse basis functions for BP (left) and RP (right) instruments. Top panels: inverse bases corresponding to the canonical
Hermite functions, bottom panels: inverse bases corresponding to the optimised bases.

Fig. 13. Reconstruction error of the Hermite functions. Top panels: comparison between the first nine canonical Hermite functions (continuous
lines) and the image of the inverse, non-optimised basis functions (open squares) for BP (left) and RP (right) instruments as a function of the
pseudo-wavelength u. Bottom panels: residuals between the two families of curves shown in the top panels.

instrument model and the actual instrument will possibly worsen
the resolution of the current ECS with respect to this ideal case.
Furthermore, the total regression results in Gaussian noise on
the elements of the instrument matrix. In the inversion of the
noisy instrument matrix, this well-behaved Gaussian random
noise can become non-trivial noise and even create systematic
errors due to the non-linearity of inversion. Figure 16 shows
the simulated ECS for a subset of the Dirac delta spectra. The
reconstructed spectra show wiggles due to the inversion process.
These will create artefacts in real ECS around small-scale fea-
tures such as emission lines. As can be noticed, these wiggles
tend to become very large at wavelengths greater than 1000 nm
due to the amplification due to the response normalisation (see
Eqs. (31) and (32)). We show that the presence of such large
fluctuations is common in ECS at wavelengths λ & 1030 nm.

The FWHM for internally calibrated BP/RP mean spectra
(hereafter ICS) and for ECS are represented in Fig. 17 as a func-
tion of wavelength together with the CCD pixel scale that should

be regarded as an upper limit to the resolution achievable by
the basis inversion process (it is not possible to reconstruct a
signal smaller than the pixel integration scale with the current
approach). The plot also reproduces the scale length correspond-
ing to 2 pixels, which is the scale on which Nyquist sampling can
take place: interestingly, the BP instrument suffers from a small
under-sampling at all wavelengths (the FWHM being equal to
∼1.7 pixel) and therefore does not satisfy the Nyquist criterion.
This fact could play a relevant role in causing the rather high
number of wiggles seen in BP mean spectra compared to the
RP ones (see De Angeli et al. 2023). Values for the FWHM of
a monochromatic signal measured on ICS, ECS, and the corre-
sponding spectral resolution are provided in Table 1 as a function
of wavelength.

The spectral resolution is finally shown in Fig. 18: the RP
instrument exhibits a more uniform variation with respect to
wavelength compared to the BP case. The anomalous drop in
RP resolution just below 650 nm in the ECS curve as well
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Fig. 14. Same as Fig. 13 but for the optimised basis functions.

Fig. 15. Numerical reconstruction error of the inverse bases as a func-
tion of basis index for canonical Hermite functions (top panel) and for
optimised basis functions (bottom panel); in the bottom panel, the grey
dashed lines represent the curves of the top panel and are plotted to help
in the comparison.

as small fluctuations visible in the BP curve around 600 nm
are possibly due to ripples in the response profiles affecting
the basis inversion process. The final resolution of a typical
Gaia ECS drops from Rλ = 70 to Rλ ∼ 22 in the wave-
length range λ ∈ [330, 640] nm, and then suddenly rises to

Fig. 16. Response of the instrument model to a simulated monochro-
matic stimulus at different wavelengths.

Fig. 17. Full width at half maximum measured in nm as a function of
wavelength for a monochromatic signal in BP and RP mean spectra
(blue crosses) and in the externally calibrated spectra (yellow triangles)
compared to the width of one CCD pixel (grey squares) and the width
of two pixels to represent the Nyquist sampling limit (dashed grey line).
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Table 1. Full width at half maximum of a monochromatic signal measured on ICS, ECS, and spectral resolution for ECS.

λ ICS ECS Rλ λ ICS ECS Rλ λ ICS ECS Rλ

350.0 6.483 4.893 71.5 570.0 29.25 20.11 28.3 780.0 19.99 11.33 68.8
370.0 7.900 5.508 67.2 590.0 31.98 23.12 25.5 800.0 21.14 11.95 66.9
390.0 9.490 6.355 61.4 610.0 34.84 24.21 25.2 820.0 22.33 12.60 65.1
410.0 11.24 7.417 55.3 630.0 37.81 28.63 22.0 840.0 23.55 13.24 63.4
430.0 13.12 8.611 49.9 640.0 13.13 8.576 74.6 860.0 24.80 13.85 62.1
450.0 15.13 9.994 45.0 660.0 13.98 8.478 77.8 880.0 26.09 14.50 60.7
470.0 17.25 11.36 41.4 680.0 14.87 8.741 77.8 900.0 27.40 15.47 58.2
490.0 19.46 12.88 38.0 700.0 15.81 9.116 76.8 920.0 28.76 16.07 57.2
510.0 21.75 14.56 35.0 720.0 16.79 9.662 74.5 940.0 30.15 17.13 54.9
530.0 24.15 16.31 32.5 740.0 17.81 10.11 73.2 960.0 31.57 17.86 53.8
550.0 26.63 18.31 30.0 760.0 18.88 10.69 71.1 980.0 33.01 18.83 52.0

Rλ ∼ 78 before decreasing smoothly to Rλ ∼ 55 at longer
wavelengths.

7.3. Wavelength calibration accuracy

To assess the accuracy of the wavelength calibration, we com-
pared the wavelength position of emission lines measured on the
BP and RP mean spectra of a selected sample of QSO extracted
from our calibrator set with the expected positions measured on
simulated spectra computed with the instrument model and the
corresponding source SEDs known from ground-based observa-
tions. We created a starting list of sources by selecting a sam-
ple of 102 SDSS QSOs showing strong emission lines in their
BP and RP spectra and compiling a list of estimated wavelength
positions for 263 lines based on the QSO SDSS redshift values
and the wavelength at rest of each line. The differences between
the AL position corresponding to the peak of each line in the
mean spectra and in the simulated spectra are shown in the upper
panel of Fig. 19. Open symbols refer to spectra where the SDSS
SED does not cover the full BP/RP wavelength range, and there-
fore we do not have a reliable simulation of the expected ICS:
in these cases, the expected AL position is based on the ini-
tial estimate of the line wavelength. The red curve represents
a smoothed median of the data while the black lines delimit
the region within ±10% of the LSF FWHM. As can be seen,
at wavelengths below 400 nm there is an indication of a lower
accuracy of the dispersion relation due to the lack of a reliable
number of QSOs with emission lines in this range employed in
the instrument calibration process. We hope to resolve this issue
in future releases. The other interesting element in this plot is the
presence of a small systematic offset in the RP spectra (roughly
equal to one-tenth of a pixel), possibly due to systematic error
in the LSF model, which is unable to correctly reproduce the
instrument chromaticity as can be seen in Fig. 20 where three
examples are shown (the LSF core is more asymmetric in RP
than in BP). As the resolution of ECS is higher than that of ICS,
we also checked the accuracy of wavelength calibration for the
ECS case: starting from the estimated initial wavelength posi-
tions, we searched for local maxima in the ECS and in the cor-
responding simulated ECS (which is computed as described at
beginning of Sect. 8). The wavelength positions of the peaks are
then refined by computing the centroid of the lines accordingly
to Eq. (8). The residuals between observed and expected wave-
length positions are plotted in the lower panel of Fig. 19. Most of
the points are enclosed between ±10% of the expected FWHM
for ECS, represented by the dashed lines (the dark lines represent
±10% FWHM for ICS). A systematic difference of about 1 nm is

Fig. 18. Spectral resolution as a function of wavelength for BP and RP
mean spectra (blue crosses) and externally calibrated spectra (yellow
triangles) compared to the resolution corresponding to the width of one
CCD pixel (grey squares).

confirmed in the RP wavelength range. Finally, we notice a lower
precision in BP calibration that may be a consequence of LSF
under-sampling seen in Sect. 7.2. We note that the number of
measured lines in ECS is greater than that in ICS because sev-
eral lines in ICS were lost because of the intrinsic shape of ICS
(typically faint lines falling in regions with large variations of
the instrument response).

8. Validation

Validation of the instrument models and externally calibrated
spectra is mainly based on comparisons between observations
(i.e. Gaia mean BP/RP spectra) and model predictions for
sources with known SED. A test of this kind was also carried out
by Andrae et al. (2023) where observed spectra of known solar
twins were compared both to model spectra of the Sun and to IM
predictions based on X-shooter SEDs (Verro et al. 2022) of the
same sources, showing remarkably good agreement. Hereafter,
we use the term observation to refer to Gaia spectra and simula-
tion to refer to external data simulated via the instrument model.
The comparison data always rely on external data sets. In the fol-
lowing sections, we use sources from the SPSS, PVL, and NGSL
sets for the comparisons. Sources with magnitude G < 4 were
filtered out from the NGSL sample to avoid saturation in BP/RP
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Fig. 19. Wavelength calibration accuracy evaluated on a sample of
QSOs with emission lines in their spectra. Top panel: difference in AL
sample position of emission line peaks measured on BP and RP mean
spectra and the expected position measured on simulated mean spectra
(filled symbols). Open symbols refer to SEDs with incomplete wave-
length coverage for which the expected position has been estimated
based on the line wavelength at rest and the QSO redshift value. The
vertical grey line separates BP from RP data. The black lines delimit
the region within ±10% FWHM of the LSF for mean spectra. Bottom
panel: observed and expected emission line wavelengths as measured
on the ECS. Dashed grey lines represents ±10% of the expected LSF
FWHM for calibrated spectra, and black lines delimit the region within
±10% FWHM of the LSF for mean spectra.

spectra (see Sect. 9.1). Unless we specify otherwise, plots com-
bine data from all three data sets. The comparison can be made
in terms of sampled internally calibrated mean BP/RP spectra
or in terms of externally calibrated spectra. In the first case, the
observations and predictions are sampled on a common AL grid.
However, results are often shown as a function of the more famil-
iar absolute wavelength, with 640 nm being used as the bound-
ary between BP and RP. Here, ECS are represented as SEDs:
in this case, the expected distribution of a source is not the SED
at its original high resolution, but rather its spectral resolution is
degraded at the resolution equivalent to one Gaia pixel with the
following procedure: first we compute a degraded SED f †X (λ) for
each BP and RP instrument:

f †X (λ) =

λhi(λ)∫
λlo(λ)

f (λ) dλ, (47)

where f (λ) is the original SED and the integration limits are
computed as:

λlo(λ) = λ − u−1 (u(λ) − 0.5), (48)

λhi(λ) = λ + u−1 (u(λ) + 0.5), (49)

Fig. 20. Examples of emission lines in mean RP spectra. Red symbols
are observed spectra, the grey line is the model prediction, and the yel-
low curve is the source high-resolution SPD from SDSS (in arbitrary
units). The asymmetries in the line profile are not accurately reproduced
by the model predictions.

where u(λ) is the BP/RP dispersion function and u−1 the inverse
dispersion function. The two degraded SEDs f †BP and f †RP are
then combined into a unique SED f †(λ) following the same rule
described in Sect. 5 for the combination of BP/RP ECS. Finally,
a further validation comes from computing synthetic photometry
on ECS and comparing the resulting magnitudes to photometric
standards, as described in Sect. 8.4.

8.1. Sampled mean spectra comparisons

Figure 21 shows the comparison between observed and simu-
lated spectra for two Gaia sources chosen from the PVL set as
an example: source Gaia DR3 1435896975388228224 (top) and
source Gaia DR3 4339417394313320192 (bottom). BP spectra
have wavelengths decreasing from left to right due to the dis-
persion direction of the prism. These two sources have mag-
nitudes of G = 9.68 and G = 13.81 and colour indices of
GBP−GRP = 0.03 and GBP−GRP = 4.73, respectively. Because of
the low resolution, the appearance of Gaia mean spectra is gen-
erally quite smooth and only a few conspicuous spectral features
are visible as in the shown examples. The agreement between
model (grey lines) and observed (blue and red open circles)
is very good in this well-behaved example. The complete set
of plots for SPSS, PVL, and NGSL samples can be found in
Montegriffo et al. (2022).

To make a more comprehensive comparison, for each source
we compute the percentage difference between the observed
spectrum and the model prediction for the SPSS, PVL, and
NGSL sets: these curves are plotted in Fig. 22 as a function of
wavelength, colour coded by GBP−GRP. The vertical grey line
highlights the boundary between BP and RP data. The two yel-
low curves represent the P16 and P84 percentile distributions
that are used as a proxy for the ±1σ distributions: for wave-
lengths higher than λ ' 400 nm the accuracy of the calibration is
mostly enclosed in the ±2% level marked by the two horizontal
dashed blue lines, with some sources showing systematic off-
sets. Below 400 nm there is a clear systematic error correlated to
source colour: this is the most prominent systematic error known
in current Gaia BP and RP spectra and is analysed in detail in
Sect. 8.1.1. To eliminate sources with systematic errors in the
absolute flux scale (which can be present at the 1% level), we
apply the same grey calibration described in Sect. 6.

Figure 23 shows residuals after such an additional step: pre-
cision is at the ±1% level except for λ . 400 nm. The three
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Fig. 21. Comparison between mean and simulated spectra for
source Gaia DR3 1435896975388228224 (top) and source
Gaia DR3 4339417394313320192 (bottom), both belonging to
the PVL dataset. Blue and red points represent the Gaia BP and RP
mean spectra, while the grey curves represent the model predictions
for the corresponding instrument. The superimposed yellow curves
represent the source SPD arbitrarily rescaled in flux. We note that the
wavelength in BP decreases from left to right.

Fig. 22. Difference between observed and expected mean flux as a func-
tion of wavelength for BP and RP sampled mean spectra for the whole
SPSS, PVL, and NGSL sets. Yellow curves represent the P16 and P84
percentiles. The colour map encodes the GBP−GRP colour index.

curves in the plot represent the median distribution for SPSS
(red), PVL (orange), and NGSL (yellow) sources. As can be
seen, while the SPSS curve is almost completely flat, the median
distributions for the other two control groups show significant
deviations in the BP data as well as in the redder part of the RP
spectra. As PVL and NGSL sources are generally brighter than
SPSS, with the quality of PVL and NGSL being at least similar
to SPSS, this suggests that the problem is unlikely due to a prob-
lem in PVL and NGSL data, but is rather related to magnitude-
related systematic errors in Gaia mean spectra. This is confirmed
by the two plots in Fig. 24 where sources with G > 12 are shown
in the top panel while the bottom panel includes only sources
with G < 12. Residuals from the first group are very flat and the

Fig. 23. Difference between observed and expected mean flux as a func-
tion of wavelength for BP and RP sampled mean spectra. A grey cal-
ibration has been applied to spectra. The three curves represent the
smoothed medians for SPSS (red), PVL (orange), and NGSL (yellow).
The colourmap encodes the GBP−GRP colour index.

Fig. 24. Quantities are the same as Fig. 23 but data have been divided
into two luminosity classes: sources with G > 12 (top) and G < 12
(bottom). Red and orange curves represent P50, P16, and P84 percentiles
distributions, respectively.

precision is well below the ±1% level, while for brighter sources
the situation is more complex.

Figure 1 from De Angeli et al. (2023) clearly illustrates the
extreme complexity faced by the internal calibration when deal-
ing with BP and RP data: sources brighter than G = 11.5 are
observed as 2D windows and, depending on their magnitude,
under a high number of different observing configurations (so-
called gates, which effectively limit the exposure time and the
area of the CCD over which integration occurs, are activated
to prevent chip saturation of bright sources). These results may
suggest that the internal calibration of bright sources is not fully
converged on the common internal reference system, which is
mostly dominated by faint sources observed mainly as 1D win-
dows and under more uniform conditions. Bearing in mind that
one of the assumptions of the external calibration is that the
instrument model does not depend on the source magnitude,
by definition it cannot account for internal inhomogeneities in
the data related to different observing conditions. It is expected
that the external calibration model shows a better fit to the faint
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Fig. 25. Percentage residuals measured at wavelength λ =
{350, 375, 400} nm plotted as a function of GBP−GRP colour index. Open
circles represent sources with G < 12 while open triangles represent
sources with G > 12.

Fig. 26. Percentage residuals as a function of G magnitude measured on
BP spectra at wavelength λ = 580 nm.

end because of the magnitude distribution of the SPSSs, most of
which fall in the well-behaved faint magnitude range.

8.1.1. Systematic effects

The most prominent systematic effect visible in previous plots is
a colour term affecting residuals at wavelengths λ . 400 nm.
Figure 25 shows the normalised residuals as a function of
GBP−GRP colour index; residuals are calculated at wavelengths
350, 375, and 400 nm. As can be seen, the colour term, which
is virtually absent at λ = 400 nm, rapidly grows when wave-
lengths decrease, with observed fluxes for redder sources being
higher than expected and fluxes of blue sources being slightly
lower than expected. There is some evidence that the colour
term is magnitude dependent, because it is smaller for faint
sources at the same wavelength. Although there may be issues
in this wavelength range related to the wavelength calibra-
tion accuracy (see Sect. 7.3), as well as possible systematic
effects in the LSF model, we believe that the presence of non-
linear effects left by the internal calibration chain might not be
excluded.

A second magnitude-dependent effect is visible in BP spec-
tra for wavelengths between 560 and 600 nm and is represented
in Fig. 26: the plot shows residuals measured at λ = 580 nm as a
function of G magnitude of the source. While residual are flat for
sources fainter than G ' 11, a linear trend is clearly visible with
fluxes becoming progressively lower than expected, up to −2%
at the bright end. This systematic effect is located immediately
before the BP/RP interface and could be related to internal LSF
calibration issues that induce small deformations in the shape of
the mean spectrum (as already seen in the residuals in the bot-
tom panel of Fig. 24). A further example is shown in Fig. 27

Fig. 27. Comparison between flux distributions of two sources with the
same SPD shape but different magnitude (source ID number shown
in the legend). Fluxes for the second source have been normalised to
match the same level of the first. The comparison is shown between
high-resolution SPDs (top panel), expected BP mean spectra (middle
panel), and observed mean BP spectra (bottom panel).

Fig. 28. Percentage residuals as a function of G magnitude measured at
wavelength λ = 950 nm.

with the comparison between spectra of two PVL sources whose
SPD shape is extremely similar but with different luminosity
levels: source Gaia DR3 1633143932573832448 at magnitude
GA = 12.46 and source Gaia DR3 1435190745326633984 with
magnitude GB = 6.82. In all the panels, the flux of the second
source has been rescaled by a factor of 10−0.4(GA−GB) to put both
fluxes on the same scale. As can be seen, while the expected
BP mean spectra are almost indistinguishable, in the bottom
panel the observed spectrum for the bright source is below the
expected level.

A similar magnitude-dependent systematic effect is also vis-
ible in the red part of RP spectra, even if data are more noisy in
this second case: the plot in Fig. 28 shows residuals measured at
λ = 950 nm as a function of G magnitude. In this case, residuals
are almost flat for G & 9, but at the brighter magnitude end, a
linear trend can be seen as a rise with fluxes becoming higher
than expected by ∼3% at G ' 4.
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Fig. 29. Difference between observed and expected mean flux nor-
malised by the squared sum of errors as a function of wavelength for
BP and RP sampled mean spectra. Yellow curves are the P16 and P84
quantile distributions while horizontal dashed blue lines set the ±2 level.

Fig. 30. Contribution per sample to χ2 values for BP (top) and RP (bot-
tom) computed for sources with G > 12.

8.1.2. Errors

De Angeli et al. (2023) observed that mean spectra errors are
generally underestimated for spectral coefficients with low index
and are slightly overestimated for higher order coefficients. For
most of the sources, this translates to a general underestima-
tion of errors because most of the information is contained in
the lower order coefficients. Moreover, these errors are only reli-
able for fainter sources. To assess the validity of error on fluxes,
we normalise the residuals between observed and expected mean
fluxes by the error on fluxes obtained by summing in quadrature
the error from the BP and RP mean spectra, with the error on
the model prediction coming from the SPD error budget and a
calibration error obtained by the instrument models ensemble
(see Sect. 6). These normalised residuals are shown in Fig. 29
for sources with G > 12. The yellow curves represent P16 and
P84 percentiles used as a proxy for the ±1σ level. As can be
seen, σ & 2 for most of the wavelength range (dashed blue hor-
izontal lines are set at ±2 to guide the eye): this means that dif-
ferences are larger than the estimated uncertainties. It is worth
pointing out that the considered error does not contain the con-

tribution of covariances between samples: however, these covari-
ances are not negligible because the mean spectra are repre-
sented as a continuous model, and therefore random noise takes
the form of random wiggles that give rise to long-range correla-
tions across several samples. The solution is to evaluate a χ2 by
projecting sampled spectra into coefficient space as described by
Eq. (23) and to use the full coefficient covariance matrix defined
by Eq. (42). However, before doing so, it is useful to look at the
full distribution of normalised residuals as a function of the AL
sampling coordinate. In Fig. 30, we plot these residuals in the
form(
Obs − Exp

)2

σ2 , (50)

interpreting this quantity as the contribution of each sample to
the χ2

red computation. The top panel shows residuals for the BP
case: the vertical red line at u ' 14.7 corresponds to the wave-
length λ = 640 nm and roughly identifies the position of the
filter cut-off while the vertical blue dashed line at u ' 51.4 cor-
responds to wavelength λ = 330 nm and roughly corresponds to
the filter cut-off: outside this range the mean spectrum contains
only the contribution coming from other parts of the spectrum
due to the effect of LSF smearing. Red and yellow curves rep-
resent the P50 and the P16 and P84 percentile distributions. A
relevant piece of information coming from this plot is that while
the χ2 contribution coming from the spectrum is reliable, with
the median confined within the 1−10 range, we observe unre-
alistic values in the spectra wings that would make the global
χ2 useless. The situation is similar for the RP case shown in the
bottom plot (the dashed blue line identifies the filter cut-off at
λ = 640 nm, the red line the cut-off at λ = 1030). The discrep-
ancies in the wings of spectra are driven by small systematic
differences between observations and model predictions that are
mostly due to the LSF model: the transmissivity of the instru-
ment in that sample range is almost null and all the detected
photons are due indeed to the smearing action of the LSF (they
originate from different wavelengths); a small systematic effect
in the wings of the LSF model can justify the observed discrep-
ancies. To evaluate the χ2 in the coefficient space, we then safely
excluded a few pixels in the wings of sampled spectra from the
computation, projecting only the sample range u = [9, 53], and
obtaining the distributions visualised in Fig. 31 for both instru-
ments. We plot the distributions for sources with G > 12 as blue
and red histograms for BP (left) and RP (right), respectively,
while brighter sources are represented as green distributions in
both plots. The peak for the faint sources is located roughly at
χ2 ' 6 for BP and χ2 ' 3 for RP: these rather large values may
be in part due to an underestimation of spectra covariances, but
there is evidence that the calibration error budget coming from
the instrument models ensemble may also be underestimated
because of the suboptimal procedure followed for its construc-
tion (differential evolution algorithm instead of a more appro-
priate Markov chain Monte Carlo method). Values for bright
sources are meaningless because of the combined effect of sys-
tematic differences in the shapes of spectra seen in Sect. 8.1 and
unreliable coefficient covariances.

8.2. Comparing mean spectra in wavelength space

Figure 32 shows the comparison between Gaia ECS and the
corresponding reference SED from external data for the same
sources as in Fig. 21. The ECS is compared to the degraded
version of the SED computed as described at the beginning
of Sect. 8. Although the agreement between the distribution is
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Fig. 31. Reduced χ2 distributions for BP (left) and RP (right) computed
on the set of SPSS, PVL, and NGSL spectra.

Fig. 32. Comparison between ECS and model SED for
source Gaia DR3 1435896975388228224 (top) and source
Gaia DR3 4339417394313320192 (bottom). The black curve repre-
sents the Gaia ECS, the yellow curve represents the corresponding
high-resolution SED from external data, and aquamarine open circles
are the SED degraded at a spectral resolution corresponding to one
Gaia pixel.

excellent, some wiggles are present, especially in the top plot in
the blue part of the spectrum and around the Balmer absorption
lines. The wiggles originate in the basis inversion process and
their effect can vary a lot in ECS as can be seen by looking at the
other examples in this section.

Figure 33 shows the ECS SED comparison for the same
sources represented in Fig. 27. These sources have reference
SEDs with almost the same shape, but different magnitudes
(G = 6.82 in the top panel vs. G = 12.46 in the bottom panel).
The intensity of wiggles is much higher in the bright source
with respect to the fainter one, especially for λ . 500 nm,
indicating that neither the shape of the spectrum nor the noise
level necessarily determines the amount of wiggling. Another
example of two sources with similar spectral type and compara-
ble apparent magnitude but different wiggle intensity is given
in Fig. 34: sources Gaia DR3 1399559249961569792 (G =
13.32) and Gaia DR3 2323394345824851584 (G = 13.62),
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Fig. 33. Comparison between ECS and model SED for
source Gaia DR3 1435190745326633984 (top) and source
Gaia DR3 1633143932573832448 (bottom), the same sources
represented in Fig. 27. The colour coding and symbols are the same as
in Fig. 32.

both belonging to the SPSS catalogue. Finally, an example of
ECS comparison for two sources with emission lines is shown
in Fig. 35: source Gaia DR3 4007020769942990080 (top) and
source Gaia DR3 4467076569812517248 (bottom) with magni-
tudes of G = 16.45 and G = 17.31, respectively, both contained
in the SDSS catalogue, exhibit an extremely different wiggle
intensity in the blue part of their spectra, with the fainter one
showing a better-behaved ECS (therefore wiggle intensity is not
directly related to S/N).

A more global analysis is presented in Fig. 36, which shows
the percentage residuals computed on the whole set of SPSS,
PVL, and NGSL samples divided into two luminosity classes,
sources with G > 12 in the top panel and sources with G < 12
in the bottom panel. If we compare these residuals with the
equivalent quantities measured on ICS (Fig. 24), the effect of
wiggles is evident. Nevertheless, the red lines representing the
median of the distributions, once smoothed by a Gaussian with
σ = 10 nm, show a substantially equivalent behaviour to that
seen in the ICS residuals. Finally, Fig. 37 shows the normalised
residuals for the faint sample. The error is computed here as the
sum in quadrature of the contribution of the ECS error and the
error on the model SED computed by propagating the errors on
the full-resolution SED following Eq. (47) under the hypothesis
that errors are independent. Percentiles P16 and P84 (red curves),
smoothed by a Gaussian with σ = 10 nm, are used as a proxy to
the actual standard deviation of the residuals which proves to be
wider than expected. This result may in part be due to the lack
of covariance terms for the high-resolution SED samples, which
results in underestimation of the model error; however, the result
is consistent with what is seen in Fig. 29 for the ICS comparison.
The systematic colour-dependent difference seen in ICS at wave-
lengths λ < 400 nm is still present and is illustrated in Fig. 38: a
sample of SPSS ECS with colour ranging from GBP−GRP = 0.06
(top left panel) to GBP−GRP = 2.65 (bottom right panel) is com-
pared against the corresponding model SED. While the ECS is
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Fig. 34. Comparison between ECS and model SED for
source Gaia DR3 1399559249961569792 (top) and source
Gaia DR3 2323394345824851584 (bottom), two SPSSs of simi-
lar spectral type and magnitude. The colour coding and symbols are the
same as in Fig. 32.
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Fig. 35. Comparison between ECS and model SED for
source Gaia DR3 4007020769942990080 (top) and source
Gaia DR3 4467076569812517248 (bottom), two QSOs from the
SDSS catalogue. The colour coding and symbols are the same as in
Fig. 32.

fainter than expected in the bluest source, it becomes systemat-
ically brighter than expected for redder sources. Moreover, the
difference is higher at smaller wavelengths, following the same
behaviour shown in Fig. 25 for ICS.

Fig. 36. Percentage residuals between ECS and reference fluxes for
sources with G > 12 (top) and G < 12 (bottom), for the full set of SPSS,
PVL, and NGSL samples. The colour map encodes the GBP−GRP colour
index. The red curve represents the median distribution smoothed by a
Gaussian with σ = 10 nm.

Fig. 37. Normalised residuals between ECS and reference fluxes for
sources with G > 12. The two red curves represent the P16 and P84
percentile distributions smoothed by a Gaussian with σ = 10 nm. The
±2 levels are also plotted as horizontal dashed black lines.

8.3. Effect of the reconstruction error on ECS

In Sect. 7.1 we evaluate the numerical reconstruction error on
inverse bases by forward modelling their image through the
instrument model and comparing the resulting functions with
the original Hermite functions. As discussed in Sect. 7.2, well-
behaved Gaussian noise on the instrument model can badly prop-
agate to inverse bases, creating systematic errors in ECS. To
look for such systematic effects, we performed the following
test: using measured BP/RP mean spectra coefficients of SPSS,
PVL, and NGSL sources, we computed the corresponding ECS,
and then we forward modelled the BP/RP mean spectra cor-
responding to these ECS in sample space and compared the
results with the original Gaia BP/RP sampled mean spectra.
This comparison is shown in Fig. 39 as percentage residuals (top
panel) and as normalised residuals (bottom panel) as a function
of wavelength. In the second case, the normalisation is done by
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Fig. 38. Comparison between ECS and model SED for SPSS with
colour index GBP−GRP respectively equal to (from left to right, from top
to bottom) 0.06, 0.27, 0.83, 1.03, 1.07, 1.35, 1.68, 2.26, and 2.65. ECS
flux at wavelengths λ < 400 nm is systematically lower than expected
for bluer sources and higher than expected for the redder ones. The
colour convention and symbols are the same as in Fig. 32.

dividing the residuals by the error on the model spectra6. In both
cases, residuals are computed as observation minus model and
the colour-coding indicates source colour. The percentage resid-
uals show a strong systematic difference in RP for wavelengths
λ & 950 nm, while in the remaining RP wavelength range, resid-
uals are extremely well behaved, and are generally confined to
the ±0.1% region. In comparison, BP shows more important rip-
ples confined to the range ±0.2% for wavelengths in the inter-
val [480, 600] nm, progressively worsening outside this interval.
It is interesting to notice the colour dependence of the ampli-
tude of the ripples from the GBP−GRP colour index, with red-
der sources showing more extended ripples than bluer ones. The
mean behaviour of the residuals at the shortest wavelength is
more clear in the bottom panel, where the normalisation by the
error has the effect of smoothing the ripples in the blue part of
the BP spectrum, particularly for the reddest sources: residuals
reveal a significant increasing systematic difference for wave-
lengths λ . 350 nm. Residuals for RP at longer wavelengths
show a trend with colour index; this is expected considering
the larger flux errors at these wavelengths for blue sources than
for redder ones. Finally, it is worth noting that these systematic
effects have a much smaller amplitude than those seen in the ICS
comparison in Fig. 24 and consequently their amplitude in wave-
length space could possibly be overwhelmed by other systematic
effects, such as those mentioned in relation to Figs. 36 and 37.

8.4. Synthetic photometry on ECS

The availability of calibrated low-resolution SEDs means var-
ious applications are possible, such as performing wide- and
medium-band synthetic photometry in any photometric system
whose passbands are fully enclosed in the 330−1050 nm wave-
length range covered by Gaia BP and RP spectra. The sci-

6 Errors on the measured BP/RP spectra are irrelevant here because
we start from the noisy spectrum and compare back to it.

Fig. 39. Effect of the reconstruction error on ECS. Top: percentage
residuals between mean BP/RP fluxes and corresponding forward mod-
elled mean spectra computed from the ECS and instrument models as a
function of wavelength; the plot uses data for the full set of SPSS, PVL,
and NGSL samples. Bottom: residuals are normalised by the model
error. In both cases, the colour map encodes the GBP−GRP colour index,
while horizontal dashed lines placed at ±1 provide a reference. The ver-
tical grey line at λ = 640 sets the separation between BP and RP data.

ence verification paper by Gaia Collaboration (2023b) is dedi-
cated to this specific application. Here, we use this technique for
the validation of our calibrations because it allows comparisons
with completely independent reference data. In the following,
we illustrate two different test cases: a comparison with Landolt
standard photometry in the Johnson-Kron-Cousins (JKC here-
after, Bessell 2005) system and a comparison with Hipparcos
photometry in the BT , VT , and Hp bands (van Leeuwen et al.
1997). In both cases, we first show a comparison between syn-
thetic photometry realised on external SED data and synthetic
photometry on ECS data computed for the SPSS, PVL, and
NGSL samples to verify the consistency between the two scales.
We then test the ECS synthetic photometry against external pho-
tometric standards to allow for independent validation of the
ECS flux scale. The acronym HRS is used to distinguish external
high-resolution spectra from ECS data.

8.4.1. Landolt photometry

A first comparison is made by computing synthetic photome-
try in the JKC system (Johnson & Morgan 1953; Johnson 1963;
Kron et al. 1953; Cousins 1973, 1983, 1984) for a set of nearly
32 800 sources belonging to the Landolt collection of standard
stars (Landolt & Uomoto 2007; Landolt 1992, 2007, 2009, 2013;
Clem & Landolt 2013, 2016); for a detailed description of this
reference sample and the selection criteria applied to the orig-
inal collection please refer to Pancino et al. (2022) and refer-
ences therein. The comparison is performed in the B, V , R, and
I passbands only because U band does not fall entirely within
the wavelength range covered by Gaia BP and RP spectra: pass-
band response curves are taken from Bessell & Murphy (2012).
Before comparing synthetic ECS photometry with Landolt data,
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Fig. 40. Comparison between synthetic photometry computed on exter-
nal high-resolution spectra and that computed on ECS in the Johnson-
Kron-Cousins photometric system. Data are from SPSS (open red
circles), PVL (blue crosses), and NGSL (open green triangles) sam-
ples. The comparison is shown as a function of G magnitude (left) and
colour index GBP−GRP (right). Two horizontal lines at ±0.02 are shown
for reference.

it is useful to check the impact of systematic effects in ECS
on the synthetic photometry itself. To do this, we compare the
synthetic photometry computed on external reference SEDs for
SPSS, PVL, and NGSL with the corresponding synthetic pho-
tometry computed on ECS (Fig. 40). Residuals are shown as
a function of G magnitude and colour index GBP−GRP on the
left and right panels, respectively. As expected, the most rele-
vant systematic differences are seen in the G . 11 bright range
(covered mostly by NGSL sources, plotted as green open tri-
angles, and PVL data, plotted as blue crosses): synthetic ECS
magnitudes are brighter than their HRS counterparts by nearly
0.02 mag in B, are fainter than expected by about 0.01 mag in
V and R bands, and are again brighter by '0.01 mag in I band.
Plots against colour index do not show any relevant colour trend,
except for the blue part of the I band where SPSS data (red open
circles) create a cluster of points with a mean residual around
'−0.01 mag (however, we note that SPSS data are more noisy in
I band compared to other filters).

Figure 41 shows residuals between the standard photome-
try and ECS synthetic photometry for the Landolt standards as a
function of G magnitude (left panels) and GBP−GRP colour index
(right panels) for the B, V , R, and I bands of the JKC system. Red
curves represent the median (P50) of the distributions. Residuals
as a function of G magnitude reveal a magnitude-dependent term
at the faint end (at G & 16): as discussed by Gaia Collaboration
(2023b), this trend in residuals is interpreted as the result of a
systematic overestimation of background in Gaia BP and RP
spectra, which causes the actual BP and RP fluxes to be slightly
underestimated. This effect was already revealed by Evans et al.
(2018) by their comparison between Gaia DR2 photometry and
external data, where the hockey stick term was first used to
describe the observed feature, and by Riello et al. (2021), who
compared G-band photometry and synthetic G photometry com-
puted on ECS (see their Fig. 23). At magnitudes G . 11, resid-
uals show offsets analogous to those seen in Fig. 40. However

Fig. 41. Comparison between Landolt standard BVRI magnitudes and
synthetic BVRI photometry in the Johnson-Kron-Cousins system com-
puted on externally calibrated BP and RP spectra for a sample of 32 781
sources selected from the Landolt collection of standards. Left: residu-
als as a function of magnitude. The red lines represent the smoothed
median distributions. Right: residuals as a function of GBP−GRP colour
for sources with G < 17.

Table 2. Offsets measured in the BVRI bands between Landolt stan-
dards and ECS synthetic photometry flux scale.

B V R I

∆ mag 0.005 0.005 0.018 0.009
St. Dev. 0.027 0.017 0.015 0.015

the overall accuracy estimated through the comparison with Lan-
dolt standards is excellent and ranges from 5 mmag in B band to
18 mmag in R band, while the standard deviations for sources
with G < 17 range from 27 mmag for B to 15 mmag for R band
(values are reported in Table 2). To minimise the noise due to
the hockey stick effect and better trace the genuine colour terms,
plots as a function of GBP−GRP colour index refer only to sources
with G < 17. These residuals reveal a significant colour term
in the B filter causing differences of up to 0.06 mag in the con-
sidered colour range. This colour term could be related to sys-
tematic effects impacting the blue part of ECS, considering that
the B transmission curve extends to wavelengths λ < 400 nm.
A smaller colour term is still visible in the V and R bands
while residuals in I band are almost flat with differences within
0.01 mag.

8.4.2. Hipparcos photometry

The Hipparcos mission7, in addition to state-of-the art
astrometry for the time, provided space-based photometry in
three wide bands for the '105 stars included in the cat-
alogue (Perryman et al. 1997; van Leeuwen et al. 1997). The
Hipparcos BT and VT passbands are similar to JKC B and
V , respectively, while the Hp band ranges from '340 nm to

7 https://www.cosmos.esa.int/web/hipparcos/home
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Fig. 42. Comparison between synthetic photometry computed on exter-
nal high-resolution spectra and on ECS in the Hipparcos Hp and Tycho
BT ,VT photometric system. SPSSs are represented as open red circles,
PVLs as blue crosses, and NGSLs as open green triangles. The dif-
ference between the two sets of magnitudes is shown as a function of
G magnitude (left) and colour index GBP−GRP (right). Two horizontal
lines at ±0.02 are shown for reference.

'900 nm, peaking around '450 nm. Hipparcos photometry is
generally recognised as a benchmark of excellent precision (see
e.g. Bessell 2005), and 95% of the stars have uncertainties of
<0.01 mag in Hp. The comparison with Gaia photometry is lim-
ited by the relatively bright magnitude limit of the Hipparcos
catalogue, where the vast majority of stars have G < 11.0. The
original passband curves (van Leeuwen et al. 1997) were revised
by Bessell & Murphy (2012) who provide improved transmis-
sivity curves that we adopt for the comparisons shown in this
section.

Figure 42 shows the comparison between HRS and ECS syn-
thetic photometry computed on SPSS, PVL, and NGSL spec-
tra. Symbols are the same as Fig. 40. As can be seen, thanks to
its large width, the Hp photometry shows excellent agreement
between the two sets, with no magnitude or colour trends. On
the other hand, the BT filter, covering the more problematic BP
wavelength region at λ < 400 nm, shows differences of up to
0.02 mag for sources brighter than G . 10.5 – the magnitude
range covered by Hipparcos catalogue – while the agreement is
still excellent at fainter magnitudes. VT photometry shows better
agreement, with synthetic ECS magnitudes being slightly fainter
(∼0.01 mag) than their HRS counterparts at the bright end.

The original Hipparcos catalogue, once cross-correlated
with the Gaia DR3 catalogue, gives a list of 99 525 matches
that reduce to a list of 88 662 sources when the selection criteria
for published BP and RP spectra are applied (Fouesneau et al.
2023; De Angeli et al. 2023). According to van Leeuwen et al.
(1997), the magnitude scales for Hipparcos passbands were
chosen such that Hp = VT = V and BT = B at B − V = 0, and
therefore in order to compare these magnitude scales to synthetic
ECS magnitude, we need to adjust our zero points accordingly,
with the following relations (see details in Appendix E):

Hp = Hp ECS + 0.022 (51)
BT = BT ECS + 0.054 (52)
VT = VT ECS + 0.011. (53)

Residuals between standard Hipparcos/Tycho magnitudes and
synthetic ECS magnitudes computed through Bessell passbands
are shown in Fig. 43 as a function of GBP−GRP colour index.
The Hp panel (top) reveals a small colour term spanning an

Fig. 43. Residuals between Hipparcos/Tycho standard magnitudes
and synthetic photometry from ECS computed assuming revised
Bessell & Murphy (2012) passbands. Red curves are the median dis-
tributions; horizontal lines at ±0.02 are shown for reference.

excursion of less than 2 mmag along the whole colour range. At
GBP−GRP = 0.0, the median distribution (red curve) shows an
offset of roughly 10 mmag. Due to the rather large width of the
Hp band, the collected flux is larger than that from the other two
bands, resulting in a very narrow sequence of residuals with a
standard deviation of ∼12 mmag. BT band residuals are almost
flat along the whole colour range, with a standard deviation of
∼34 mmag. Good agreement is also found in VT band, with a
small colour term spanning an excursion similar to that of Hp
band but opposite in sign; the standard deviation of the resid-
uals is ∼26 mmag. The comparison with Hipparcos photome-
try also provides a unique opportunity to test the spatial homo-
geneity of BP and RP spectrophotometry over the entire sky
with space-based data. In order to show the residuals between
the Hipparcos and Gaia synthetic magnitude scales, excluding
colour systematic effects, we fitted each median distribution of
Fig. 43 with a fourth degree polynomial function in GBP−GRP
colour and subtracted this term from ∆mag: Figure 44 shows the
HEALPiX level 3 maps in Galactic coordinates (Hammer Aitoff
projections) of residuals in the three bands, limiting the repre-
sentation to sources with |C?| < 0.058, −0.5 < GBP−GRP < 3.0
and |∆mag| < 0.2 to avoid spurious signals due to outliers. The
maps show that the synthetic photometry from Gaia BP and RP
spectra matches the original Hipparcos photometry to within

8 See Riello et al. (2021) for C? definition.
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Fig. 44. HEALPiX level 3 maps in Galactic coordinates (Hammer Aitoff
projection) of the median residuals between standard Hipparcos/Tycho
magnitudes and synthetic magnitudes from ECS, after correction for the
small colour trends shown in Fig. 43. To avoid spurious signals, we lim-
ited the comparison to stars with −0.5 < GBP−GRP < 3.0, |∆mag| < 0.2,
and |C?| < 0.05. The '80 000 sources involved are not evenly dis-
tributed but cover the entire sky at this resolution: beige pixels cor-
respond to absolute median differences .2.5 mmag and not to empty
pixels.

±5.0 mmag in the vast majority of cases, in all three Hipparcos
bands. Fluctuations of amplitude &10.0 mmag are quite rare. It is
interesting to compare these maps with the sky density of objects
with BP/RP spectral data represented in the top left panel of
Fig. 28 of De Angeli et al. (2023): sky regions with higher resid-
uals in the BT map correspond to regions with a lower number
of BP/RP observations.

9. Known problems and caveats

9.1. Saturation

Saturation can affect observations of bright sources. Even though
an ad hoc gating scheme has been designed and configured to
reduce the effective exposure time and avoid saturation, large
uncertainties in the on-board magnitude estimates at the bright
end imply that gate activation is not always optimal. Moreover,
the saturation level is different between different CCDs and dis-

Fig. 45. Examples of heavily saturated spectra taken from the NGSL
set: sources Gaia DR3 2067518817314952576 (top) with G = 2.11 and
GBP−GRP = 0.99 and Gaia DR3 2106630885454013184 (bottom) with
G = 2.36 and GBP−GRP = 2.42. Colour coding and symbols are the
same as in Fig. 21.

persion differences across the focal plane will also play a role.
A bright source can therefore have a mixture of saturated and
non-saturated BP/RP observed spectra. The size of the effect on
combined mean spectra will depend on the fraction of saturated
versus non-saturated epoch spectra and on the size of the effects
on single observations. As a consequence, the shape of a satu-
rated spectrum may not always be recognisable as a spectrum
with a cropped, sharp, flat section at the top of it, corresponding
to some fixed flux threshold, but it can exhibit a very complicated
behaviour, as can be seen in Fig. 45 where a couple of examples
are shown.

The NGSL sample (containing very bright sources up to
G = 1.97) represents an ideal dataset for assessing the effect
of saturation in Gaia spectra. We use synthetic photometry to
measure the saturation level present in spectra by comparing the
synthetic flux in BP and RP measured on the Gaia ECS with the
synthetic flux obtained on NGSL SEDs. The difference between
the corresponding synthetic magnitudes is represented in Fig. 46
as a function of the source magnitude in the same filter: results
for BP and RP are shown respectively in left and right top pan-
els. Saturation in BP spectra starts around BP ' 4.5 depending
on the colour, with redder sources being increasingly affected.
This behaviour is due to the properties of the BP dispersion rela-
tion: in the case of a red source as in the example shown in
Fig. 45 (lower panel), most of the source flux is concentrated in
a few pixels. These are the ones that will saturate in the case of
a sufficiently bright source. At the same flux level, a bluer/hotter
source has less chance of saturating because photons are dis-
tributed over a wider range of samples. In the case of the RP,
saturation is found at magnitudes RP . 3 and affects mostly red
sources. In the bottom left panel of Fig. 46, data for both BP
and RP are plotted against the G magnitude. Sources showing
signs of saturation in their BP or RP spectra (differences in shape
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Fig. 46. Saturation in BP and RP spectra. Top: difference between synthetic magnitudes computed on NGSL SEDs and the corresponding synthetic
magnitude computed on Gaia ECS, used as an indicator of saturation in Gaia spectra. Differences are computed for the BP band (left) and RP
(right). Bottom: delta synthetic magnitudes measured on both BP and RP spectra against the G magnitude of the source (left); filled symbols
represent spectra with clear signs of saturation (selected manually) in their spectra shape. Right panel: distributions of BP and RP saturated spectra
against the distribution for unsaturated sources.

Fig. 47. Flux error distribution for the externally calibrated spectrum of
source Gaia DR3 1435896975388228224. Errors are characterised by
the presence of wiggles.

between observed ICS and model prediction) were selected man-
ually and are visualised in the plot as filled symbols while well
behaved sources are represented as open transparent ones. The
bottom right panel of Fig. 46 shows the distribution with G
magnitude of all NGSL objects and those that show saturation
in BP or RP: from the histogram, we can conclude that satura-
tion is not significant at G > 5, and that most sources will have
saturated BP spectra at G . 4, and it is only G . 3.5 that satura-
tion will also occur in most RP spectra. A final word of caution
should be added here to say that given the very small number
of sources brighter than the thresholds indicated in this section
and the fact that Gaia was not designed to cover such bright
magnitudes, further investigation is needed to completely under-
stand the origin of the discrepancies observed in Fig. 46. Other

effects such as CCD non-linearities and larger uncertainties in
the source astrometry could play a role.

9.2. Wiggles in ECS errors

The ECS flux error distribution against wavelength shows
wiggles, as seen in Fig. 47 for source Gaia DR3 1435896
975388228224. This is visible for all sources. Considering that
the flux error is computed as the squared root of the diagonal
elements of the covariance matrix on the ECS (see Eq. (37)) and
that the flux error distribution of BP/RP ICS does not show such
wiggles, we deduce that the effect is a numerical problem intro-
duced by the inversion process and may be due to poor condi-
tioning of the inverse basis design matrices.

10. Summary and conclusions

This paper describes the process leading to the external calibra-
tion of Gaia BP and RP low-resolution spectra. We derived an
instrument model for the BP and RP spectrophotometers that
allows us to forward-model observed Gaia mean spectra starting
from empirical or theoretical SEDs. The model has been opti-
mised using a large set of primary flux calibrators (SPSS) and
secondary calibrators (PVL and emission lines sources).

Through inverse modelling, we generated a set of inverse
bases allowing the reconstruction of externally calibrated low-
resolution SEDs for the 220 million sources with published
BP/RP spectra within Gaia DR3. These reconstructed SEDs are
flux- and wavelength calibrated and have an increased resolution
with respect to the original mean spectra due to mitigation of
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the LSF smearing effect. Errors associated to calibrated spectra
appear to be underestimated, especially for sources brighter than
magnitude G ' 12.

Comparison with external data reveals the presence of
systematic effects in the wavelength region below λ <
400 nm. These systematic effects are a function of the colour
of the sources and, to a lower degree, their magnitude.
Furthermore, smaller magnitude-dependent systematic effects
impacting sources brighter than G ' 12 are present in the wave-
length range 560−600 nm and in the red part of the spectra
at λ ' 950 nm. Externally calibrated spectra are occasionally
affected by the presence of numerical artefacts in the form of
ripples produced by the basis inversion process.

Calibrated spectra were also validated by comparing syn-
thetic photometry in the Johnson-Kron-Cousins system with
Landolt standard sources and in the Hipparcos Hp and Tycho-2
BT , VT passbands with the Hipparcos catalogue. In both cases,
we find excellent agreement overall, with typical accuracy rang-
ing from 5 to 20 mmag and precision between 15 and ∼30 mmag,
as measured by the standard deviation of the residuals over wide
colour and magnitude ranges. The comparison with Hipparcos
photometry demonstrates the excellent degree of spatial homo-
geneity of the synthetic photometry with a relative accuracy of
less than 2.7 mmag over 90% of the entire sky. Additional val-
idation by comparison with a large data set of reliable external
photometry is provided in Gaia Collaboration (2023b). Finally,
caution must be exercised when using the spectra of very bright
sources because of the presence of saturation, especially for
sources brighter than G ' 4.
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– the Israel Ministry of Science and Technology through grant
3-18143 and the Tel Aviv University Center for Artificial
Intelligence and Data Science (TAD) through a grant;

– the Agenzia Spaziale Italiana (ASI) through contracts
I/037/08/0, I/058/10/0, 2014-025-R.0, 2014-025-R.1.2015,
and 2018-24-HH.0 to the Italian Istituto Nazionale di
Astrofisica (INAF), contract 2014-049-R.0/1/2 to INAF for
the Space Science Data Centre (SSDC, formerly known as
the ASI Science Data Center, ASDC), contracts I/008/10/0,
2013/030/I.0, 2013-030-I.0.1-2015, and 2016-17-I.0 to the
Aerospace Logistics Technology Engineering Company
(ALTEC S.p.A.), INAF, and the Italian Ministry of Edu-
cation, University, and Research (Ministero dell’Istruzione,
dell’Università e della Ricerca) through the Premiale project
‘MIning The Cosmos Big Data and Innovative Italian Tech-
nology for Frontier Astrophysics and Cosmology’ (MITiC);

– the Netherlands Organisation for Scientific Research (NWO)
through grant NWO-M-614.061.414, through a VICI grant
(A. Helmi), and through a Spinoza prize (A. Helmi), and the
Netherlands Research School for Astronomy (NOVA);

– the Polish National Science Centre through HAR-
MONIA grant 2018/30/M/ST9/00311 and DAINA
grant 2017/27/L/ST9/03221 and the Ministry of Sci-
ence and Higher Education (MNiSW) through grant
DIR/WK/2018/12;

– the Portuguese Fundação para a Ciência e a Tecnolo-
gia (FCT) through national funds, grants SFRH/-
BD/128840/2017 and PTDC/FIS-AST/30389/2017,
and work contract DL 57/2016/CP1364/CT0006, the
Fundo Europeu de Desenvolvimento Regional (FEDER)
through grant POCI-01-0145-FEDER-030389 and its Pro-
grama Operacional Competitividade e Internacionalização
(COMPETE2020) through grants UIDB/04434/2020 and
UIDP/04434/2020, and the Strategic Programme UIDB/-
00099/2020 for the Centro de Astrofísica e Gravitação
(CENTRA);

– the Slovenian Research Agency through grant P1-0188;
– the Spanish Ministry of Economy (MINECO/FEDER,

UE), the Spanish Ministry of Science and Innova-
tion (MICIN), the Spanish Ministry of Education, Cul-
ture, and Sports, and the Spanish Government through
grants BES-2016-078499, BES-2017-083126, BES-C-2017-
0085, ESP2016-80079-C2-1-R, ESP2016-80079-C2-2-R,
FPU16/03827, PDC2021-121059-C22, RTI2018-095076-B-
C22, and TIN2015-65316-P (‘Computación de Altas Presta-
ciones VII’), the Juan de la Cierva Incorporación Programme
(FJCI-2015-2671 and IJC2019-04862-I for F. Anders), the
Severo Ochoa Centre of Excellence Programme (SEV2015-
0493), and MICIN/AEI/10.13039/501100011033 (and the
European Union through European Regional Development
Fund ‘A way of making Europe’) through grant RTI2018-
095076-B-C21, the Institute of Cosmos Sciences Univer-
sity of Barcelona (ICCUB, Unidad de Excelencia ‘María
de Maeztu’) through grant CEX2019-000918-M, the Uni-
versity of Barcelona’s official doctoral programme for
the development of an R+D+i project through an Ajuts
de Personal Investigador en Formació (APIF) grant, the
Spanish Virtual Observatory through project AyA2017-
84089, the Galician Regional Government, Xunta de
Galicia, through grants ED431B-2021/36, ED481A-2019/
155, and ED481A-2021/296, the Centro de Investigación
en Tecnologías de la Información y las Comunica-
ciones (CITIC), funded by the Xunta de Galicia and
the European Union (European Regional Development

Fund – Galicia 2014-2020 Programme), through grant
ED431G-2019/01, the Red Española de Supercomputación
(RES) computer resources at MareNostrum, the Barcelona
Supercomputing Centre - Centro Nacional de Supercom-
putación (BSC-CNS) through activities AECT-2017-2-0002,
AECT-2017-3-0006, AECT-2018-1-0017, AECT-2018-2-
0013, AECT-2018-3-0011, AECT-2019-1-0010, AECT-
2019-2-0014, AECT-2019-3-0003, AECT-2020-1-0004, and
DATA-2020-1-0010, the Departament d’Innovació, Univer-
sitats i Empresa de la Generalitat de Catalunya through
grant 2014-SGR-1051 for project ‘Models de Progra-
mació i Entorns d’Execució Parallels’ (MPEXPAR), and
Ramon y Cajal Fellowship RYC2018-025968-I funded by
MICIN/AEI/10.13039/501100011033 and the European Sci-
ence Foundation (‘Investing in your future’);

– the Swedish National Space Agency
(SNSA/Rymdstyrelsen);

– the Swiss State Secretariat for Education, Research, and
Innovation through the Swiss Activités Nationales Com-
plémentaires and the Swiss National Science Founda-
tion through an Eccellenza Professorial Fellowship (award
PCEFP2_194638 for R. Anderson);

– the United Kingdom Particle Physics and Astronomy
Research Council (PPARC), the United Kingdom Science
and Technology Facilities Council (STFC), and the United
Kingdom Space Agency (UKSA) through the following
grants to the University of Bristol, the University of Cam-
bridge, the University of Edinburgh, the University of
Leicester, the Mullard Space Sciences Laboratory of Uni-
versity College London, and the United Kingdom Ruther-
ford Appleton Laboratory (RAL): PP/D006511/1, PP/D0065
46/1, PP/D006570/1, ST/I000852/1, ST/J005045/1, ST/K00
056X/1, ST/K000209/1, ST/K000756/1, ST/L006561/1,
ST/N000595/1, ST/N000641/1, ST/N000978/1, ST/N0011
17/1, ST/S000089/1, ST/S000976/1, ST/S000984/1, ST/S
001123/1, ST/S001948/1, ST/S001980/1, ST/S002103/1,
ST/V000969/1, ST/W002469/1, ST/W002493/1, ST/W0
02671/1, ST/W002809/1, and EP/V520342/1.

The Gaia project and data processing have made use
of:

– the Set of Identifications, Measurements, and Bibliog-
raphy for Astronomical Data (SIMBAD, Wenger et al.
2000), the ‘Aladin sky atlas’ (Bonnarel et al. 2000;
Boch & Fernique 2014), and the VizieR catalogue access
tool (Ochsenbein et al. 2000), all operated at the Centre de
Données astronomiques de Strasbourg (CDS);

– the National Aeronautics and Space Administration (NASA)
Astrophysics Data System (ADS);

– the SPace ENVironment Information System (SPENVIS),
initiated by the Space Environment and Effects Section
(TEC-EES) of ESA and developed by the Belgian Insti-
tute for Space Aeronomy (BIRA-IASB) under ESA contract
through ESA’s General Support Technologies Programme
(GSTP), administered by the BELgian federal Science Pol-
icy Office (BELSPO);

– the Spanish Virtual Observatory (https://svo.cab.
inta-csic.es) project funded by MCIN/AEI/10.1303
9/501100011033/ through grant PID2020-112949GB-I00
(Rodrigo & Solano 2020);

– the software products TOPCAT, STIL, and STILTS (Taylor
2005, 2006);

– MATLAB (MATLAB 2018);
– Matplotlib (Hunter 2007);
– IPython (Pérez & Granger 2007);
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– Astropy, a community-developed core Python package for
Astronomy (Astropy Collaboration 2018);

– NumPy (Harris et al. 2020);
– pyphot (http://github.com/mfouesneau/pyphot);
– the Hipparcos-2 catalogue (van Leeuwen 2007). The

Hipparcos and Tycho catalogues were constructed under
the responsibility of large scientific teams collaborating
with ESA. The Consortia Leaders were Lennart Linde-
gren (Lund, Sweden: NDAC) and Jean Kovalevsky (Grasse,
France: FAST), together responsible for the Hipparcos Cat-
alogue; Erik Høg (Copenhagen, Denmark: TDAC) responsi-
ble for the Tycho Catalogue; and Catherine Turon (Meudon,
France: INCA) responsible for the Hipparcos Input Cata-
logue (HIC);

– the Tycho 2 catalogue (Høg et al. 2000), the construction of
which was supported by the Velux Foundation of 1981 and
the Danish Space Board;

– The Tycho double star catalogue (TDSC, Fabricius et al.
2002), based on observations made with the ESA
Hipparcos astrometry satellite, as supported by the Dan-
ish Space Board and the United States Naval Observatory
through their double-star programme;

– the VizieR catalogue access tool (CDS, Strasbourg, France).
This publication made extensive use of the online authoring
Overleaf platform (https://www.overleaf.com/).

Appendix B: Data products

The BP and RP data are made available via the Gaia archive9.
BP and RP mean spectra are published for 219,197,643
sources. This list includes mostly sources with G-band mag-
nitude brighter than 17.65 mag and more than 15 CCD tran-
sits contributing to the generation of the mean spectra for both
BP and RP. Other selection criteria were also applied; see
De Angeli et al. (2023) for more details.

All BP and RP spectra are provided in their continuous repre-
sentation. See Sect. 4 and Appendices A and B in De Angeli et al.
(2023) for a description of the data format and for download
instructions. For a subset of sources with BP and RP spec-
tral data including only sources brighter than G = 15 mag
(the exact list can be obtained by selecting entries with gaia_
source.has_xp_sampled=‘t’) BP and RP spectra are also
provided in the sampled representation on a default grid as exter-
nally calibrated spectra in absolute flux and wavelength sys-
tems. These can be retrieved via DataLink from the archive
interface or programmatically selecting the sampled type (XP
mean sampled spectra on the web interface and retrieval_
type=‘XP_SAMPLED’ when using astroquery from Python).

Externally calibrated sampled spectra for all sources, option-
ally on a user-defined wavelength grid, can be obtained via
GaiaXPy (De Angeli et al., in prep.), a Python package devel-
oped to help users of the BP and RP spectral data.

Inverse bases computed for a default wavelength sam-
pling (XpMerge/XpSampling tables) are distributed in a ded-
icated Cosmos page: https://www.cosmos.esa.int/web/
gaia/dr3-xpmergexpsampling GaiaXPy provides the possi-
bility to sample ECS on a user-defined wavelength grid.
GaiaXPy provides the possibility to forward model mean BP

and RP sampled spectra via the IM on a user-defined pseudo-
wavelength grid: optionally GaiaXPy is capable to project these
spectra into coefficients space allowing for the simulation of
spectra in their continuous representation. GaiaXPy is avail-

9 https://gea.esac.esa.int/archive/

able on a dedicated Cosmos page: https://www.cosmos.esa.
int/web/gaia/gaiaxpy.

Appendix C: LSF model implementation

The current model for the PSF/LSF representation is based on
the preliminary studies and developments described in several
technical notes by Lindegren (2006, 2009, 2010). Here we sketch
the basic ideas while a complete description of the model is
available in Montegriffo (2017). The optical PSF PO

λ describes
the instantaneous two dimensional intensity distribution in the
image of a point source on the CCD: it depends on the optical
diffraction of the instrument and the optical aberrations and it
is computed as the Fourier transform of the complex amplitude
of the incident wavefront in the pupil plane A. Let (x, y) be lin-
ear coordinates in the pupil plane in meters, and (u, v) the corre-
sponding angular coordinates in the image plane in radians, then
for a given WFE map w(x, y) we get

A(x, y) =

{
ei 2π

λ w(x,y) for (x, y) ∈ pupil
0 otherwise,

(C.1)

and

PO
λ (u, v) =

1
λ2DxDy

[∫ ∫ ∞

−∞

A(x, y) ei 2π
λ (xu+yv) dx dy

]2

, (C.2)

where Dx and Dy are the pupil dimensions along x and y: Gaia
telescopes have two rectangular primary mirrors with dimen-
sions Dx = 1.4510 m and Dy = 0.5016 m.

The WFE map depends on the FoV and field angles, but
is independent from wavelength and should be relatively sta-
ble over time. However, it is important to understand that the
optical PSF is never observed directly: what is observed is the
effective PSF, which takes into account the discretised nature of
the data as well as the additional smearing introduced by the
TDI technique and the effects due to charge diffusion. The effec-
tive PSF Pm can be computed as the inverse Fourier transform
of the product between the modulation transfer function (MTF)
M and the optical transfer function Om (by definition Om is the
Fourier Transform of the optical PSF, Eq. C.2). The total MTF
must combine the effect of several spatial response functions,
i.e.:

– the AL pixel integration (a rectangle of width pu equal to the
CCD AL pixel size expressed in radians);

– the AL four-phase TDI charge transfer (a rectangle of width
pu/nu, where np = 4 is the number of phases per pixel);

– the AC pixel integration (a rectangle of width pv equal to the
CCD AC pixel size expressed in radians);

– the charge diffusion (modelled as a bivariate normal distri-
bution with diffusion width σu = σv = 4µm);

M( fx, fy) = sinc(π fx pu) sinc
(
π fx

pu

np

)
sinc(π fy pv) e−2π2(σ2

u f 2
x +σ2

v f 2
y ),

(C.3)

where fx and fy are the spatial frequencies AL and AC. The
effective PSF can then finally computed as:

Pm(u, v) =
1

4π2

∫ ∫ ∞

−∞

Om( fx, fy) M( fx, fy) e−i2π( fxu+ fyv) d fx d fy.

(C.4)

By definition, the PSF is normalised to unity. The effective LSF
Lm(u) is obtained by summing Eq. C.4 over the AC direction.
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Among all the effects cited here, the WFE maps modelling
optical aberrations are the most uncertain and as explained in
Sect. 4.2 numerical maps measured by Airbus are unusable.
Instead we model optical WFE maps as a linear combination
of normalised Legendre polynomials up to the 6th order: these
maps are randomly generated and scaled to have a root mean
square (RMS) uniformly distributed between 40 and 60 nm.
Using this setup we generated up to 5000 random numerical
WFE maps to compute the corresponding numerical LSFs: in
practice each LSF is sampled on a discrete wavelength grid of c
points unevenly distributed between 288 nm and 1150 nm with a
sampling scheme chosen to guarantee the same relative accuracy
of the PSF/LSF computation over the entire wavelength range.
Moreover these monochromatic LSFs are sampled over a regu-
lar grid of r points centred on u = 0 and with a spatial resolu-
tion high enough to sample the images at least to the Nyquist
frequency. Each numerical LSF is included twice by reversing
the AL axis in order to preserve the symmetry of the prob-
lem: LSFs are arranged into a stack of matrices Li ∈ R

r×c with
i = 1, . . . , 10000. From this stack we calculate the mean LSF L:

L =
1
n

n∑
i=1

Li, (C.5)

and then we compute a stack of residuals

L̃i = Li − L, (C.6)

that is reduced to a set of two-dimensional basis functions by
means of GPCA. In practice, an optimal (`1, `2)-dimensional
axis system, with `1 < r, `2 < c, defined by two matrices
U ∈ Rr×`1 and W ∈ Rc×`2 with orthonormal columns, is derived
such that the projections of the data points L̃i onto this axis sys-
tem have the maximum variance over all the possible (`1, `2)-
dimensional axis systems, where the variance is defined as:

var(U,W) =
1

n − 1

n∑
i=1

‖UT · L̃i ·W‖F . (C.7)

The symbol ‖.‖F denotes the Frobenius norm of a matrix. For
given U and W matrices, the projection of L̃i can be computed
as

Di = UT · L̃i ·W with Di ∈ R
`1×`2 . (C.8)

From Di we can reconstruct L̃i by setting

L̃i ≈ U · Di ·WT , (C.9)

then

Li ≈ U · Di ·WT + L, (C.10)

or, in extended notation:

L(ui, λ j) = Lui,λ j +

`1∑
m=1

`2∑
n=1

dm,n · Ui,m ·W j,n. (C.11)

The numerical mean LSF L is represented in Fig. C.1 in loga-
rithmic scale; the second term of Eq. C.11 is the component of
the model that is fitted during the optimisation process and rep-
resents the deviation of the current model from the mean LSF.

The reconstruction error for Li is then

Ei = ‖L̃i −U · Di ·WT ‖F = ‖L̃i −U ·UT · L̃i ·W ·WT ‖F . (C.12)

Fig. C.1. Mean LSF model L in logarithmic scale.

Fig. C.2. Empirical RMS error for the set of 10000 simulated LSFs
measured as function of order (`1, `2).

The RMS error is defined as:

RMS E =

√√
1
n

n∑
i=1

Ei
2, (C.13)

and it measures the average reconstruction error.
Figure C.2 shows the RMS error that has been measured

on the complete set of 10000 LSF as a function of (`1, `2): the
shape of the surface suggests that the LSF wavelength modelling
should require about half dimensions with respect to the AL
dependency modelling. The optimal subspace dimensions for
GPCA has been set to (`1, `2) = (20, 10). Columns of matri-
ces U and W can be interpreted as basis functions to model the
dependencies along the spatial coordinate u and the wavelength
coordinate λ respectively. The numerical LSF given by Eq. C.11
can be easily 2D-interpolated to continuous variables (u, λ) by
1D-interpolation of U and W bases separately. To ensure that
the interpolation for the U bases satisfies the ‘shift invariant
sum’ condition –i.e. preserves the underlying function normali-
sation independently from the sub-pixel position of the sampling
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grid– these bases were then fitted with an S-spline model
(Lindegren 2009). The interpolation for W bases is less prob-
lematic and is achieved by a cubic spline. The numerical bases
are extrapolated in the AL direction by a smooth transition to a
Lorentzian profile in the wings, while in the wavelength domain
extrapolation is not needed, being the wavelength range of BP
and RP photometers fully covered by the W bases. Finally, an
efficient interpolation scheme based on GPCA decomposition
has been implemented also for the mean L, thus enabling to
exploit a continuous LSF model as:

L(u, λ) = L(u, λ) +

`1∑
m=1

`2∑
n=1

dm,n · Um(u) ·Wn(λ). (C.14)

Appendix D: Projection of sampled spectra into
coefficient space

To exploit the projection of spectra from sample space to coeffi-
cients space it is convenient to adopt matrix formalism. Let

bT = b1, b2, . . . , bN (D.1)

represent the vector of (1 × N) coefficients; then a spectrum s
sampled on a given grid u of M points will be given by

s = D · b, (D.2)

where D ∈ RM×N is the design matrix of the Hermite functions
sampled on the u grid. In principle the design matrix D could
be rectangular, and hence not invertible; however we can always
compute a pseudo-inverse matrix D† ∈ RN×U such that

b = D† · s, (D.3)

by first multiplying both sides of Eq. 22 by DT from the left and
then by multiplying the results by the inverse of matrix DT · D
thus obtaining:

D† =
(
DT · D

)−1
· DT . (D.4)

The pseudo-inverse can be computed in a numerically stable way
through a singular value decomposition of matrix D itself:

D = U · S · VT , (D.5)

where

UT · U = I, (D.6)

and

VT · V = I. (D.7)

The pseudo-inverse is then given by

D† = V · S −1 · UT . (D.8)

Appendix E: Hipparcos/Tycho synthetic photometry
zero points

Magnitude scales for Hipparcos passbands were chosen such
that Hp = VT = V and BT = B at B − V = 0 (van Leeuwen et al.
1997). In order to reproduce these scales we need to adjust the
zero points of the synthetic ECS photometry accordingly. In
order to do so we have evaluated the offsets δi to let the median
of the distributions V − (Hp +δ1), B− (BT +δ2) and V − (VT +δ3)
to be equal to zero at B − V = 0. Residuals with the zero point
correction applied are shown on Fig. E.1 while the assumed zero
point values can be retrieved in Sect. 8.4.2.

Fig. E.1. Calibration of the zero point for the Hipparcos/Tycho pass-
bands.
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Appendix F: Gaia-related acronyms

Table F.1. Gaia-related acronyms used in the paper. Each acronym is
also defined at its first occurrence in the paper.

Acronym Description See

AC ACross scan direction Sect. 4
AL ALong scan direction Sect. 4
BP Blue Photometer Sect. 1
CCD(s) Charge Coupled Device(s) Sect. 4
CTI Charge Transfer Inefficiency Sect. 4
DEA Differential Evolution Algorithm Sect. 6
DR Data Release Sect. 1
DS Defence and Space Sect. 4.1
ECS Externally Calibrated Spectrum Sect. 1
ELS Emission Line Sources Sect. 3
ESA European Space Mission Sect. 1
FoV(s) Field(s) of View Sect. 4.1
FWHM Full Width at Half Maximum Sect. 7.2
G, GBP, GBP Integrated Gaia magnitudes Sect. 3

GPCA Generalised Principal Sect. 4.2Component Analysis
HRS High Resolution Spectrum Sect. 8.4

ICS Internally Calibrated BP/RP Sect. 7.2mean Spectra
IM Instrument model Sect. 1
JKC Johnson-Kron-Cousins Sect. 8.4
LSF Line Spread Function Sect. 1
MTF Modulation Transfer Function Sect. C
NGSL Next Generation Spectral Library Sect. 3
PSF Point Spread Function Sect. 4
PVL Passband Validation Library Sect. 3
QSO Quasi-stellar object Sect. 3
RMS Root Mean Square Sect. C
SDSS Sloan Digital Sky Survey Sect. 3
SED Spectral Energy Distribution Sect. 1
SPD Spectral Photon Distribution Sect. 2

SPSS Spectro-Photometric Standard Sect. 3Stars
RP Red Photometer Sect. 1
TDI Time Delayed Integration Sect. 4
WC(s) Window Class or strategy Sect. 4
WFE WaveFront Error Sect. 4.2
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