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Abstract

We present elemental abundance patterns (C, N, Mg, Si, Ca, Ti, V, Cr, Fe, Co, and Ni) for a population of 135
massive quiescent galaxies at z∼ 0.7 with ultra-deep rest-frame optical spectroscopy drawn from the LEGA-C
survey. We derive average ages and elemental abundances in four bins of stellar velocity dispersion (σv) ranging
from 150–250 km s−1 using a full-spectrum hierarchical Bayesian model. The resulting elemental abundance
measurements are precise to 0.05 dex. The majority of elements, as well as the total metallicity and stellar age,
show a positive correlation with σv. Thus, the highest dispersion galaxies formed the earliest and are the most
metal-rich. We find only mild or nonsignificant trends between [X/Fe] and σv, suggesting that the average star
formation timescale does not strongly depend on velocity dispersion. To first order, the abundance patterns of the
z∼ 0.7 quiescent galaxies are strikingly similar to those at z∼ 0. However, at the lowest-velocity dispersions, the
z∼ 0.7 galaxies have slightly enhanced N, Mg, Ti, and Ni abundance ratios and earlier formation redshifts than
their z∼ 0 counterparts. Thus, while the higher-mass quiescent galaxy population shows little evolution, the low-
mass quiescent galaxies population has grown significantly over the past 6 Gyr. Finally, the abundance patterns of
both z∼ 0 and z∼ 0.7 quiescent galaxies differ considerably from theoretical prediction based on a chemical
evolution model, indicating that our understanding of the enrichment histories of these galaxies is still very limited.

Unified Astronomy Thesaurus concepts: Galaxy abundances (574); Early-type galaxies (429); Galaxy evolution
(594); Galaxy stellar content (621)

1. Introduction

The chemical composition of a galaxy reflects the complex
interplay of many factors such as inflow rate of gas, outflow
rate of metal-rich gas, star formation efficiency, and merger
history. Whereas the composition of interstellar gas in a galaxy
provides an instantaneous snapshot of its metal-content, the
composition of its stars encodes the integrated enrichment of
the gas over its entire star formation and assembly history.
Thus, the chemical makeup of the stars in a galaxy is a
powerful probe of their star-forming and assembly histories
(e.g., Maiolino & Mannucci 2019, and references therein).
Stellar chemical abundances are a particularly effective probe
in quiescent galaxies, which have prominent stellar absorption
features.

Stellar population modeling and elemental abundances at
z∼ 0 have yielded crucial insights into the formation and
evolution of the massive quiescent galaxy population. One
important finding is that the most-massive quiescent galaxies in
the local universe are also the most metal-rich (e.g., Trager
et al. 2000; Gallazzi et al. 2005; Thomas et al. 2005). This
finding is thought to reflect the strength of the gravitational
potential of the galaxy; supernova (SN) explosions and stellar
winds in galaxies with deeper potential wells are less effective
at removing metal-rich gas (e.g., Larson 1974; Dekel &
Silk 1986; Tremonti et al. 2004). Massive quiescent galaxies

are also found to be the oldest and most enriched in α-elements
as traced by the ratio [α/Fe] (e.g., Thomas et al. 2005; Conroy
et al. 2014; McDermid et al. 2015). [α/Fe] reflects the relative
enrichment by prompt core-collapse and delayed Type Ia SNe
and thus directly probes the star formation timescale of a
galaxy (Matteucci 1994; Trager et al. 2000). These results
imply that the most-massive galaxies in the local universe
formed the bulk of their stars earliest and over the shortest
timescales. Finally, detailed elemental abundance patterns have
helped reveal the nucleosynthetic origins of various elements in
massive galaxies. For example, there are indications that Fe-
peak element Co may have significant contribution from core-
collapse (Conroy et al. 2014), while the α-elements Ca and Ti
may have significant contribution from Type Ia SNe (e.g.,
Saglia et al. 2002; Thomas et al. 2003; Graves et al. 2007;
Johansson et al. 2012).
Whereas unresolved archeological studies of z∼ 0 galaxies

have revealed a lot about the formation of quiescent galaxies,
they also have their drawbacks. First, the abundances of stars in
nearby galaxies only tell us about the star formation histories of
all of the stars currently in the galaxy, including younger and
metal-poor stars accreted during late-time mergers. And
second, inferring ages and star formation histories becomes
increasingly more difficult for old stellar populations. To
overcome these challenges, we must study the chemical
compositions of galaxies at earlier epochs. Unfortunately,
detailed stellar population modeling requires ultra-deep
spectroscopy of the stellar continuum emission. As we push
to higher redshifts, the required signal-to-noise ratio (S/N)
becomes increasingly expensive to reach. For this reason, the
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few existing studies of chemical abundances and stellar
population properties of massive galaxies beyond z∼ 0 have
small sample sizes and only focus on a total metallicity, age,
and sometimes an α-abundance (e.g., Gallazzi et al. 2014;
Kriek et al. 2016, 2019; Leethochawalit et al. 2019;
Jafariyazani et al. 2020; Beverage et al. 2021; Carnall et al.
2022). Only Choi et al. (2014) measured additional abundances
(C, N, and Ca) by stacking quiescent Sloan Digital Sky Survey
(SDSS) galaxies out to z∼ 0.7.

The Large Early Galaxy Astrophysics Census (LEGA-C)
survey is a major step forward in characterizing the z∼ 0.7
massive galaxy population (van der Wel et al. 2016; Straatman
et al. 2018; van der Wel et al. 2021). With ultra-deep
continuum spectra for thousands of massive galaxies at
0.6< z< 1.0, it is now finally possible to measure detailed
elemental abundances and stellar population properties from
absorption line spectroscopy. Here we apply full-spectrum
stellar population modeling to the LEGA-C sample, and
present detailed abundance patterns of quiescent galaxies at
z∼ 0.7. We employ a hierarchical Bayesian method to measure
the average abundances for galaxies in bins of velocity
dispersion. Additionally, we revisit the z∼ 0 SDSS stacks
from Conroy et al. (2014) and re-fit them with updated stellar
population synthesis (SPS) models. We compare the updated
z∼ 0 abundance patterns with what we find at z∼ 0.7 to probe
the evolution of massive quiescent galaxies over the last 6 Gyr.

The paper is organized as follows. In Section 2 we discuss
the data and sample selection, in Section 3 we describe the
fitting methods, and in Section 4 we present the abundance
results. A discussion of our results and a comparison to SDSS
are presented in Section 5, along with a summary in Section 6.
Throughout this work we assume a flat Λ cold dark matter
cosmology with Ωm= 0.29 and H0= 69.3 km s−1 Mpc−1 and
solar abundances of Asplund (2009), such that Ze= 0.0142.

2. Data

2.1. LEGA-C

We select our sample from the third data release of the
LEGA-C Public Spectroscopic Survey (van der Wel et al.
2016; Straatman et al. 2018; van der Wel et al. 2021). LEGA-C
is a deep spectroscopic survey targeting 3528 galaxies at
intermediate redshifts (0.6 z 1.0) in the COSMOS footprint
(Scoville et al. 2007). The galaxies were selected from the
public UltraVISTA catalog (Muzzin et al. 2013a) using a
redshift-dependent Ks magnitude limit, which ranges from
Ks= 21.0− 20.4. The 20 hr spectra were collected using
VIMOS on the Very Large Telescope, and have an average
continuum S/N of 20Å−1. For further details on survey design,
we refer to Straatman et al. (2018), and for details regarding the
specifics of DR3, we refer to van der Wel et al. (2021).

2.1.1. Stellar Masses and Rest-frame Colors

We measure stellar masses and rest-frame colors using the
multiwavelength UltraVISTA photometric catalog (Muzzin
et al. 2013a). We determine rest-frame UVJ colors using EAZY
(Brammer et al. 2008) and measure stellar masses with the
FAST fitting code (Kriek et al. 2009), fixing the input redshifts
to the spectroscopic redshifts provided in the LEGA-C catalog.
In the FAST fitting, we use Flexible Stellar Population
Synthesis (FSPS; Conroy et al. 2009) templates, assuming a
delayed exponentially declining star formation history, the

Chabrier (2003) initial mass function (IMF), the Kriek &
Conroy (2013) dust attenuation law, and solar metallicity. The
impact of using solar metallicity and solar-scaled abundance
pattern templates on stellar mass estimates is further explored
in A. G. Beverage et al. (2023, in preparation). Finally, we
correct the stellar masses such that they are consistent with the
best-fit Sérsic profiles by multiplying the stellar masses by the
ratio of the Sérsic model flux in F814W and the interpolated
F814W flux from the photometric catalog (e.g., Taylor et al.
2010). On average, this procedure increases the stellar mass by
4%. We compare our corrected FAST stellar masses to those
derived using MAGPHYS (da Cunha et al. 2008; de Graaff et al.
2021) and find no systematic offset and a scatter that is
consistent with the uncertainties on individual stellar mass
measurement (∼0.1 dex). We refer to de Graaff et al. (2021) for
a detailed comparison of the two methods.

2.1.2. Sample Selection

We use the stellar masses and rest-frame colors to select a
mass-complete quiescent galaxy sample from the LEGA-C
catalog. We begin by requiring each galaxy spectrum to cover
Hβ, Mgb, and at least two Fe I features (rest-frame
4300Å < λ< 5340Å), which translates to a redshift limit of
z< 0.75. This wavelength regime is crucial for accurately
modeling the Mg and Fe abundances. Next, we classify
galaxies as quiescent and star-forming using the rest-frame
U− V and V− J colors and the selection criteria from Muzzin
et al. (2013b). After removing the star-forming galaxies, we
enforce a 95% completeness limit of M Mlog 10.4 =
corresponding to an S/N limit of 15Å−1 following the
procedure outlined in Beverage et al. (2021). The completeness
limit matches what is found in van der Wel et al. (2021)
at z∼ 0.65.
The above selection criteria produce a mass-complete sample

of 135 quiescent galaxies. The right panel of Figure 1 shows
the selected sample in UVJ space, along with the full LEGA-C
data set at 0.6< z< 0.75. The left panel of Figure 1 shows the
sample in redshift versus stellar mass space, colored by the
S/N at rest-frame 5000Å. The size of each point represents the
physical half-light radius in kiloparsecs as measured in HST
ACS F814W (rest-frame ∼5000Å) from the public LEGA-C
catalog. Briefly, sizes were measured from 10” cutouts by
fitting a single-component Sérsic profile to the public
COSMOS imaging (Scoville et al. 2007) using galfit (Peng
et al. 2010; for details, refer to van der Wel et al. 2012, 2016).
The bias of our selection toward galaxies at lower redshifts is
due to the imposed spectral range criterion.
To illustrate the quality of the LEGA-C spectra, we split the

galaxies into four bins of velocity dispersion and stack their
spectra. The velocity dispersions are taken from the LEGA-C
DR3 catalog. In order to combine spectra with different
continuum shapes and normalizations, we first divide each
spectrum by an n= 7 polynomial. We find that polynomials
with degree 4< n< 9 successfully remove the broad con-
tinuum shape of the spectra while preserving their absorption
features. Next, we smooth each spectrum to a common velocity
broadening by convolving each spectrum with a Gaussian
kernel to achieve an effective dispersion of 300 km s−1. The
continuum-normalized and smoothed spectra are coadded by
taking the median flux at each wavelength.
The stacked spectra are shown in the top panel of Figure 2.

In the bottom panel, we show the flux of each stack divided by
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the flux of the lowest-velocity dispersion bin. While the
differences between the stacked spectra are small, the
combined S/N of the LEGA-C spectra reveal subtle trends;
the Balmer lines become shallower with increasing velocity
dispersion, while the MgI and CH features become deeper. By
eye, it is impossible to untangle whether these trends with
velocity dispersion are due to underlying trends with age,
metallicity, or both; we turn to full-spectrum hierarchical
Bayesian modeling to quantify the age, metallicity, and
individual abundances separately.

2.2. SDSS Comparison Sample

We use the early-type galaxies from SDSS of Conroy et al.
(2014, C14) as a low-redshift comparison sample. C14 stacked
thousands of massive early-type galaxies in bins of velocity
dispersion and measured their abundance patterns. In this paper
we use the same stacks but re-fit the spectra with updated stellar
population models (see Section 3). We refer to C14 for details
on their sample selection and stacking method. Briefly, the
galaxies were selected from the SDSS Main Galaxy Survey
Data Release 7 (Abazajian et al. 2009) within the redshift
interval 0.025< z< 0.06. Passive galaxies were identified by
requiring no emission in Hα or [O II]λ3727, and the sample
was further restricted to galaxies that lie on the fundamental
plane (FP) as defined by the central FP slice in Graves & Faber
(2010). The LEGA-C quiescent galaxies in the current study
were instead selected based on their UVJ colors only and not
emission line fluxes, mainly because most of the LEGA-C
spectra do not cover the Hα and [O II]λ3727 lines. However,
Maseda et al. (2021) showed that most quiescent galaxies in
LEGA-C with [O II]λ3727 coverage indeed have detected
nebular low-ionization emission most likely originating from
evolved stars (i.e., post-AGB and blue horizontal branch stars)

and not low-level star formation. Furthermore, at low-redshift it
has been shown that this emission is unlikely to originate from
low-luminosity active galactic nuclei (Yan & Blanton 2012).
The SDSS spectra were continuum-normalized and con-

volved to an effective velocity dispersion of 350 km s−1 before
stacking. At this redshift, the SDSS fiber samples the inner
∼0.5 Re, whereas the LEGA-C slit on average samples slightly
larger than 1 Re in the wavelength direction. The slit still
captures a fraction of light at large radii in the spatial direction;
however, due to optimal extraction weighing, the spectra are
still dominated by the centers. We discuss the implications of
this aperture difference in Section 5.

3. Model Fitting

3.1. Full-spectrum Modeling with alf

We derive stellar population parameters using the full-
spectrum absorption line fitter code alf (Conroy & van
Dokkum 2012; Conroy et al. 2018). alf generates models by
combining the metallicity-dependent MIST isochrones (Choi
et al. 2016) with the MILES and Extended-IRTF empirical
stellar libraries (Sanchez-Blazquez et al. 2006; Villaume et al.
2017). To adjust the stellar libraries for abundance variations in
individual elements, alf uses metallicity- and age-dependent
synthetic response functions to determine the fractional change
in spectra due to the variation of each individual element. To
match the continuum shape of the input spectrum to the alf
models, a high-order polynomial with degree n, where
n 100max min( )l lº - Å, is fit to the ratio of data/model
(see Conroy & van Dokkum 2012, for details). This polynomial
is then divided by the input spectrum. The posteriors are
computed on the continuum-matched input spectrum using
Markov Chain Monte Carlo (MCMC) as implemented by the
emcee package (Foreman-Mackey et al. 2013).

Figure 1. Left: the selected sample in redshift vs. stellar mass space, colored by S/N at rest-frame 5000 Å. The sizes of each point correspond to the physical half-light
radius of the object, with the smallest and largest circles representing 1 kpc and 10 kpc, respectively. At higher redshift, fewer quiescent galaxies are included in the
sample, as they do not reach the required wavelength range of 5350 Å. The dashed line shows the 90% mass-completeness limit (log M/Me = 10.4). Right: the
selected sample in UVJ space, colored by best-fit stellar ages from alf. For comparison, both panels show the full LEGA-C data set for the selected redshift range
(0.6 < z < 0.75). The small stars represent star-forming galaxies, and small circles are quiescent, according to their position on the UVJ diagram (Muzzin
et al. 2013b). The black histograms show the distribution of the selected sample along each axis. For the UVJ panel, we also include distributions of the quiescent
LEGA-C data set in red, normalized to the area of the black histograms.
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In this study, we configure alf with a Kroupa (2001) IMF
and a single stellar population age. In total, we fit for 33
parameters with alf: recessional velocity, line-of-sight
velocity dispersion and corresponding hermite parameters h3
and h4, a single stellar population age, a scaling metallicity, 19
individual elemental abundances (Fe, C, N, O, Na, Mg, Si, Ca,
Ti, K, V, Cr, Mn, Ni, Co, Sr, Ba, and Eu), six emission line
fluxes (Balmer lines, [O II], [O III], [S II], [N I], and [N II]), and
two nuisance parameters (a temperature shift applied to the
fiducial isochrones, and a “jitter” term that accounts for over- or
underestimated uncertainties on the data). We fix the IMF to
Kroupa (2001). For the MCMC fits, we use 1024 walkers with
a 20,000-step burn-in and assume uniform priors on all model
parameters. In Figure 5 we show the results from the individual
fits for [Fe/H], [Mg/Fe], and stellar age. These results are used
in the next section to derive the average abundances and stellar
ages in bins of velocity dispersion. Example LEGA-C spectra
with corresponding best-fit models can be found in B21.

In Appendix B we test the robustness of our fitting by
simulating LEGA-C spectra and attempting to retrieve the true
values with alf. This test is used to determine which element
can be confidently constrained. We only include parameters
with reduced χ2< 2 and uncertainties <0.15 dex. For the
LEGA-C spectra, that includes 11 out of the 19 elements (C, N,
Mg, Si, Ca, Ti, V, Cr, Fe, Co, and Ni).

In Figure 3 we compare the velocity dispersions derived
using alf with the publicly available LEGA-C values
measured using PPXF (Cappellari & Emsellem 2004;
Cappellari 2017; Bezanson et al. 2018; Cappellari 2022). Both
methods use full-spectrum fitting, but differ in their underlying
model assumptions and stellar libraries. Nonetheless, the

velocity dispersions are in very good agreement, with the
offset nearly zero, and the scatter of the data consistent with the
errors on the individual measurements.
As an independent check of our stellar age measurements,

we show the selected sample in UVJ space colored by the best-

Figure 2. Continuum-normalized stacked LEGA-C spectra in bins of increasing velocity dispersion. Before stacking, each spectrum is smoothed to the same velocity
dispersion (300 km s−1). The lower panel shows the ratio of the flux in each stack divided by the flux of the lowest-velocity dispersion bin. The listed velocity
dispersions in the legend are the median observed values of the individual galaxies in each bin. In parentheses we list the number of individual spectra that went into
each stack. These stacked spectra are not fit directly (see Section 3.2), but demonstrate the high quality of the LEGA-C spectra. It is clear from both panels that
galaxies with larger velocity dispersions have deeper metal features and shallower Balmer lines.

Figure 3. Comparison between velocity dispersions from alf (this study) and
from PPXF (reported by the LEGA-C team). Both methods use full-spectrum
modeling, but with different underlying stellar libraries. The two methods are
in good agreement.
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fit stellar ages from alf. It is clear that the oldest alf ages
correspond to the redder UVJ colors and thus older ages (see
Belli et al. 2019). This result is reassuring given that the UVJ
ages—measured using the continuum shape—are independent
from the alf ages, which rely solely on absorption features.

C14 also used alf to measure the stellar population
parameters and elemental abundances of the stacks of massive
early-type galaxies. However, since the publication of C14,
several ingredients in the alf models have seen improve-
ments, such as metallicity- and age-dependent response
functions, along with updated isochrones and empirical spectral
libraries (Villaume et al. 2017; Conroy et al. 2018). Thus, we
re-fit the stacked SDSS spectra with the improved alf models
using identical settings to the LEGA-C spectra. We test various
alf settings to ensure the SDSS results are not affected by
fitting decisions. Our tests include fitting with a hot star
component, setting the IMF as a free parameter, and adding a
young stellar population component. The abundance results are
affected by only <0.05 dex; however, the addition of the hot
star component results in unrealistic ages. Thus, we turn off the
hot star component for both LEGA-C and SDSS fitting.

SDSS covers a much redder wavelength range than LEGA-
C, and thus we also investigate the impact of different spectral
fitting regions on the alf results. When we limit the SDSS
spectral range (0.38–0.64 μm and 0.80–0.88 μm) to match
LEGA-C (0.38–0.54 μm), we find that the results are
consistent, but the uncertainties on the individual measure-
ments increase as expected.

We also compare our LEGA-C abundance results to those
from the previous data release (DR2; van der Wel et al. 2016)
presented in B21. B21 measured individual Mg- and Fe-
abundances and stellar population ages using the same alf
setup as described here. However, since DR2, the LEGA-C
catalog has nearly doubled in size, and the spectrum reduction
pipelines have since been updated (van der Wel et al. 2021).
We compare the 65 overlapping galaxies in the B21 sample and
the sample presented in this paper. Interestingly, we find ∼0.2
dex difference in the absolute abundance measurements [Fe/H]
and [Mg/H], while the [Mg/Fe] and age measurements are
consistent. Upon closer inspection, the DR3 spectra indeed
have deeper absorption features, as measured by their
equivalent widths. This difference is likely due to improve-
ments in the background subtraction and object extraction
algorithms between DR2 and DR3. Further testing of
systematic uncertainties on absolute abundances is required,
and thus here we restrict the discussion between the z∼ 0.7 and
z∼ 0 samples solely to the abundances ratios [X/Fe]. None-
theless, we caution that this type of work can be extremely
sensitive to background subtraction.

3.2. Average Ages and Abundances of z∼ 0.7 Galaxies from
Hierarchical Bayesian Modeling

In the previous section, we derived stellar population
properties and elemental abundances for individual LEGA-C
galaxies. To assess the abundances of many more elements
than possible for an individual galaxy, we derive averages
using hierarchical Bayesian modeling. This approach has
several advantages compared to fitting a stacked spectrum as
shown in Appendix B. First, we do not have to smooth the
spectra to a common velocity dispersion; smoothing introduces
correlated noise and smooths out the absorption features. And
second, we do not have to interpolate the spectra or remove the

continuum by fitting polynomials, both of which introduce
more correlated noise and may result in a signal that is not real.
To overcome these concerns, we turn to hierarchical

Bayesian modeling. In a hierarchical framework, models can
be defined to have multiple “levels,” wherein the first level
describes individual observations and the second level
describes how the individual observations are distributed as a
group. The individual- and population- level parameters can be
evaluated simultaneously using Bayes’ Theorem,

P X
P X P

P X
1( ∣ ) ( ∣ ) · ( )

( )
( )q

q q
=

where θ are the set of parameters describing the model and X is
the data. The left-hand side is the probability of the model
given the data, also known as the posterior. The first term on
the right-hand side is the likelihood, while the second term is
the prior on the model parameters. The denominator is a
normalizing constant, known as the “evidence,” which is often
ignored. For hierarchical models, Bayes’ Theorem can be
rewritten,

P X
P X P P

P X
P X P P P

P X

,
,

, 2

( ∣ ) ( ∣ ) · ( ) · ( )
( )

( ∣ ) · ( ∣ ) · ( ) · ( )
( )

( )

q a
q a q a

q q a q a

=

=

where θ is the set of parameters in the first (individual) level,
and α describes how these parameters are distributed globally
(population-level). The posteriors on both θ and α can be
evaluated by integrating Equation (2). In what follows, we
describe our hierarchical model and how it is implemented.

3.2.1. The Hierarchical Model

We use a two-level model that directly mimics the results we
would expect from stacking the LEGA-C spectra in bins of
velocity dispersion. The first level of our hierarchical model is
the full-spectrum population synthesis models in alf,
described by various stellar population parameters. The second
level describes how these parameters are distributed in the
population of galaxies (α). We assume that they are distributed
normally , 2

i i
( )m sq q , with a mean of

i
mq and an intrinsic spread

of isq . In this study we are primarily interested in
i

mq , and as
such, the population-level model choice has little impact on our
conclusions. However, with a larger sample, it may be
interesting to investigate trends in isq . Furthermore, future
studies with larger samples can use a model selection criteria
(e.g., Bayesian information criterion) to select the optimal
population-level model and provide insight into the true
distribution of stellar population parameters.
While the scope of this paper is limited to a normal

distribution population model, we emphasize that this method
can easily handle something more complicated. For example,
an interesting extension would be to use a population-level
model that asserts all galaxies follow a linear mass–metallicity
relation.

3.2.2. Implementation

In hierarchical Bayesian modeling, typically the individual-
and population-level parameters are evaluated simultaneously.
However, in the case presented here, we use the posteriors from
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individual full-spectrum fits (Section 3.1) to evaluate the
population model. The MCMC posterior chains from the
individual full-spectrum fits P(θ|X) can be expressed by
Equation (1). Substituting this expression into Equation (2),
we arrive at an expression for P(θ, α|X), or the posterior on the
population-level model,

P X P X P P, 3( ∣ ) ( ∣ ) · ( ∣ ) · ( ) ( )q a q q a a=

where the first term on the left-hand side is the set of posteriors
from the individual fits, the second term describes the
population-level model, which in our case is
P , 2

i i
( ∣ ) ( )q a m s~ q q , and the final term is the prior on the

population-level parameters ,
i i( )a m s= q q , which we assume to

be uniform, i.e., P ( )a ~ . The above equation can be
rewritten in integral form,

P X P X P d, . 4
n

N

n n n
1

( ∣ ) ( ∣ ) · ( ∣ ) ( )òq a q q a q=
=

These integrals can be numerically integrated with MCMC
sampling.

In Figure 4 we illustrate the implementation of our
hierarchical model. Take for example θ= [Fe/H]. As described
in Section 3.1, the [Fe/H] posteriors for each individual galaxy
have already been derived. We use these posteriors to
determine the mean (μ) and intrinsic scatter (σ) of Fe-
abundances for each velocity dispersion bin. In the left three
rows of Figure 4, we show how to calculate the likelihood of
three example population-level models. Essentially, we take the
[Fe/H] posteriors for each galaxy in the bin (histograms in the
middle columns) and calculate the probability of those
posteriors given the particular model. Then to get the
likelihood, we take the product of these probabilities over all
N galaxies in that bin. With enough MCMC samples, it is
eventually possible to populate a posterior for μ and σ such as
the one in the right panel.

We use the hierarchical Bayesian model to derive average
stellar population properties and elemental abundances of the
LEGA-C galaxies in four bins of velocity dispersion. For
consistency with our abundance results, the binning is done
using velocity dispersions from the individual alf fits instead
of the PPXF measurements in the LEGA-C public catalog,
although the two measurements are in good agreement (see
Figure 3). This method is prohibitively expensive at the scale of
thousands of spectra included in the C14 comparison sample.
Thus, we use results from the stacked SDSS spectra instead of
hierarchical Bayes. The problems introduced by stacking are
often worse with low numbers of contributing spectra (e.g.,
LEGA-C), and therefore the SDSS stacks, each with thousands
of spectra, are more robust to stacking. Following the
discussion in Section 3.2, hierarchical Bayesian analysis is
preferred over stacking in almost all cases unless the cost of
fitting becomes prohibitively expensive. Additionally, for
extremely noisy data where fits to individual galaxies are
impossible or untrustworthy, stacking may be preferred.
In Figure 5 we show the results of the hierarchical Bayesian

modeling (blue) in comparison to the results from the
individual fits (gray). This figure serves as an illustration and
shows that our method successfully captures the average
abundances and ages in each σv bin. The actual trends and their
significance (for these and other elements) are discussed in the
next section. In Appendix B we compare hierarchical Bayesian
modeling to the stacking method used in C14 and find mostly
consistent results, although the Bayesian method is more
accurate and the uncertainties are better estimated. The results
of these tests are summarized in Figure 12. In Appendix C we
provide a more complete derivation of the hierarchical
Bayesian method and its implementation.

4. Abundance Patterns of z∼ 0.7 Galaxies

The elemental abundance results as a function of observed
velocity dispersion based on the hierarchical Bayesian

Figure 4. Illustration of our hierarchical Bayesian modeling implementation. An example posterior for the population-level mean μθ and spread σθ for parameter θ is
shown in the right panel. On the left, we show how to evaluate the likelihood for three different population distributions (one for each row). Instead of modeling the
individual- and population-level parameters simultaneously, we evaluate the population-level distribution using the results from individual full-spectrum fits. The
likelihood function for the population model is defined by calculating the probability of each individual posterior (histograms in each column) given the model (normal
distributions in each row) and taking the product of these probabilities over all N galaxies. The posteriors of μθ and σθ are computed by sampling this likelihood
function using MCMC.
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modeling are summarized in Figure 6. The 10 elements are split
into three categories: CNO products (C, N; left column), α
elements (Mg, Ca, Si, Ti; middle column), and Fe-peak
elements (V, Cr, Co, Fe, Ni; right column). In the top row we
show the absolute abundances [X/H] as a function of observed
velocity dispersion, while in the bottom row we show the
abundance ratios [X/Fe]. We evaluate the correlation with
least-squares minimization and show the best-fit line for each
element. The dashed black line in each panel of the top row
reflects the best-fit line to the “total” metallicity [Z/H], which
is defined as the sum of all 10 absolute abundances.

The absolute abundances of each element, as well as the total
metallicity [Z/H], scale positively with velocity dispersion. All
elements, except Ca, V, and Ni, have positive slopes that are
significant at the 3σ level. The trend between velocity
dispersion and absolute abundance has been studied exten-
sively at low-z (e.g., Gallazzi et al. 2005; Thomas et al. 2010;
Conroy et al. 2014), but this is the first time we show this trend
at intermediate redshift for as many elements.

The positive trend between the absolute abundances and
velocity dispersion is in broad agreement with what is found at
z∼ 0 (e.g., Gallazzi et al. 2005; Thomas et al. 2010; Conroy
et al. 2014; McDermid et al. 2015). It is also consistent with
initial work at z∼ 0.5 that show results for [Z/H], [Fe/H],
[Mg/H], [C/H], [N/H], and [Ca/H] (Choi et al. 2014; Gallazzi
et al. 2014; Leethochawalit et al. 2019). These trends have
historically been interpreted as galaxies with larger velocity
dispersions having steeper gravitational potential wells, thus
allowing them to hold onto metal-rich gas during feedback
events like SNe and high-speed stellar winds (Larson 1974;
Dekel & Silk 1986; Tremonti et al. 2004). In Section 5 we
discuss whether observed velocity dispersion is indeed a good
tracer of the gravitational potential.

We now turn to the Fe-scaled abundance ratios [X/Fe] as a
function of velocity dispersion. The abundance ratio [α/Fe] is
often used as a tracer of the star formation timescale, as α
elements are produced on shorter timescales than Fe due to the
relative difference in timescales between core-collapse and
Type Ia SNe (e.g., Matteucci 1994; Trager et al. 2000; Thomas
et al. 2005; Conroy et al. 2014). A similar argument can be
used for [C/Fe] and [N/Fe], with C and N probing a slightly
longer timescale than α-elements due to the contributions from
AGB winds. In the second row of Figure 6 we find that only
[Co/Fe] and [C/Fe] have significant (3σ level) positive
correlations with σv, while the α elements Ti and Ca have

significant mild negative correlations. All of the other elements
have abundance ratios consistent with no correlation. To first
order, the mostly flat [X/Fe] results imply that the average star
formation timescales are similar, and we see no significant
trend with velocity dispersions over the studied range. In other
words, the gravitational potential of a galaxy appears to
regulate absolute abundances but not the star formation
timescale.
The above abundance ratio results are mostly consistent with

Choi et al. (2014)—the only other study of abundance patterns
at z> 0. They presented the elemental abundances C, N, Mg,
Fe, and Ca for stacks of massive quiescent galaxies in six
different redshift bins out to z∼ 0.7, though their
0.55< z< 0.7 stack has an S/N much less than what is
presented here (25–150Å for Choi et al. 2014 compared to
≈60Å for each individual LEGA-C spectrum). They find
mostly flat elemental abundance ratios with stellar mass,
especially in the higher-redshift bins. The flat [X/Fe] results
presented here and in Choi et al. (2014) are somewhat
surprising, as at z∼ 0, massive quiescent galaxies appear to
have a positive correlation between abundance ratios and stellar
mass or velocity dispersion (e.g., Conroy et al. 2014; Worthey
et al. 2014; McDermid et al. 2015). However, the limited
dynamic range in velocity dispersion and relatively small
sample size make it difficult to say for certain whether the
above abundance trends with velocity dispersion exist at this
redshift. Thus, a larger statistical sample that reaches to lower
stellar masses and velocity dispersions would be necessary to
directly test this correlation past z∼ 0.
The bottom row of Figure 6 also gives some insights into the

nucleosynthetic origins of the elements. While N does not have
a significantly positive slope due to the large uncertainties on
the binned measurements, it still appears to trace [C/Fe] as a
function of velocity dispersion. The similarity in slope may
indicate that they are forged from the same processes and on
similar timescales. This is in qualitative agreement with results
at z∼ 0 (Graves et al. 2007; Schiavon 2007; Smith et al. 2009;
Johansson et al. 2012). The slightly negative slopes found for
[Ti/Fe] and [Ca/Fe] may indicate Ti and Ca are not pure core-
collapse products and could have significant contributions from
both core-collapse and Type Ia SNe. In the local universe, this
is also found to be the case (Saglia et al. 2002; Cenarro et al.
2003; Thomas et al. 2003; Graves et al. 2007; Schiavon 2007;
Smith et al. 2009; Johansson et al. 2012). Finally, the Fe-peak
element Co exhibits a steep positive correlation with velocity

Figure 5. The [Fe/H], [Mg/Fe], and stellar age results for the individual galaxies in our sample (gray). Typical error bars are shown in bottom-right corner of each
panel. As described in Section 3.2, the probability distribution functions (PDFs) from the individual fits are used in the hierarchical Bayesian model to derive average
abundances and ages in bins of σv. The blue points show the results of this modeling.
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dispersion. This result is surprising, as no other element has
such an extreme trend with velocity dispersion. Interestingly,
the strong trend with Co is also found in massive early-type
galaxies in the nearby universe (Conroy et al. 2014). As
explained by Conroy et al. (2014), this result could indicate that
a significant portion of Co may originate from core-collapse
SNe, and not Type Ia. Indeed, this is seen in Type Ia SNe yields
of Nomoto et al. (1984), who show a deficit of Co compared to
other Fe-peak elements.

It is not obvious why only [C/Fe] and [Co/Fe] show
significant positive relations with σ, while none of the α
elements do. If the star formation timescale is the primary
driving factor setting the slopes of the abundance trends, then
core-collapse products have the steepest trend with velocity
dispersion, followed by CNO and Type Ia products. The fact
that we do not observe these trends, and instead find Co (an Fe-

peak element) to have the steepest slope, followed by C (AGB
and core-collapse product) may indicate there are other factors
at play. One such explanation could be that the IMF varies with
velocity dispersion (as found by, e.g., van Dokkum &
Conroy 2010; Conroy & Dokkum 2012; Conroy et al. 2013).
Metallicity- and mass-dependent SN yields combined with a
more top-heavy IMF can alter the relative abundances of the
elements. Further chemical evolution modeling is required to
confirm whether a variable IMF could explain the observed
abundance trends. We caution that the observed trends are
measured to varying degrees of significance, and larger samples
are required to confirm all trends.
Next we turn to the SSP-equivalent ages as a function of

velocity dispersion. In Figure 7 we find a significant positive
trend between age and velocity dispersion. This result implies
that galaxies with larger gravitational potentials form the bulk

Figure 6. Absolute abundances [X/H] (top row) and abundance ratios [X/Fe] (bottom row) of C, N (left column), α elements (middle column), and iron peak
elements (right column) as a function of observed velocity dispersion. The galaxy sample was split into four velocity dispersion bins before fitting. The individual
points represent the mean abundance of the population of galaxies in each bin

i
( )mq , as defined in Section 3.2. The error bars reflect the 1σ 16th and 84th percentiles of

the
i

( )mq PDFs. For each element, we include the best-fit linear relation to the bins. Solid lines indicate elements with slopes that deviate significantly from zero (at the
3σ level), whereas elements with dashed lines do not. The dashed–dotted black lines in the [X/H] panels reflect the “total” metallicity [Z/H], which we define as the
sum of all 10 absolute abundances included in the fits.
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of their stars at earlier epochs. The trend between stellar age
and velocity dispersion is in agreement with other studies at
similar redshift that look at age as a function of stellar mass
(e.g., Choi et al. 2014; Gallazzi et al. 2014; Leethochawalit
et al. 2019; Beverage et al. 2021) and with studies of massive
quiescent galaxies at z∼ 0 (Thomas et al. 2010; McDermid
et al. 2015; Barone et al. 2018).

5. Discussion

5.1. Comparison with Local Early-type Galaxies

There are a few key advantages to studying the chemical
compositions of galaxies at higher redshift. First, their in situ
stellar populations experience less pollution by late-time
mergers. Second, observations at higher redshift reach closer
to the epoch of formation, making the ages and star formation
histories easier to determine. And third, by comparing these
results to z∼ 0, we can further characterize the evolution of the
quiescent galaxy population over cosmic time.

In this section we first compare our z∼ 0.7 abundance results
to stacks of massive local early-type galaxies from SDSS and to
test whether the massive quiescent galaxy population has
evolved over the past 6 Gyr. Figure 8 shows the abundance
patterns for both the LEGA-C (top panel) and SDSS (middle
panel) stacks as a function of velocity dispersion, along with
the residuals between the two populations (bottom panel). As a
reminder, the SDSS stacks were taken directly from C14 but re-
fit here using the same SSP models and alf setup as the
individual LEGA-C spectra (see Section 3.1). The SDSS stacks
cover a larger range in velocity dispersion (90–300 km s−1)
compared to the LEGA-C sample (150–250 km s−1), and thus
we highlight the best-matching dispersion bins in LEGA-C and
SDSS using lines of the same color.

One concern in comparing the SDSS and LEGA-C results is
that the SDSS spectra have an aperture that covers the inner
∼0.5 Re, while the LEGA-C aperture covers ∼1 Re. Thus, the
presence of stellar population gradients in these galaxies can

significantly bias the resulting measurements integrated over
the aperture. Spatially resolved studies of massive early-type
galaxies in the local universe reveal steep [X/H] gradients but
flat stellar age and abundance ratio [X/Fe] gradients (e.g.,
Spolaor et al. 2010; Greene et al. 2019; Feldmeier-Krause et al.
2021; Parikh et al. 2021). Choi et al. (2014) modeled the effects
of metallicity gradients on integrated [Fe/H] measurements and
found only a modest effect (a difference of only 0.05 dex
between fibers covering 0.5 Re and 1 Re). Nonetheless, we
refrain from comparing absolute abundances [X/H], and
instead focus on abundance ratios [X/Fe] and ages, which
are less impacted by aperture bias.
Figure 8 shows that the SDSS and LEGA-C abundance

patterns closely trace one another. In both cases, CNO products
(C, N) and α-element Mg all have enhanced abundances
followed by a steep drop to approximately solar abundances for
the heavier α (Si, Ca, Ti) and Fe-peak (V, Cr, Fe, Co, Ni)
elements. These similarities imply that on average, massive
quiescent galaxy at z∼ 0.7 have similar chemical enrichment
histories to those at z∼ 0. One difference in the z∼ 0 and
z∼ 0.7 abundance patterns is that Si is slightly depressed in
LEGA-C compared to SDSS, while Ti is slightly enhanced.
The small uncertainties (0.05 dex for both SDSS and LEGA-
C) on these measurements suggest that these abundance
differences, albeit subtle, are real. Chemical evolution model-
ing is required to shed light on the origin of these differences.
Another difference between the SDSS and LEGA-C

abundance patterns is that the lowest-velocity dispersion bins
in SDSS have depressed abundance ratios compared to LEGA-
C, in particular for N, Mg, Ti, and Ni (see bottom panel of
Figure 8). As such, the trends between [X/Fe] and velocity
dispersion for these elements have become stronger over the
past 6 Gyr. In the left panel of Figure 9 we show this directly
by comparing [Mg/Fe] for the z∼ 0 and z∼ 0.7 populations. It
is clear that the z∼ 0.7 population is Mg-enhanced compared to
the quiescent galaxies at z∼ 0, especially at the lowest-velocity
dispersions. We discuss possible implications of this result in
the next section.
Finally, in the right panel of Figure 9, we compare the

formation redshift of the z∼ 0 and z∼ 0.7 quiescent galaxy
populations. We calculate the formation redshift by correcting
the stellar ages for the age of the universe at each redshift.
Thus, the right panel Figure 9 allows us to directly compare the
stellar ages of the galaxies in the two redshift bins. In both
cases we find that galaxies with the largest velocity dispersions
on average formed the earliest. We also find that the z∼ 0.7
quiescent galaxy population on average formed earlier than
z∼ 0 quiescent galaxies, especially at lower dispersions (by
≈2 Gyr for σ= 150 km s−1). Thus, both the stellar ages and the
abundance ratios differ the most in the lowest-velocity
dispersion bins. This difference in the lowest dispersion bin
could be explained by mergers or newly quenched galaxies
being added to the quiescent population at later times.
Alternatively, some star formation between z∼ 0.7 and z∼ 0
may explain the formation time differences—in particular,
because SSP-equivalent ages are basically luminosity-weighted
ages, and thus they are more sensitive to the younger stellar
populations.
There are several additional caveats that must be considered

before interpreting the abundance and age results in the context
of galaxy evolution. First, we assume that the observed velocity
dispersion traces the strength of the potential well. However,

Figure 7. Stellar population ages as a function of observed velocity dispersion.
The best-fit line from least-squares fitting is shown. It is clear that galaxies with
higher velocity dispersions formed earlier.
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Bezanson et al. (2018) found many of the quiescent galaxies in
LEGA-C are in fact supported by rotation. As a result, the
measured velocity dispersions may underestimate the strength
of the potential well if the disks have significant rotational
components (V/σ∼ 1) and are also observed face-on. There-
fore, the observed trends with velocity dispersion could be
artificially flattened compared to SDSS, where rotation appears
to be less prevalent. We investigate the significance of this
effect using the inclination- and aperture-corrected velocity
dispersions provided by van der Wel et al. (2021, Equation
(2)). The abundance ratio trends remain qualitatively the same
and thus we conclude that inclined rotating disks have minimal
impact on our results.

A second caveat is that the SDSS selection is different than
our LEGA-C selection; C14 remove galaxies that fall outside of
the central slice of the FP. Effectively, this selection removes
inclined rotation-supported disks. We test the impact of this
effect by selecting a subsample of LEGA-C galaxies with axis
ratios b/a> 0.6, which removes the inclined disks from the
sample. We find that the trends with abundance ratio remain

qualitatively the same. Therefore, this selection criterion
appears to have little impact on our results. Finally, SDSS
galaxies are selected to be quiescent based on Hα and [O II]
λ3727, whereas LEGA-C quiescent galaxies are selected by
their UVJ colors. As mentioned earlier (Section 2.2), most
LEGA-C galaxies still have some [O II] emission, which most
likely originates from blue evolved stars, and thus may decline
as the stellar population ages to present day. Hence, we do not
expect that the difference in selection criteria has any
significant affect on the comparison.

5.2. Implications for Galaxy Evolution since z∼ 0.7

In the previous section we found that massive quiescent
galaxies at z∼ 0.7 stellar have ages and abundance ratios
broadly consistent with observations at z∼ 0. However,
galaxies in the lowest-velocity dispersion bin are found to
have formed earlier and have more enhanced abundance ratios
compared with galaxies at z∼ 0. This result agrees with the
findings of Choi et al. (2014), who found abundance ratios and
stellar ages that are consistent with passive evolution since

Figure 8. The elemental abundance patterns derived from the LEGA-C z ∼ 0.7 sample (top panel) and the SDSS z ∼ 0 sample from C14 (middle panel). The SDSS
sample covers velocity dispersions ranging from σ = 90 km s−1 (light purple) to σ = 300 km s−1 (pink). We highlight the best-matching dispersion bins in LEGA-C
and SDSS using lines of the same color. The abundance patterns are remarkably similar. In the bottom panel we show the difference in abundance ratios between
LEGA-C and SDSS. It is apparent that the N, Mg, Ti, and Ni abundance ratios are enhanced in LEGA-C compared to SDSS, especially at low dispersions.
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z∼ 0.7 for the most-massive ( M Mlog 11 > or σv≈
200 km s−1) quiescent galaxy population. In this section we
discuss possible evolutionary scenarios that could explain the
results at low velocity dispersion.

Quiescent galaxy populations (that by definition no longer
form stars) can still evolve via minor mergers (e.g., Bezanson
et al. 2009; Hopkins et al. 2009; Naab et al. 2009; van de Sande
et al. 2013), the addition of newly quenched galaxies to the
quiescent population (e.g., van Dokkum & Franx 2001; Carollo
et al. 2013; Poggianti et al. 2013; Belli et al. 2019), and late-
time star formation (e.g., Donas et al. 2007; Schawinski et al.
2007; Thomas et al. 2010). In the minor merger scenario, the
abundance ratios and ages of massive quiescent galaxies are
diluted by the accretion of lower-mass galaxies (with mass
ratios of around 1:10). Due to the younger ages and near-solar
abundances of lower-mass galaxies, minor mergers typically
lower the abundance ratios of massive quiescent galaxies over
time. Furthermore, they result in radial stellar population
gradients, as have been found in massive elliptical galaxies in
the local universe (e.g., Greene et al. 2015, 2019; Oyarzún et al.
2019; Feldmeier-Krause et al. 2021; Parikh et al. 2021), and
perhaps even at earlier times (Suess et al. 2020). However, due
to the prevalence of galactic conformity, or the idea that old
galaxies merge with other old galaxies (e.g., Weinmann et al.
2006; Kauffmann et al. 2013), merging would not significantly
impact stellar ages.

The addition of newly quenched galaxies can also reduce the
average ages and abundance ratios of quiescent galaxies over
time, as is found in Figure 9. In this scenario, star-forming
galaxies continue to quench after z∼ 0.7, especially at lower
stellar masses. Thus, the newly added young and Fe-enhanced
galaxies lower the average ages and abundance ratios. We do
indeed know that the quiescent galaxy population has grown
significantly since z∼ 1 (e.g., Bell et al. 2004; Faber et al.
2007; Taylor et al. 2010; Muzzin et al. 2013b; Tomczak et al.
2014; McLeod et al. 2021). Finally, late-time star formation,
also known as “rejuvenation,” can alter the abundances and
ages of the quiescent galaxy population by giving more weight

to the newly formed bright, young, and more chemically
evolved stellar population.
All of the above evolutionary scenarios produce the

observed decrease in formation redshift and abundance ratios
over time found in Figure 9. However, in order to explain this
decrease, the evolution must be the strongest in the lowest-
velocity dispersion bin. Both progenitor bias and late-time star
formation—but not minor mergers—preferentially affect the
evolution of galaxies in the lower-velocity dispersion bins. For
progenitor bias, this is because the most-massive galaxies are
already quiescent by z∼ 0.7 (McLeod et al. 2021; Taylor et al.
2022). Thus, evolution of the quiescent galaxy population via
quenching of star-forming galaxies between z∼ 0.7 and z∼ 0
is strongest for galaxies with lower-velocity dispersions.
Alternatively, evolution through late-time star formation could
explain the results if this scenario preferentially affects galaxies
with lower-velocity dispersions. Indeed, in the local universe,
Thomas et al. (2010) found that star formation“rejuvenation” is
more commonly observed in galaxies with lower stellar masses.
However, studies of the star formation histories of LEGA-C
galaxies at z∼ 0.7 have found that rejuvenation is not
necessarily an important evolutionary channel for the growth
of the quiescent population since z∼ 0.7 (Chauke et al. 2019).
One way to differentiate between the progenitor bias and

rejuvenation scenarios would be to trace the scatter of
individual abundances and ages over time; progenitor bias
adds young galaxies to the existing old population and thus
increases the scatter in individual galaxies over time, whereas
late-time star formation does not. With deeper spectra that trace
to lower-velocity dispersions, as well as careful treatment of
S/N-related scatter, such analysis will be possible.

5.3. Comparison with Theoretical Predictions

The elemental abundance patterns provide unique constraints
on chemical enrichment histories of galaxies. In this section we
compare our results with theoretical predictions from Nomoto
et al. (2013). They report theoretical predictions for 16
elements in [X/Fe]-[Fe/H] for two elliptical galaxy models
—one low-mass galaxy with σ= 50 km s−1, and one high-

Figure 9. Comparison of the [Mg/Fe] (left) and formation redshift (right) for stacks of massive quiescent galaxies in SDSS at z ∼ 0 (red; C14) and LEGA-C at z ∼ 0.7
(blue), along with the best-fit power laws. The formation redshift is calculated by taking into account the age of the universe at each redshift. In both samples, galaxies
with higher velocity dispersions have higher [Mg/Fe] and formed earlier. The z ∼ 0.7 and z ∼ 0 populations differ most significantly in the lowest-velocity dispersion
bin, with the z ∼ 0.7 galaxies having ≈0.1 dex higher [Mg/Fe] and ≈2 Gyr earlier formation times compared to the corresponding z ∼ 0 bin. This difference can be
explained by newly quenched galaxies with young ages and lower [Mg/Fe] being added to the low-σv bins over the last 6 Gyr.
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mass galaxy with σ= 400 km s−1
—from a one-zone chemical

evolution model. This model assumes infall of primordial gas,
SN winds, a Salpeter (1955) IMF, and star formation histories
that reflect the observed ages and formation timescales of
elliptical galaxies in the local universe. In Figure 10 we show
the results of these models at a fixed Fe-abundance ([Fe/H]∼0)
(gray lines), and shade the regions between the two
abundances. For comparison, in blue we show the average
abundance pattern for all galaxies in the z∼ 0.7 quiescent
galaxy, along with the SDSS abundance pattern at σ∼ 200
km s−1 (to match the average velocity dispersion of the z∼ 0.7
sample) in red. [V/Fe] is excluded from this figure, as this
element is not included in the analysis presented by Nomoto
et al. (2013).

This figure shows that the observed abundance patterns are
very different from those predicted by chemical evolution
models. In particular, the models cannot recover C, N, and Ti.
C and N are both elements with large contribution from
evolved intermediate-mass stars, and thus the models may
require longer star formation histories to incorporate more
CNO products, or alternatively require different SNe and AGB
yields. Interestingly, chemical evolution studies in the local
universe find that AGB production of N has a shorter time-
delay than previously thought, and could explain some of the
observed discrepancy (Johnson et al. 2023). Furthermore, the
under-abundance of Ti predicted by models has been noted in
the solar neighborhood (Nomoto et al. 2006), the Milky Way
halo (François et al. 2004), and dwarf galaxies (Kirby et al.
2011), and is likely due to uncertain core-collapse yields. The
deviation of our observations from the theoretical predictions
by this model implies that there may be components of the
chemical enrichment of massive quiescent galaxies that are still
poorly understood. However, here we make the comparison
with only one chemical evolution model. In the future with a
wider set of models and higher-S/N data, this sort of
comparison may be able to provide more concrete constraints

on the IMF and yields of massive quiescent galaxies beyond
the low-redshift universe.

6. Conclusion

In this paper we presented detailed elemental abundance
patterns and stellar population ages for 135 massive quiescent
galaxies at z∼ 0.7 drawn from the LEGA-C survey. We
modeled the ultra-deep rest-frame optical spectra using a full-
spectrum fitting code with varying elemental abundances. We
then placed the galaxies in four bins of velocity dispersion and
calculated the average abundance results in each bin using a
hierarchical Bayesian modeling technique. Finally, we com-
pared the binned results to stacks of massive early-type
galaxies at z∼ 0. The main conclusions are summarized as
follows:

1. The absolute abundances [X/H] are correlated with the
observed velocity dispersion, such that galaxies with
larger σv are more metal-rich. This result reinforces that
galaxies with larger gravitational potentials are better at
retaining their enriched gas reservoir.

2. The abundance ratios [X/Fe] show only mild or
nonsignificant trend with velocity dispersions for nearly
all elements. To first order, this result implies that, on
average, massive quiescent galaxies form on similar
timescales over the studied range of velocity dispersions.
Briefly, we note the small range in velocity dispersions
probed by this study. A larger sample probing lower-
dispersion galaxies may reveal a possible trend.

3. The stellar population age increases as a function of
velocity dispersion such that galaxies with deeper
gravitational potentials formed earlier.

4. To first order, massive quiescent galaxies at z∼ 0.7 and
z∼ 0 have remarkably similar abundance patterns, with
enhanced CNO products (C, N) and α-element Mg
followed by a steep drop to approximately solar
abundances for the heavier α (Si, Ca, Ti) and Fe-peak
(V, Cr, Fe, Co, Ni) elements. However, in the lower-
velocity dispersion bins, galaxies at z∼ 0.7 are found to
have formed earlier and are more enhanced in [X/Fe] for
elements N, Mg, Ti, and Ni compared to z∼ 0. These
findings may indicate that the low-dispersion quiescent
galaxy population is still evolving either by late-time star
formation or the late additions of newly quenched
galaxies between z∼ 0.7 and z∼ 0.

5. The measured abundance patterns show major differences
with theoretical predictions based on one-zone chemical
evolution models for elliptical galaxies from Nomoto
et al. (2013), indicating that our current understanding of
the detailed chemical enrichment histories of massive
quiescent galaxies is still limited.

The LEGA-C survey has enabled us to measure the detailed
and robust elemental abundance patterns of quiescent galaxies
beyond z∼ 0.5. These abundance patterns may serve as
powerful probes of the chemical enrichment and formation
histories of these galaxies. However, the interpretation is
currently still limited by low-S/N measurements, our reliance
on “stacking” spectra, and our incomplete theoretical under-
standing of the nucleosynthetic origins of many elements.
Using more detailed and updated chemical evolution modeling,
along with abundance pattern measurements for larger samples

Figure 10. Comparison between the observed abundance patterns and
theoretical predictions from one-zone chemical evolution models for elliptical
galaxies from Nomoto et al. (2013). The blue line represents the average
abundance pattern of the entire LEGA-C sample (with an average velocity
dispersion of σ = 200 km s−1), and the red line represents the SDSS abundance
pattern for a bin centered around σ = 200 km s−1. The gray lines show the
predicted abundance patterns for elliptical galaxies with σ = 50 km s−1 and
σ = 400 km s−1 from chemical evolution modeling. We shade the region
between these lines for each element to show the predicted range of abundance
ratios. Nomoto et al. (2013) assumed an infall+wind model with a Salpeter
IMF, and a star formation history that reflects the “red and dead” properties of
local elliptical galaxies. There are major differences between the observations
and the theoretical predictions, especially for elements C, N, and Ti.
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extending to higher redshift enabled by JWST, this field is
expected to make major leaps forward over the coming decade.
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Appendix A
Parameter Retrieval From Simulated Spectra

The abundance results in this paper are evaluated using a
hierarchical Bayesian model. The first level of this model relies
on the individual fits to the LEGA-C spectra. The posteriors of
these fits are then combined in a Bayesian framework as
described in Section 3.2. Thus, for reliable combined results,
we require the individual parameters to be accurate and
constrained to at least within the imposed priors. In this
appendix we describe the simulation and recovery test used to
quantitatively evaluate which parameters can be constrained.

For our recovery tests, we simulate 30 mock LEGA-C
spectra, each with randomly drawn velocity dispersions, stellar

ages, and elemental abundances. These values are drawn from
normal distributions with mean and spread that reflect the
individual LEGA-C results. Next, we generate the 30 alf
models. We then match each model with an LEGA-C spectrum
that has the closest stellar age and metallicity. In order to add
the appropriate noise to each model, we identify the LEGA-C
spectrum that has the closest continuum shape to the alf
model. We then re-grid the model onto the same wavelength
grid and use a high-order polynomial to match the model
continuum shape to the LEGA-C spectrum. Finally, we take the
S/N of the LEGA-C spectrum (typically ≈60Å−1), inflate the
noise using the alf jitter term, and add in this random
Gaussian noise to the alf model. The simulated error
spectrum is computed by scaling down the simulated spectrum
according to the S/N of the model.
Second, we fit the simulated spectra with alf using the

identical setup to what is described in Section 3.1. The results
are shown in Figure 11 where we compare the fits to the true
simulated values. The reduced χ2 and average 1σ uncertainties
for the 30 spectra are listed in each panel, and we also include
one-to-one lines. For the most part, the fits are in good
agreement with the simulated values.
Finally, we select which parameters can be constrained. The

primary selection criterion is that the uncertainties on the fitted
parameters must be <0.15 dex. We make this selection to
ensure that the probability distribution functions (PDFs) for the
elemental abundances do not hit the upper or lower prior limits.
Alternatively we could extend the prior limits. However, the
large uncertainties on some of the abundance measurements
would require very large prior limits, and include regions that

Figure 11. Recovery results from simulating 30 LEGA-C spectra. The true values (x-axis) are shown against the recovered values with 1σ uncertainties (y-axis). One-
to-one lines are included in each panel. The reduced χ2 and average 1σ uncertainties are provided in the lower-right corner for each of the parameters. Overall, the
recovery is accurate. However, panels with light-gray data points are deemed unreliable and were thus omitted from discussion in the main text.
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the models do not cover. Thus, the results would be based off
extrapolated models. The second selection criterion is that the
reduced χ2< 2.0. This selection ensures the parameters are
well constrained to within error.

The constrained parameters (velocity dispersion, stellar ages,
jitter term, and 11 abundances) based on the average
uncertainties and reduced χ2 are highlighted in Figure 11 in
black. The parameters that do not meet our criteria (O, Na, K,
Mn, Cu, Sr, Ba, and Eu) are shown in light gray. It is
unsurprising that these parameters do not meet our criteria, as
their absorption features are either weak or at redder
wavelengths than targeted by the LEGA-C spectra.

Appendix B
Stacking versus Hierarchical Bayes

In this section we use the simulated spectra described in
Appendix A to test different spectral stacking methods. The
results of these methods are compared with the results from
hierarchical Bayesian modeling.

Historically, when spectra have insufficient S/N, it is
commonplace to take the spectra of many similar galaxies
and stack them together. The act of stacking boosts the S/N
and therefore enables us to derive average measurements. As
described in the main text, the primary shortcoming of stacking
is that it introduces systematic uncertainties and potential bias.
For example, in order to stack the spectra, it is common to
continuum-normalize by fitting a high-order polynomial,
smooth each spectrum to a constant velocity dispersion,
interpolate them onto a global wavelength grid, and finally

combine all of the spectra via a weighted sum. Each of these
steps introduces a different type of systematic uncertainty;
fitting a polynomial runs the risk of removing part of the
absorption features by over-fitting, smoothing introduces
correlated noise and reduces the information content of the
spectrum, linear interpolation does a poor job at conserving the
noise level, and the way one combines the spectra (e.g., mean,
light-weighted mean, median) affects the relative weighing of
the individual spectra. For these reasons, we turn to hierarchical
Bayesian modeling (see Section 3.2). Here, we use simulated
spectra from Appendix A, for which we know the ground truth
stellar population parameters, and we test whether the
hierarchical Bayesian modeling method quantitatively outper-
forms various stacking methods.
The simulated spectra are stacked according to the three

methods summarized in Table 1 and then fitted using alf.
Some of the differences between the stacking methods include:
whether and how to remove the continuum before fitting,
whether or not to smooth the spectra to the same velocity
dispersion, whether and how to weigh each spectrum when
combining, how to combine (e.g., mean versus median), and
finally, how to propagate the errors through to a stacked error
spectrum.
The results from the stacked spectra are compared to the

hierarchical Bayesian modeling method in Figure 12 for
various stellar population parameters and elemental abundance
ratios. At the top of each panel, we include a histogram
showing the distribution of the 30 simulated spectra from
Appendix A. The mean of the distribution is marked in each

Figure 12. The 30 simulated spectra from Appendix A are combined using hierarchical Bayes and three different stacking methods to test how well the mean value of
each parameter can be recovered. At the top of each panel, we show the distribution of simulated values. The vertical line is the value we try to recover (the mean of
the distribution of parameters). The labeling of the different stacking methods corresponds to Table 1. The error bars represent the 16th and 84th percentiles on the
PDF for each parameter. Parameters with low-transparency panels were deemed unreliable in Appendix A, and are thus omitted from discussion in the main text. All
four methods produce accurate results; however, HBM is the most consistent, with 1σ uncertainties always encompassing the true value.
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panel. This is the value we wish to recover. On the y-axis we
label each method, where the stack number corresponds to
Table 1. The 1σ uncertainties for each parameter are shown. All
four methods reproduce the desired results quite closely
(typically within 0.1 dex). This result is reassuring given the
various stacking methods found in the literature. The
hierarchical Bayesian modeling method, however, produces
the most consistent results to within error. Furthermore, the
PDF more accurately represents which parameters we can
actually constrain. For example, there are no strong Na features
in the blue LEGA-C spectra, and thus the uncertainties on [Na/
Fe] reflect this. Stacking methods often underestimate the error
spectrum and therefore underestimate the uncertainties on
individual elemental abundances.

Appendix C
Hierarchical Bayesian Modeling

In this section we derive the hierarchical Bayesian modeling
method and its application to combining spectra. In the specific
case of this paper, we first fit all of the individual spectra and
then combine the resulting PDFs using the hierarchical
Bayesian framework. Following the hierarchical Bayesian
prescription, we demonstrate how to combine the spectra in
“post-processing.”

In the hierarchical framework, where we use α to describe
the population parameters θ, Bayes’ theorem can be written,

P X
P X P P

P X
,

,
C1( ∣ ) ( ∣ ) · ( ) · ( )

( )
( )q a

a q a q
=

or, expanded using the chain rule,

P X
P X P P P

P X
, . C2( ∣ ) ( ∣ ) · ( ∣ ) · ( ) · ( )

( )
( )q a

q q a a q
=

Next, we re-write Hierarchical Bayes’ theorem using problem-
specific variables,

P X S
P S X P P X

P S
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where Xn is the set of individual parameters describing the nth
galaxy, and {Xn} is the set of these parameters for all N
galaxies. θ is the population parameters that describe the
distribution of {Xn}, and {Sn} is the set of spectra for all N
galaxies. For readability, the brackets will be dropped for the
remainder of this section. Next, we put this equation in integral

form,
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Taking a uniform prior on θ and Xn, we can remove P

P Sn

( )
( )
q from

the integral and set P(Xn)= 1,
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C.1. Hierarchical Bayes in Post-processing

In this paper, each of the individual spectra are first fit with
alf. As a result, we already have MCMC chains for each
spectrum. Instead of fitting for the individual parameters (Xn)
and population parameters (θ) simultaneously, the above
definitions can be rewritten to include the precomputed Xn

PDFs. The set of MCMC chains that describe the Xn PDFs for
all N galaxies can be defined mathematically as,

X P X S
P S X P X

P S
. C6n

k
n n

n n n

n
( ∣ ) ( ∣ ) ( )

( )
( )( ) = =

Note that P(Sn|Xn) is actually P(Sn|Xn, θ) but we assert that
the spectra do not care about the population parameters θ (e.g.,
galaxies do not talk to each other), and therefore we remove the
dependence on θ. Solving for P(Sn|Xn), setting the prior on the
individual parameters P(Xn)= 1, and substituting into
Equation (C5),
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The first term in the integral, P(Xn|Sn), describes the MCMC
chains from the individual fits (Equation (C6)), and the second
term, P(Xn|θ), is the population model. This integral is too
complicated to evaluate analytically, and thus we rely on finite
sampling via MCMC. Equation (C7) can be approximated as a
sum over the chains, k, following the prescription in Hogg &
Foreman-Mackey (2018),

f x p x
K

f x
K

e
1 1

, C8
k

K

k

K
f x

1 1

log( ) ( ) ( ) ( )( )ò å å» »
= =

with the right-hand side of this equation being a simple way to
avoid numerical errors. Comparing Equations (C7) and (C8),
we can define f (x)≡ P(Xn|θ) (i.e., the population model).
Taking the log of Equation (C8) and substituting

Table 1
Stacking Methods

Method Continuum Smoothed Weighing Combination Error
Normalization (Y/N) Propagation

stack1 Median N None Median MAD
stack2 Polynomial N None Median MAD
stack3 Polynomial Y None Mean bootstrap

Note. The three stacking methods tested in Appendix B with results shown in Figure 12.
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Equation (C7), we arrive at
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The first and second terms are the “evidence,” because we do
not care about the relative probability scaling, and they can be
ignored. The third term, Plog ( )q , is the prior on the population
parameters, which in our case is uniform and thus a constant
that can also be ignored. Therefore, to calculate the posteriors
on the global parameters given the MCMC chains of individual
fits, we must evaluate the following:

P X S elog , log . C10n n
n
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K
P X

1 1

log n⎡
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( ∣ ) ( )( ∣ )å åq µ q

= =

In this study, we set the population model to
P X ,n pop pop

2( ∣ ) ( )q m s~ , such that each of the elemental
abundances and stellar population parameters in a given bin are
distributed normally, with a mean μpop and spread σpop.
Finally, we use MCMC to sample the μpop and σpop PDFs,
where the likelihood is given by Equation (C10). In words, the
likelihood function is given by the following: for each galaxy,
evaluate ,pop pop

2( )m s at the location of the precomputed
MCMC chains. Sum this over all K chains and then over all N
galaxies.
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