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Chapter 11 
Information Extraction and Machine 
Learning for Archaeological Texts 

Alex Brandsen 

Abstract Archaeologists are creating ever-increasing amounts of textual data. So 
much in fact, that manual reading and inspection has become practically impossible. 
By leveraging computational approaches, it is possible to extract relevant informa-
tion from this big data, allowing for more efficient research and new analyses. In 
this chapter, methods and techniques to extract information from archaeological 
texts through Machine Learning are introduced and discussed, with a focus on 
practical examples. After reading the chapter, you should have a clear grasp on the 
possibilities of text mining in archaeology, the current state of research, and enough 
information to start your own text analyses. 

Keywords Information extraction · Text mining · Machine learning · Data 
science 

11.1 Introduction 

In the last ten years or so, archaeologists have started generating ‘big data’: 
information assets characterised by the four V’s: Volume, Velocity, Veracity, and 
Variety. Volume simply means the size of the data, generally meaning many 
gigabytes or terabytes of data. The Velocity is the speed at which data updates, 
and Veracity is a measure of how trustworthy data is, these V’s are generally less 
relevant to archaeology. Variety speaks to the level of heterogeneity in the data, and 
how fuzzy or unclear data is, something we do encounter regularly in archaeology. 

In short, big data is so unwieldy that it is not feasible to analyse it with 
conventional methods. This problem of having too much data has been described 
by multiple authors, with Bevan calling it a “data deluge” (Bevan, 2015, p. 1) and 
Vince noting “we are drowning in our own data” (Vince, 1996, p. 1). Dealing with 
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structured data—such as databases and geospatial data—has received a fair share 
of our attention, but much less research is being done on processing and analysing 
unstructured information: the documents that archaeologists write (Bevan, 2015). 

These texts do contain a wealth of information, and by using computational tools 
to access, extract, and combine information in the documents, we can perform new 
synthesising research on large scales. Due to the amount of text data, computational 
methods almost become a necessity: in the Netherlands alone more than 4000 
excavation reports are produced each year, not to mention thousands of books, 
papers, and preprints as well. When we extrapolate that to the situation across the 
world, it quickly becomes clear that manual inspection of these texts is unfeasible. 

In this chapter, methods and techniques to extract information from archaeolog-
ical texts through Machine Learning are introduced and discussed, with a focus on 
practical examples. After reading the chapter, you should have a clear grasp on the 
possibilities of text mining in archaeology, the current state of research, and enough 
information to start your own text analyses. 

11.2 Information Extraction Techniques 

In this section, an overview is given of techniques that are useful for Information 
Extraction. The focus here is on explaining what the methods do and what use they 
have, while the following sections go more into the technical details on how to 
practically apply these methods. The first part of this section explains some general 
concepts, and the subsections deal with specific techniques. 

Natural Language Processing (NLP) is a research field which explores how 
computers can be used to understand and manipulate natural language, i.e. speech 
and written text in human language (as opposed to formal/constructed language such 
as programming languages) (Chowdhury, 2005). A document collection that we can 
analyse with NLP is called a corpus. 

Text Mining is a subfield of NLP, and is a group of tasks all related to analysing 
written text (Feldman & Sanger, 2007). The most common task is Information 
Extraction (IE): extracting information from unstructured text. 

In essence, IE is text simplification: turning unstructured text into a structured 
view of the information present in the text. There are a number of techniques that 
fall under IE, we here list the most used ones: 

• Named Entity Recognition (NER), detection of entities (or concepts) in text. 
For example, finding all archaeological artefacts or time periods mentioned in a 
document. 

• Document Classification, the process of automatically assigning labels to a text. 
For example, assigning subject metadata to a document by classifying it into one, 
or a number of categories. 

• Topic Modelling, automatically clustering documents into distinct groups based 
on their content.
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• Relationship Extraction, the identification of relations between entities. For 
example, finding relations such as [artefact] is found in [context]. 

• Coreference Resolution, detection of coreference between entities. For exam-
ple, in the sentence “We found an arrow head, it is dated to the Neolithic”, it is 
useful to know that “it” and “arrow head” refer to the same real world entity. 

• Terminology Extraction or ontology extraction, a method of automatically 
constructing a thesaurus by analysing a large corpus. 

At the moment in archaeology, NER, document classification, and topic mod-
elling are being researched the most, and we will focus mainly on these techniques 
so we can illustrate the methods with archaeological examples. 

Machine Learning (ML) is a form of Artificial Intelligence, which uses relations 
between data points in large data sets to create statistical models which can be used 
for various purposes. Generally, a Machine Learning algorithm will be able to take 
a human-annotated set of data (e.g. labelled entities in text) and create a statistical 
model which can predict new, unlabelled data (e.g. predict entities in text). Another 
way to make predictions is to use handcrafted rules: a Rule-Based approach. Here, 
an expert manually creates rules that can predict labels, e.g., “if a word is in an 
artefact word list, label it as an artefact”. Both approaches have been used with 
various degrees of success in archaeological text mining. More detailed information 
about ML can be found in Sect. 11.5. 

The termGrey Literature is used to describe documents which are not published 
in the traditional sense of the word by academic or commercial publishing houses, 
such as field reports and theses. A lot of research in archaeological text mining is 
focused on using this type of literature, as it is generally the most prevalent and the 
least studied. 

11.2.1 Named Entity Recognition 

Named Entity Recognition is the process of finding different categories of named 
entities (or concepts) in text. Quite often, the categories of entities are persons, 
organisations, locations, time periods, and quantities, as defined in CoNLL-2002 
(Conference on Natural Language Learning), the most used NER benchmark (Tjong 
Kim Sang, 2002). For archaeology, these entities are not as relevant, except for time 
periods and locations. Generally, archaeologists are interested in entity types such 
as artefacts, materials, contexts, species, locations, and time periods. An example 
sentence with marked archaeological named entities is shown in Fig. 11.1. 

NER can be useful for a range of applications. In archaeology, it is mainly used to 
automatically generate metadata, i.e. descriptions of data (Jeffrey et al., 2009; Byrne 
& Klein, 2010; Vlachidis, 2012; Niccolucci & Richards, 2013; Vlachidis et al., 
2017). A lot of archaeological texts have limited or no metadata at all, and to be 
able to find these texts for research, it is useful to have some description of the data, 
such as which time periods, places, and artefacts are mentioned in the text. Instead of



232 A. Brandsen

Fig. 11.1 Example sentence with named entities marked. Entity types have been shortened: MAT 
= material, ART = artefact, PER = time period, and CON = context 

using all the detected entities, often a selection is made of the most important ones to 
serve as metadata. It is also possible to connect the detected entities to entries in the-
sauri, to further improve interoperability between data sets (Tudhope et al., 2011). 

Instead of using a selection of entities as metadata, it is also possible to index 
all the entities in a search engine, together with the full text of the documents 
(Brandsen et al., 2019, 2020). This makes it possible for researchers to do advanced 
searches and find more relevant documents to their research. Recent research by 
Brandsen and Lippok (2021) shows that using such an intelligent search engine 
leads to more data and new insights. With either search on entities, or automatic 
metadata generation, the goal is to make the data more FAIR (Findable, Accessible, 
Interoperable and Reusable, Wilkinson et al., 2016). 

Another approach that is made possible by entity extraction is pattern mining: 
using algorithms to automatically extract meaningful patterns from data. In other 
domains this has been researched extensively, but in archaeology it is quite rare. 
One example of pattern mining is the work by Wilcke et al. (2019), but they worked 
with hand-created XML (eXtensible Markup Language) data, not extracted entities. 
Their results are perhaps a bit lacking, but this might be partly due to the small 
amount of data. Once these methods are applied to thousands or millions of entities 
extracted from big data, more meaningful patterns might emerge. 

11.2.2 Document Classification 

Unlike NER where extraction of entities is the goal, document classification aims 
to assign one or more labels to a text. But similar to NER, this is often done to 
create metadata (Brandsen & Koole, 2021). Another approach is to label documents 
as relevant or irrelevant for a particular research question (Fischer et al., 2021). In 
archaeology, the focus has mainly been on NER, so there are not many examples. 
However, there are many possible applications, for example: determining whether 
or not tweets or reviews are about (a particular kind of) archaeology, or classifying 
a large amount of papers into certain categories for further study. 

There are three variants of document classification: 

1. Binary classification, each document is classified as either belonging, or not 
belonging, to one class (is a document relevant or not?) 

2. Multi-class classification, each document can be classified as belonging to one 
of multiple classes (Which time period is a document about?)



11 Information Extraction and Machine Learning for Archaeological Texts 233

3. Multi-label classification, each document can be classified as belonging to one 
or more classes (which subject(s) are discussed in this document?) 

Generally, when assigning metadata, we would be looking for multiple classes 
for each document, so multi-label classification is the most common. 

A particular type of document classification worth mentioning here is sentiment 
analysis, a task where the goal is to determine whether a text is positive or negative 
about a certain topic (Turney, 2002). This task is quite popular, receiving a lot of 
research interest, mainly in eCommerce and social media settings, where finding 
out whether a post or review is positive or negative is useful information. In an 
archaeological setting, it has been used to e.g. study the reactions to the destruction 
of heritage sites by ISIS (Cunliffe & Curini, 2018) and how tourists interact with 
monuments (Paolanti et al., 2019). 

11.2.3 Topic Modelling 

Topic modelling is a Machine Learning technique that can be used to cluster a 
collection of documents into groups, based on the word content of those documents. 
It is an unsupervised Machine Learning technique, as it does not require data 
annotated by humans (see Sect. 11.5.1). Because of this, it is a quick and easy way 
to start analysing a corpus. However, it is difficult to get accurate or meaningful 
results, which is why document classification is often more worthwhile. That being 
said, some potential uses for topic modelling include automatically grouping papers 
about a certain topic into subtopics to decide which will be manually read, and 
investigating changes in language use (or even theoretical trends) in archaeological 
literature over time and/or space (Plets et al., 2021; Jackson et al., 2020). An 
example of a topic model is shown in Fig. 11.4. 

11.2.4 Information Retrieval 

Related to Information Extraction is Information Retrieval (IR): methods to retrieve 
a set of documents based on a user defined query. In essence, IR is building search 
engines. IR is a research area of its own, with conferences and journals dedicated to 
the topic, and an in depth discussion is out of the scope of this chapter. However, it 
is worth briefly discussing IR in the context of Information Extraction. 

Finding relevant literature for research is of course a common problem across all 
of science, and archaeology is no exception. But currently, most literature search is 
done using metadata search: searching through the title, description, and sometimes 
keywords manually entered by the author or archival service. Such metadata can 
not fully capture all the information present in a document, and as such relevant 
information can be missed. More advanced search systems, including full-text
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search and named entity search, have been explored to some extent (Paijmans & 
Brandsen, 2010; Gibbs & Colley, 2012; Brandsen et al., 2019), but more research is 
needed to create better search engines for archaeologists. 

11.3 Previous Research on Information Extraction in the 
Archaeology Domain 

Asmentioned by Richards et al. (2015), archaeological texts have excellent potential 
for text mining, due to its relatively well-controlled vocabulary. Much work has 
gone into producing thesauri (controlled word lists) in multiple languages (Gilman 
& Newman, 2007; Brandt et al., 1992), which we can leverage to extract information 
from text. In the last fifteen years, a range of projects have been undertaken which 
have attempted to use text mining within archaeology, starting with rule-based 
methods, and gradually moving towards Machine Learning based methods. In this 
section, we provide a brief overview of these text mining studies. 

Amrani et al. (2008) created a workflow allowing archaeologists to extract 
information from English texts, but in a quite specialised way on a small collection. 
At the same time, The OpenBoek project (Paijmans & Brandsen, 2010) used  
Machine Learning to automatically label time periods and locations in Dutch field 
reports, which were searchable together with the full text in a web application. 
Byrne and Klein (2010) experimented with extracting archaeological events and 
converting them to RDF (Resource Description Framework) triples, to increase the 
interconnectivity between data sets from different sources. 

The Archaeotools project used a combination of rule-based and Machine Learn-
ing approaches to automatically generate location, time period, and subject metadata 
for a small selection of reports. This generated metadata could then be used for 
searching in a facetted interface (Jeffrey et al., 2009). In the OPTIMA project, 
Vlachidis (2012) applied rule-based techniques to perform NER and express entities 
in the CIDOC-CRM schema.1 The output of this research was further built upon 
in the STAR and STELLAR projects, where Tudhope et al. (2011) created a search 
demonstrator which searches through extracted entities from text and five excavation 
databases at the same time. 

As part of the international ARIADNE project, some experiments were under-
taken with NLP on grey literature. The ADS (Archaeology Data Service) in the 
UK created a prototype web application which uses NER to automatically create 
metadata for English reports, and experimented with rule-based NER for Dutch and 
Swedish reports as well (Vlachidis et al., 2017).

1 The International Documentation Committee—Conceptual Reference Model (a way to model 
information) for cultural heritage and museum documentation, as defined by the International 
Committee for Documentation (CIDOC) (2014). 
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In her Master’s thesis, Talboom (2017) specifically targeted zooarchaeological 
entities in reports, using Machine Learning to perform NER. Building on her work, 
Talks (2019) added more entity types and did an extensive evaluation with users. 

Very recently, Fischer et al. (2021) used text mining as part of their research on 
ruralisation in the Netherlands. They created a term document matrix and compared 
this with a list of keywords related to the topic of ruralisation, to assess the 
usefulness of a large number of reports for a number of topics. 

In a slightly different direction, Plets et al. (2021) describes research on grey 
literature from Belgium, looking at theoretical trends over time. They successfully 
manage to use text mining to find these trends and chart the decrease in text 
quality due to developer-led archaeology. Similarly, Jackson et al. (2020) used topic 
modelling techniques on English data to see if there are patterned ways in which 
archaeologists write about osteology. 

In the Netherlands, the AGNES (Archaeological Grey literature Named Entity 
Search) project has been working to create a search engine for Dutch excavation 
reports, which leverages Machine Learning NER to make more efficient and detailed 
search possible (Brandsen et al., 2019). This project will be extended to also include 
English and German documents, and include more document types (such as books, 
papers, etc) over the next four years. 

From this overview it is evident that there is a clear focus on grey litera-
ture, presumably due to their ubiquity and potential for Information Extraction. 
A lot of research also focuses on making data more FAIR (Wilkinson et al., 
2016), by automatically creating more metadata, by building search engines, and 
by expressing unstructured text information into machine-readable formats to 
increase interoperability. 

Generally, the aim is to assist archaeologists in their research by making big data 
sets that are difficult to navigate more manageable and searchable. The hope is that 
by harnessing computer power to analyse and summarise big data, we can do better 
synthesising research at large scales, leading to a better view of the past. 

11.4 Preprocessing 

As mentioned in the introduction, text is unstructured data. This means that there 
is no external structure added to the data which allows computers to easily process 
it. For example, in a database table, each number or string is stored in a cell, which 
is in a specific column and row. This column/row structure allows computers to 
‘understand’ the data and perform analyses. Humans can easily make sense of text 
by reading it, because we have an incredible amount of background knowledge: we 
know the world we exist in, we know which words describe which concepts in that 
world, we know the language the text is written in, and we have the ability to read 
words and process them into meaningful information in our minds. 

However, to computers, text is just a sequence of individual symbols with no 
inherent meaning, and they do not know the language or the concepts in the real
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world that the text describes. This makes it a lot more difficult to work with text 
data than it is to work with structured data. To convert text into a format where a 
computer can work with it, we need to do some preprocessing. During this process, 
we can also help our analyses by excluding or transforming words (further detailed 
below). While preprocessing is not the most exciting part of a text analysis, the 
choices made in this part of the process can make big differences in the outcome of 
an analysis. In addition, it does tend to take up a substantial amount of time: often 
more time is spent on defining and fine-tuning the preprocessing methods than on 
the actual analysis itself. In the next couple of sections, an overview is given of 
common preprocessing tasks, how to perform them, and what effect they (can) have 
on the results of an analysis. 

Note 
Most of the software we reference in this chapter is Linux and Python based, 
but all steps and methods can be done with other software on other platforms 
as well. 

11.4.1 Converting to Plain Text 

For many data sets, the first step is to convert the files to plain text (.txt files). Most 
often, text data sets in archaeology are collections of PDF (Portable Document 
Format) or Microsoft Word files. They are not ideal for computation approaches 
as these formats also encode style information (among other details), which we 
generally do not need in our analyses and just cause unwanted noise. 

A lot of tools exist to convert PDF files to plain text. Commonly used tools are 
pdftotext,2 a command-line utility for Linux distributions, and the PDFMiner3 

and PyPDF24 packages in Python. 
For Word files, the most used tool is docx2txt,5 or the Python library 

textract.6 which can extract text from a range of file formats, also including 
image and sound files. Choosing which tool is best for a use case depends on the 
end goal of the analysis, and which software you are using, but any tool that creates 
plain text should be sufficient.

2 https://www.xpdfreader.com/pdftotext-man.html. 
3 https://pdfminersix.readthedocs.io/. 
4 https://pypi.org/project/PyPDF2/. 
5 http://docx2txt.sourceforge.net/. 
6 https://textract.readthedocs.io/en/stable/. 
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11.4.2 Optical Character Recognition 

Most documents we deal with nowadays are ‘born digital’, which means they were 
created using computer software. Born digital documents will have the text encoded 
as actual characters which we can extract using the methods mentioned above. 
However, some files will be scanned pictures of existing hard copy documents, this 
is mainly the case for older documents (before the 2000s). In this case, the file does 
not contain actual computer readable characters, but just a grid of pixels in varying 
colours as far as the computer is concerned. To extract computer-readable text, the 
process of Optical Character Recognition (OCR) is needed (Merali & Smith, 1985). 
This method ‘reads’ the image of the text, and uses pattern matching and/or Machine 
Learning methods to translate these into machine-readable text. OCR is never 100% 
accurate, and as such you should expect noise being introduced in this phase, with 
the level of noise largely dependent on the quality of the original print and the quality 
of the scans. But once the computer readable text is available, we can continue with 
the rest of the preprocessing. 

11.4.3 Sentence Boundary Detection 

Most methods and analyses require one sentence per line in the text file, but often 
this is not what the plain text conversion provides. The first step is to do sentence 
boundary detection (also called sentence boundary disambiguation): automatically 
detecting where sentences begin and end (Riley, 1989). This might seem trivial, 
as sentences are normally ended by a full stop, exclamation mark or question mark, 
but in practice this is quite challenging due to the potential ambiguity of punctuation 
marks. A full stop for example, can be a part of an abbreviation, an email address, or 
be a decimal point, all instances where we should not end a sentence. The following 
sentences illustrate the problem: 

We found a Neolithic(?) flint axe in pit no. 2, but didn’t find any pottery. 
An adjacent post hole yielded enough charcoal for a C14 dating. 

Here, a number of potential problems are highlighted: the question mark after 
“Neolithic” and full stop after “pit no” are not the ends of the sentence. Also note 
the full stop on the next line, this is not a typo, but a common occurrence in text 
created by PDF conversion and/or OCR. The correct sentence split is on the full 
stop after “pottery”:
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We found a Neolithic(?) flint axe in pit no. 2, but didn’t find any pottery. 

An adjacent post hole yielded enough charcoal for a C14 dating. 

Sentence boundary detection is mainly done by using rules of varying complex-
ity, but can also be tackled by Machine Learning. In Python, the most commonly 
used method is the NLTK (Natural Language ToolKit) package, which also performs 
a large number of other NLP tasks (Bird et al., 2009). 

Note 
The first sentence in the box above will be used to illustrate all the following 
steps, to give a view of the full process. 

11.4.4 Tokenisation 

Like we mentioned earlier in this section, computers see text as a sequence of 
symbols with no inherent meaning. This also means that computers do not know 
what words are, or how to distinguish where a word starts and ends. To convert 
a sentence into a sequence of words, we use tokenisation, which returns a list of 
tokens. Tokens are similar to words, and a token often is a word, but not always. A 
token is defined as an instance of a sequence of characters that are grouped together 
as a useful unit for processing (Manning et al., 2008). This difference between words 
and tokens can be illustrated by tokenising our example sentence: 

We found a Neolithic ( ? ) flint axe in pit no . 2 , but did n’t find any pottery . 

In this example, most of the tokens are indeed words, but punctuation marks 
have also become individual tokens and “didn’t” has been converted to two separate 
tokens. This tokenisation process is important as it removes noise from words (such 
as the brackets and question mark after ‘Neolithic’) and turns sentences into chunks 
of information that can be processed further.
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11.4.5 Normalisation 

Once we have a list of tokens, we can normalise and clean the text. There are a lot of 
different methods that can be applied at this stage, but the following most common 
steps are discussed: lowercasing, removing words, stripping characters, stemming, 
and lemmatisation. 

Important 
All normalisation preprocessing steps described below can affect the end 
result of the analysis both positively and negatively. Depending on the data, 
the methods used and the end goal, each normalisation technique should be 
individually considered. 

11.4.5.1 Lowercasing 

This is pretty much what the title suggest: changing all uppercase characters to 
their respective lowercase versions. Lowercasing is useful for most analyses, as it 
decreases the number of different tokens in your data set, and merges the uppercase 
and lowercase versions of a token into one. This intuitively makes sense as there is 
no semantic difference between e.g. “Axe” and “axe”, but to a computer, these are 
two different strings, and will be analysed separately. 

There are some exceptions in which case it is better to keep the uppercase 
characters, a good example is Named Entity Recognition (NER), a method for 
automatically finding and labelling certain concepts such as person names and place 
names. To be able to recognise such a name, having the casing intact is useful, as 
names will most often be capitalised, making it easier to distinguish between the last 
name “Flint” and the material “flint”. Lowercasing is a common function in most 
text analysis software and programming languages, e.g. in Python the lower() 
function can be used. Here is our example sentence with lowercasing applied: 

we found a neolithic ( ? ) flint axe in pit no . 2 , but did n’t find any pottery . 

11.4.5.2 Removing Words 

Quite often, certain words are uninformative for an analysis, and removing them 
will reduce noise. It removes low-level information from the text to give more 
weight to important information. Besides this effect, removing common words also
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reduces the size of the data, and thus reduces the training time of Machine Learning 
algorithms. 

A method that is often used is to remove so-called ‘stop words’. Stop words 
are the most common words in a language, like articles, prepositions, pronouns, 
conjunctions, etc. Some examples in English include “the”, “a”, “so”, “is” and 
“that”. The words that should be deleted are defined in a manually defined stop 
words list. Luckily, most—if not all—text analysis software provides such a list for 
English, and often many more languages too. Here, we have used the NLTK stop 
word list to remove them from our example: 

found neolithic ( ? ) flint axe pit . 2 , find pottery . 

Another way to reduce the total number of different tokens is to remove the 
n most common tokens, this is very similar to removing a predefined list of stop 
words. The other way around, it is also possible to remove tokens that only occur 
n times in the data set, with n often being a number between 1 and 3. This way we 
remove tokens that are uncommon, and thus uninformative for some tasks. 

Do keep in mind that for certain types of analyses, having stop words or 
uncommon words in your data can be useful. An example is sentiment analysis, 
where words like “not” are indicative of a negative sentiment. 

11.4.5.3 Stripping Characters 

Besides removing words, we can also remove other types of tokens, such as punc-
tuation, numbers and symbols. Doing all three on our example sentence leads to: 

found neolithic flint axe pit find pottery 

Quite often these types of tokens are not informative, but there are exceptions. If 
you are trying to find C14 dates in text, removing all symbols will also remove “. ±”, 
which is a very strong indicator of a C14 date in archaeological texts. 

11.4.5.4 Stemming 

Stemming is the process of reducing words to their stem, i.e. removing the suffix of 
the word. For example, “house”, “houses” and “housing” all have the same stem: 
“hous”. As you can see, the stem does not need to be an actual word, although it 
often is. It is sufficient if all related words are reduced to the same stem—even if
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that stem is not a word—as to a computer there is no semantic difference. Stemming 
groups related words into one representation, again reducing the variety in the data. 
If we apply stemming using the Porter stemmer (Porter, 1980) from NLTK to our 
example sentence, we end up with: 

found neolith flint axe pit find potteri 

While stemming in general does reduce the variety of tokens, in this case it has 
not: “found” and “find” have been assigned separate stems, while really they have a 
very similar meaning. Stemming does not take into account the actual meaning of a 
word, but uses rules to remove suffixes. 

11.4.5.5 Lemmatisation 

Lemmatisation is similar to stemming, but a bit more advanced. It reduces a word 
not to its stem, but to its lemma: the dictionary form of a word. Instead of chopping 
off a word’s suffix, it uses linguistic features to determine the Part Of Speech (POS) 
and semantic meaning of a word, and subsequently finds the corresponding lemma. 
This means that the lemma of “axing” is “ax” and the lemma of “axe” is “axe”, 
indicating the semantic difference between the two. If we use lemmatisation instead 
of stemming, our example sentence looks like this: 

find neolithic flint axe pit find pottery 

Here we see that “found” and “find” are both assigned the same lemma: 
“find”, unlike with stemming. Depending on your application, either stemming 
or lemmatisation can be more appropriate, but something to keep in mind is that 
lemmatisation is a more difficult task than stemming, and as such is less accurate. 

11.4.5.6 Normalisation and Information Loss 

As already indicated with examples for e.g. lowercasing, stripping characters, and 
removing words, not all normalisation techniques are useful for every analysis. This 
is because the goal of normalisation is to reduce the complexity i.e., simplify data. 
However, when data is simplified, this means some information is lost. The trick is 
finding a balance between normalising the text to such an extent that classifiers can 
more easily learn statistical patterns, while not removing any information that might 
be useful for that classifier.
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Generally, there are certain types of preprocessing that are commonly used for 
each type of analysis, but every data set is different and requires a thorough consid-
eration by inspecting the data and comparing normalisation steps. In archaeology, 
we often deal with particular types of fuzziness and ambiguity in our data, when 
compared to other domains. This means that when working with archaeological 
data, careful consideration is needed from both the computer science side and 
the archaeology side, to make optimal choices regarding normalisation and other 
choices during the development of text mining tools. 

11.4.6 Adding Structure 

At this point we have preprocessed our text, and we are at the final step before we 
can start our analysis: adding structure, so a computer can do something with our 
data. The easiest way to do this is the so-called Bag of Words (BoW) approach 
(Manning et al., 2009). Here we simply create a table with a column for each word, 
and each row representing a sentence (or document). In the cells, we store how often 
a word occurs in each sentence. This word count is called Term Frequency (TF). See 
Table 11.1 for an example using the two sentences we introduced in Sect. 11.4.3. 
Note that the order of the words in the original sentences is lost, this is why it 
is called a Bag of Words: all the words end up in a ‘bag’, shuffled and without 
ordering. Most text analysis software will do this data transformation automatically. 

While here the BoW is represented as a table for clarity, in reality each sentence 
is stored as a vector: a list of numbers. In Python, this would look like: 

[0, 1, 0, 0, 0, 2, 1, 0, 1, 1, 0, 1, 0] 

At this point, the computer does not know which TF stands for which word, 
because it does not need this information. Based purely on the vectors of a large 
number of sentences (or documents), it can extract statistical relationships and 
make predictions based on those. For example, if we are interested in automatically 
finding sentences about the Neolithic, an algorithm would infer that if the TF of 
‘neolithic’ is not 0, it has the label Neolithic. Of course this is not a great example 
as just looking for the term ‘neolithic’ would be enough to find that out, but 
relationships between other (less literal) words can also be used to make predictions. 

11.4.6.1 Term Frequency and Inverse Document Frequency 

In the above example, we used the Term Frequency to create the vector. While this 
is an easy way to create a vector, it is not always ideal. Some words are simply 
more frequent in general, but that does not mean they are actually more important 
or relevant. To counteract this problem, we can use the Term Frequency–Inverse 
Document Frequency (TF-IDF), which lowers the value if a word occurs in many
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documents (Manning et al., 2009). TF-IDF is currently the most used statistical 
measure for information retrieval and text mining (Beel et al., 2016). 

11.4.7 Selecting Preprocessing Steps 

All the preprocessing steps discussed here have different effects on the eventual 
input data for Machine Learning, and can greatly affect the outcome. It is always 
worth considering which steps will help for a particular analysis, as not all steps are 
always applicable. 

In general though, when doing document classification and topic modelling, most 
of these steps will help increase the performance, as they decrease the variety in the 
text and group different forms of semantically similar words together, making it 
easier to generalise over the data. On the other hand, for NER (and also e.g. word 
embeddings, see Sect. 11.5.5), it is wise to only perform sentence detection and 
tokenisation and none of the normalisation steps, as differences in e.g. casing and 
symbols can be key indicators for entities. Lastly, another option is to simply try all 
possible combinations of preprocessing steps in a brute force method, and select the 
best performing combinations (Brandsen & Koole, 2021). 

11.5 Machine Learning 

Once the data has been selected, preprocessed, and converted into the right format, 
the actual analysis can be performed, i.e. NER or document classification. Most 
information extraction methods used today are based on Machine Learning (ML), 
a subfield of Artificial Intelligence. ML can be defined as the study of algorithms 
that automatically improve through experience (Mitchell, 1997). This means that 
these algorithms can build models based on training (or sample) data, without being 
programmed by a human to do so, in this way ‘learning’ by themselves how to 
predict labels for unseen data. Machine Learning is ubiquitous in modern life, being 
used in everything from predicting the spam status of emails to preventing traffic 
accidents in cars by automatically detecting obstacles. 

Within archaeological research, ML is also becoming more popular, and is being 
used for a wide range of problems. Some examples are the automatic detection of 
archaeological features in LiDAR (Light Detection And Ranging) data (Verschoof-
van der Vaart et al., 2020; Trier et al., 2018), classification of pottery types 
based on photos (Gualandi et al., 2021; Pawlowicz & Downum, 2021), analysing 
projectile point typology (Nash & Prewitt, 2016), and differentiating between lithic 
assemblages (Grove & Blinkhorn, 2020). For a more in depth overview of ML in 
archaeology and cultural heritage, see Bickler (2021) and Fiorucci et al. (2020). 

Machine Learning has also been applied to textual data, both modern and 
ancient. Some examples of the analysis of ancient texts are the translation of
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cuneiform script using an app (Sanders, 2018) and the reconstruction of missing 
pieces of ancient Greek text (Sommerschield, 2020). But mostly, ML is used to 
analyse modern texts about archaeology: e.g. books, papers, theses, and field reports 
written by archaeologists in the last couple of decades. Some examples include 
codifying semantically consistent definitions of archaeological concepts (Davis, 
2020), Named Entity Recognition (Paijmans & Brandsen, 2010; Vlachidis et al., 
2017; Tudhope et al., 2011; Talboom, 2017; Brandsen et al., 2019; Vlachidis et al., 
2021), classifying reports on time period, location and/or subject (Jeffrey et al., 
2009; Brandsen & Koole, 2021), topic modelling (Jackson et al., 2020), creating a 
list of relevant documents for certain topics (Fischer et al., 2021) and investigating 
theoretical trends over time (Plets et al., 2021). 

Machine Learning is often juxtaposed with rule-based approaches: methods 
where a researcher defines a set of rules by hand, which are used to predict labels. 
These rule-based methods have been successful in many cases, but we see that ML 
approaches are being used more and more, as they are generally more effective at 
learning patterns in complex data (Richards et al., 2015; Bickler, 2021). This is also 
why this chapter will mainly focus on ML methods. That being said, rule-based 
approaches still have a place in current research, especially for problems where 
there is not a lot of training data, and can be used together with ML methods in 
many cases. 

11.5.1 Supervised and Unsupervised Learning 

Machine Learning can be subdivided into two main types: supervised and unsu-
pervised learning. The difference is that supervised learning uses data that has been 
labelled by humans, while unsupervised learning uses raw, unlabelled data. In effect, 
supervised learning is where an algorithm learns patterns between the raw data and 
true labels, while unsupervised learning detects patterns in the raw data itself. 

To give an example of supervised learning in text, we can take the automatic 
labelling of papers with topics. Imagine a stack of thousands of archaeology papers 
with no information on topic (no assigned keywords in the metadata). But it would 
be useful to know the topic, so we can make a selection of which papers to read. 
It is possible to create a classifier model to predict the topic (or class) of a paper, 
by feeding a supervised Machine Learning algorithm a collection of data that has 
been labelled by an archaeologist. See Table 11.2 for a simplified example with two 
possible subjects: Neolithic or Bronze Age. The first four rows are training data, 
with a label assigned by a human. The ‘Content’ column contains the titles of the 
papers, preprocessed as discussed in Sect. 11.4.
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Table 11.2 Simplified example of Machine Learning document classification, with four human 
labelled training examples and one unlabelled document in the bottom row 

Type Content Class (or label) 

Training Flint domestication use wear analysis Neolithic 

Training Knapping flint wheat harvest Neolithic 

Training Flint bronze sickle knapping Bronze Age 

Training Bronze axe wood use wear analysis Bronze Age 

Prediction Domestication flint knapping microscope ??? 

Table 11.3 Example prediction based on how often terms occur in a class in the training data. 
The percentages show in which proportion of documents from a class this term occurs. The label 
‘Neolithic’ can be assigned with a 66.6% certainty 

Term Neolithic % Bronze age % 

Domestication 50% 0% 

Flint 100% 50% 

Knapping 50% 50% 

Microscope n/a n/a 

Average 66.6% 33.3% 

Try it Yourself 
Based on the information in this table, a human would be able to predict the 
label of the last row. If you want to do some human brain powered ‘machine’ 
learning, you can try it yourself: which label do you predict for the last row? 

By reading the words in the examples, humans can figure out that the terms 
“domestication”, “flint”, and “knapping” are indicators that the predicted label 
should be “Neolithic”, even if they have no prior knowledge of archaeology. 
Computers can do this too, but mathematically. Imagine each term being assigned a 
score between 0 and 1, based on which documents the terms occur in. A score of 0 
means it only occurs in Neolithic, a score of 1 means it only occurs in Bronze Age, 
and a score between 0 and 1 means it occurs in both to some degree. For a new, 
unlabelled document, we can then calculate the average of all the term scores and 
predict a label based on whether it is above or below 0.5. This process is illustrated 
in Table 11.3. 

For each term, we calculate in what percentage of documents it occurs for 
each label, and then average those scores to get a final prediction. The term 
“domestication” occurs in 50% of Neolithic documents, and not at all in Bronze Age 
documents, meaning it is an indicator (or feature) of a document belonging to the 
Neolithic class. “flint” occurs in both classes but more in Neolithic and “knapping” 
occurs in both equally, meaning it does not indicate either class. Then finally, 
“microscope” does not occur in either class, so also does not affect the classification.
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Table 11.4 Simplified example of four documents, with term frequencies for the terms ‘flint’ and 
‘bronze’ 

Document number Document content Flint TF Bronze TF 

1 Flint bronze flint bronze flint 3 2 

2 Flint flint flint flint 4 0 

3 Bronze flint bronze bronze bronze 1 4 

4 Bronze bronze bronze 0 3 

When the scores are averaged, we can see that the label “Neolithic” is predicted 
with 66.6% certainty. Of course, this is a very simplified model of classification, but 
should give an insight into how Machine Learning algorithms deal with text data. In 
real world examples, there are often many more possible labels, many more terms 
to take into account, and possibly bias due to differences in document size, all of 
which complicate matters. 

Unsupervised learning does not use any labelled data, but can still make 
subdivisions in data. In essence, most unsupervised learning methods are some 
variation of a clustering algorithm. Of course, archaeologists are very familiar with 
clustering algorithms, and we have been using these methods for at least 40 years 
(Doran & Hodson, 1975). Some examples include geospatial clustering of finds 
(Bogdanovic, 2015) and clustering artefacts into a typology (Gilboa et al., 2004). It 
is possible to do the same with text data, after transforming the text into a vector (as 
discussed in Sect. 11.4.6). The most used unsupervised learning technique used for 
archaeological texts is topic modelling: automatically creating a number of clusters, 
each with a certain topic, defined by which words are most frequent in that cluster. 

A simplified example is provided in Table 11.4, where four documents are 
preprocessed to only contain the terms ‘flint’ and ‘bronze’, and the term frequencies 
are shown for each. At this point, the documents have been vectorised: for each 
document there is a vector with two dimensions (the dimensions being flint and 
bronze). This can also be expressed as a list of vectors (here displayed in Python 
syntax): 

{ 
1 : [3 , 2], 
2 : [4 , 0], 
3 : [1 , 4], 
4 : [0  , 3]  

} 

For each document number, there is a corresponding list containing two numbers 
(a two-dimensional vector). By treating these numbers as x and y values, we can 
easily plot this as a scatter plot to visualise the data: see Fig. 11.2. Here, the 
document vectors are plotted in two-dimensional vector space, and an algorithm has 
been applied to cluster the points into two groups based on their position in the plot. 
In essence, this is how clustering text data works, although normally the vectors used 
have more than two dimensions, often hundreds or even thousands, which makes
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Fig. 11.2 Scatter plot of the data from Table 11.4. Points have been clustered and assigned a label 
and colour 

these hyper-dimensional vector spaces difficult to intuitively illustrate.7 The group 
label and colour have been manually assigned, and this is an important point: any 
clustering algorithm will return a number of clusters, but it can not assign a label, 
this has to be done manually afterwards by inspecting the data. 

In this example, it was very easy to assign topic labels, as there are two 
well-defined groups with different content, but this is not always the case. An 
example is the work by (Plets et al., 2021), who used topic modelling to try and 
detect changes in theoretical thought in archaeology over time. Unfortunately, the 
clusters presented by the algorithm could not be assigned to different schools 
of thought. Another problem with (some) clustering algorithms is that they are 
non-deterministic, i.e. running the same analysis on the same data with the same 
settings will produce differing results every time. The size of the difference can 
be small or substantial, and any conclusion based on the method will have to take 
this into account. 

As unsupervised learning does not provide actual labels for our data, it is not 
often used. Therefore, the rest of this chapter will mainly focus on the characteristics 
of supervised learning.

7 There are possibilities to display multi-dimensional data in two or three dimensions: an often 
used method is Principal Component Analysis (Wold et al., 1987) which ‘flattens’ data, but also 
loses complexity. 
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11.5.2 Training Data and Validation 

For any supervised Machine Learning method, training data with annotated labels is 
required for the algorithm to learn from. This training data is sometimes also called 
the ‘ground truth’. Depending on the task, different types of labels are needed. In the 
case of document classification, one or more labels is needed for each document. For 
Named Entity Recognition, a label is required for each token. Such a combination 
of an observation (a document or a token) and a corresponding label is called a 
sample. It is important that the training data is representative of the entire data set, 
so the algorithm can learn—and deal with—the variety that exists in the data. 

Once the labelled data has been created, it is required to split the data into a train 
set and a test set. The train set is used to train the model, so the algorithm uses these 
samples to create statistical relations. The test set is then used to evaluate how well 
the model is performing. This is done by letting the model predict labels on the test 
set, and then comparing them to the ground truth labels to calculate a performance 
metric (see Sect. 11.5.4). It is important that the model does not ‘see’ the test set 
during training, as that would give an unfair advantage, and the performance score 
would not reflect the effectiveness it will have on unlabelled data. 

Often, the data is split into 80% train set and 20% test set, also called an 80/20 
split. But other splits with more or less test data can be useful, depending on the 
task and the amount of data available. However, such a static split does come with a 
caveat: if the test set coincidentally happens to be very easy or hard to predict, this 
does not truly reflect how well the model would perform on new data. To prevent 
this, it is often better to perform leave-one-out cross validation. This means that the 
data is split into k equal sized chunks, and the model is trained k times, each time 
using one of the chunks as the test set, and the rest of the chunks (k-1) as training  
data. Afterwards, the performance metrics are averaged across the k runs to provide 
a more well-rounded indication of the model’s quality. 

For any task, a relatively large number of samples is needed for the algorithm 
to be effective. Unfortunately, there is no predefined number of samples which 
would guarantee good performance: each task is different and has varying levels 
of complexity, which influences the amount of data needed. For some simpler tasks 
with just two possible labels (a binary task), 300 to 500 samples might be enough, 
but for e.g. complex NER, thousands of examples are needed for each target entity. 
One way to determine if more data will improve the performance, is by again 
splitting the data into k chunks (with k often being 10), and running the algorithm 
k-1 times, starting with 2 chunks (1 train, 1 test) and every time adding one chunk 
of data (which becomes the test set). The performance scores can then be plotted 
in a line graph to judge whether adding more labelled data would help. A curve 
that flattens out means adding more data will probably not help, but a curve that 
has not flattened out yet indicates more data will probably increase the performance 
(Brandsen et al., 2020).
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11.5.3 Commonly Used Algorithms for Information Extraction 

Many algorithms have been developed for Machine Learning, each with different 
strengths and weaknesses. To give an idea of which are useful for Information 
Extraction, some commonly used methods are discussed here for each type of task. 
This list is far from exhaustive, for a more complete list see (Mohri et al., 2018). 

For text classification, the most commonly used algorithm used to be Naive 
Bayes (NB), which uses the probabilities of known events to predict new events. 
In fact, the example in Table 11.3 is a form of NB. It is particularly useful when 
working with small training data, as it learns quickly compared to other methods 
which require more data. However, this method is not very powerful or good at 
handling complex data, and has been largely superseded by the Support Vector 
Machines (SVM) algorithm (Cortes & Vapnik, 1995). 

SVM works by plotting vectors in a space (like in Fig. 11.2), and drawing a line 
(called a hyperplane in multidimensional space) dividing the points so the distance 
between all points and the hyperplane is maximised. Any new vectors will be 
assigned a label depending on which side of the hyperplane it is plotted. To illustrate 
this, a hyperplane has been added in Fig. 11.3, and a new, unlabelled point is added 
(green square). The red point—based on this hyperplane—would be classified as 
‘Neolithic’ by the SVM. In reality, these hyperplanes are never straight, but bend 
around the vector points in hyper-dimensional space. This can be calculated, but 
unfortunately not visualised. 

For NB and SVM, the order of the samples does not matter and is not taken into 
account. However, for Named Entity Recognition, a lot of information is encoded 
in the order of—and context around—a token. Think of e.g. the time period entity, 

Fig. 11.3 Scatter plot of the data from Table 11.4. Points have been clustered and assigned a 
label and colour. A hyperplane dividing the two groups of points has been added in green. A new, 
unlabelled vector is displayed (green square)
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it is very likely that time periods are preceded by the tokens “around” or “from”, 
for example “we found a house from 1800 BCE”. Having information about tokens 
before and after the current token the algorithm is trying to label is very useful, and 
so for NER, other algorithms are more effective. The most well-known one is the 
Conditional Random Fields (CRF) algorithm, and is generally the starting point for 
any sequence classification problem. (Joachims, 1998). It is relatively easy to use, 
does not require much computing power or time to run, and it generally produces 
good results. NB, SVM and CRF are all available to use via the scikit-learn 
Python library (Pedregosa et al., 2011), among others. 

For both document classification and NER, neural networks (also known as Deep 
Learning) have seen an increase in popularity over the last decade. As they are 
able to capture complexity more accurately than ‘traditional’ algorithms, they can 
provide state-of-the-art performance. For document classification, Recurrent Neural 
Networks (RNNs) and Convolutional Neural Networks (CNNs) are often used. For 
NER, the Bidirectional Long Short Term Memory (BiLSTM) algorithm is popular, 
as well as the Bidirectional Encoder Representations from Transformers (BERT) 
architecture. BERT is discussed in more detail in Sect. 11.5.6 below. 

Clustering is often performed using the k-means algorithm. Also used exten-
sively with other types of data, k-means aims to group vectors into k clusters 
by minimising the within-cluster variance. Specifically for topic modelling, LDA 
(Latent Dirichlet Allocation) is often used, which can relatively easily be imple-
mented with the pyLDAvis Python library (Sievert & Shirley, 2014). In Fig. 11.4 an 
example is shown of the output of pyLDAvis, displaying ten clusters of documents 
about ancient fire use. Topic number 8 has been highlighted, and the top relevant 
terms for that topic displayed on the right. Judging from the top terms, this particular 
cluster seems to be about burning bones and/or cremations. 

11.5.4 Evaluation and Performance Metrics 

To see how well an algorithm performs, we need to evaluate the output. For 
unsupervised learning, there are no target labels, so it is not possible to do a quan-
titative evaluation, and a qualitative evaluation is needed by manually inspecting 
the outcome. For supervised learning, it is possible to quantitatively measure the 
output, as we can compare the labels predicted by the algorithm to the true labels 
assigned by human annotators, and calculate performance metrics. However, due to 
the fuzziness and ambiguity in archaeological data, sometimes a manual inspection 
of the predicted labels is warranted, to see in detail where the algorithm is correct 
and incorrect (or nearly correct). However, a performance metric should always be 
calculated when possible, as this gives an overview of the performance over the 
entire test set, but also because this makes it possible to compare different methods 
on the same data, and promotes reproducible open science.
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Table 11.5 Illustrating the 
true/false positive/negative 
categories 

Prediction 

True False 

Label 
True tp fn 

False fp tn 

In the rest of this section, the most common metrics for text mining are discussed, 
but many more exist, and it is worth investigating which one is most suitable for a 
given task. Most metrics involve calculations of percentages between correctly and 
incorrectly classified items. A label is predicted by the algorithm for each item in the 
test set, and those predicted labels are compared to the true labels. Each prediction 
can then be assigned to one of the categories listed below. The categories and 
metrics are further explained with an archaeological example: imagine a document 
classification task where the goal is to automatically label a large set of papers 
as being relevant or irrelevant to a certain research topic, e.g. Early Medieval 
cremations in Europe. As the amount of possibly relevant papers is too large to 
manually inspect, using a Machine Learning algorithm to make a preselection could 
be useful. 

• True positive (tp). When a paper is relevant, and the label is correctly predicted 
as ‘relevant’. 

• True negative (tn). When a paper is irrelevant, and the label is correctly predicted 
as ‘irrelevant’. 

• False negative (fn). When a paper is relevant, but the label is incorrectly predicted 
as ‘irrelevant’. More simply put: a paper that has not been recognised as relevant 
by the system. 

• False positive (fp). When a paper is not relevant, but the label is incorrectly 
predicted as ’relevant’. More simply put: the system thinks a paper is relevant 
when it is not. 

These categories are further illustrated in Table 11.5. Once all the items have 
been assigned a category, it is possible to calculate performance metrics. The most 
used measures in Machine Learning in general are recall, precision and F1 score.. 

Recall shows what proportion of actual positives was identified correctly. For 
our example, it indicates out of all the relevant papers, what percentage have been 
correctly labelled as ‘relevant’. It can also be viewed as the percentage of papers 
that have been found. It is defined as follows: 

.Recall = tp

tp + f n
(11.1)
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Precision shows what proportion of positive identifications was actually correct. 
For our example, it indicates out of all the papers labelled as ‘relevant’, what 
percentage was actually relevant. In essence, this means that it shows that when 
an algorithm predicts a label, how often it is right. It is defined as follows: 

.Precision = tp

tp + fp
(11.2) 

The F1 score (or F measure) combines recall and precision to provide an overall 
evaluation metric. More specifically, it is the harmonic mean of precision and recall, 
and is defined as: 

.F = 2 · precision · recall
precision + recall

(11.3) 

The 1 in F1 means that recall and precision are equally important (and thus 
equally weighted) when calculating the harmonic mean. But in some cases, either 
recall or precision are more important, in which case the F score can be weighted 
to favour recall or precision more. This is done by changing to the F0.5 score 
(precision is 2 times more important/weighted) or F2 score (recall is 2 times 
more important/weighted). For example, (Brandsen et al., 2019) shows that when 
searching for documents, Dutch archaeologists are more interested in getting as 
many relevant documents as possible, even if this means getting more irrelevant 
documents. This means that the recall is more important, and the F2 score would be 
more suited for that task. 

Other metrics are less popular, but can be useful in certain situations. These 
include the ROC (Receiver Operating Characteristic) curve, the related AUC 
(Area Under the ROC Curve), and the MCC (Matthews Correlation Coefficient) 
(Verschoof-van der Vaart & Landauer, 2021). If a less popular metric is chosen, it is 
useful to also include the most common metric(s) for the task as well, to be able to 
compare algorithms between studies. 

Generally, these metrics are not calculated manually. Most Machine Learning 
libraries will have functions that can automatically calculate the metrics, based on 
an input of predicted labels and correct labels. For Python, the Metrics functions 
of the scikit-learn library have the metrics discussed here available, among 
many others. 

11.5.5 Word Embeddings 

Word embeddings are a different way to represent tokens. Instead of using the 
actual string (or a number assigned to that string), word embedding algorithms
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convert tokens into vectors. Instead of creating a vector for each document (like 
in Sect. 11.4.6), a vector is created for each token in the document. The vectors are 
created by the word embeddings algorithm in such a way that words which occur in 
similar contexts (i.e. have similar words near it in sentences), have similar vectors 
(i.e. are near each other in the vector space). This is based on the distributional 
hypothesis: words that have similar contexts will have similar meanings (Harris, 
1954). Once the vectors for the individual tokens have been calculated, a single vec-
tor for the document can be created (for example by averaging all the token vectors). 

Word embeddings are useful because to a computer, “axe” and “adze” are two 
completely unrelated strings, the computer does not know they are semantically 
similar. However, if the vectors of these two words are near each other, the computer 
can use this information to understand that they are similar. To illustrate this, the 
following two sentences (before and after preprocessing) would have substantially 
different vectors when using the method from Sect. 11.4.6: 

• “The axe was used to chop wood” (axe used chop wood) 
• “The birch was carved with an adze” (birch carved adze) 

In fact, after preprocessing, none of the tokens overlap between sentences. Yet 
it is clear to humans that these sentences have substantial semantic similarity. 
Assuming the word embeddings have been created correctly, these two sentences 
would be quite similar: axe is similar to adze, carve is similar to chop, and birch 
is similar to wood. And when averaged into a document vector, the computer 
understands these sentences to be similar, even though the tokens are completely 
different. This makes word embeddings incredibly powerful for dealing with text 
data, and consequently, it has been applied with great success to many tasks: from 
document classification and NER, to automatically expanding search queries and 
tracking the change of meanings of words over time. 

Word embeddings can be created by multiple algorithms, the most popular 
currently are word2vec (Mikolov et al., 2013), GloVe (Pennington et al., 2014) 
and FastText (Bojanowski et al., 2016). Instead of just averaging word vectors 
to get to a document vector, it is also possible to use the doc2vec model (Le & 
Mikolov, 2014) to create more sophisticated document vectors. All these models 
can be implemented in Python using the gensim library (Rehurek & Sojka, 2010). 

11.5.6 Transfer Learning 

While word embeddings are a significant improvement over the bag-of-words 
model, the current state of the art in NLP is transfer learning, specifically trans-
former based methods. These Deep Learning algorithms can ‘learn’ language 
from extremely large unlabelled text collections (billions of tokens) to create a 
language model, and can then use this model to better perform specific tasks. 
The idea behind these language models, is that they mimic human behaviour: by 
already knowing a language, it is easier to try and predict classes. The most well-
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known architecture is called BERT (Bidirectional Encoder Representations from 
Transformers), developed by researchers at Google (Devlin et al., 2019). 

Similar to word embeddings, BERT also creates vectors for tokens. However, 
traditional word embeddings such as word2vec are context independent, meaning 
a token will always have the same vector, regardless of its context. In this case, 
the word ‘flint’ will have the same vector in “a flint axe” and “Mr. Flint” while 
being semantically very different. BERT produces context-dependent embeddings, 
meaning the vector of a token is different if it occurs in a different context. This 
means that BERT is particularly useful for tasks where synonymy and polysemy are 
a problem, and can handle more complex tasks with higher performance. 

While BERT is being used extensively in other domains for a wide range of tasks, 
in archaeology it has not been used much yet. An exception to this is the work by 
Brandsen et al. (2021), who used BERT for NER, showing substantial improvement 
over a CRF based method. 

BERT does have large potential for use in archaeology, as it leverages unlabelled 
data to train the neural net. Normally for deep learning algorithms, a very large 
amount of labelled data is needed to train the network, which often is not available 
in our domain. By creating a language model with unlabelled data, only a modest 
amount of labelled data is needed to fine-tune the model on a specific NLP task. 
The unlabelled training data does not necessarily need to be archaeological data 
either, as long as it is in the same language, hence why it is called ‘transfer 
learning’, transferring knowledge from one domain to another. However, research 
does show that using unlabelled training data from the domain itself can lead to 
modest increases in performance (Lee et al., 2019; Beltagy et al., 2020; Brandsen 
et al., 2021). 

11.6 Conclusions 

This chapter has described various Information Extraction methods, how to perform 
these using Machine Learning, and given an introduction to data preprocessing and 
the evaluation of text mining algorithms, with a focus on practical archaeological 
examples. This provides a snapshot of the current state of research, as well as some 
ideas and inspiration for future directions. 

Even though a large proportion of this chapter is dedicated to machine automa-
tion, computers are not going to replace archaeologists any time soon, as also noted 
by other archaeologists working with Machine Learning (Verschoof-van der Vaart 
et al., 2020; Traviglia et al., 2016). While computers are great at calculating answers, 
they are not able to ask any questions: formulating research ideas and analysing 
the output of algorithms will still have to be done by humans. A certain level of 
creativity and ability to ‘connect the dots’ is needed in science, which we need 
human brains for. While neural networks are getting increasingly complex and are 
starting to mimic human learning, they are still rudimentary when compared to the 
incredible ability of humans to learn from scratch, connect ideas, and think out of
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the box, while algorithms are (quite literally) bound by their ‘box’, or the limits of 
the programming that created them. 

Instead, computational tools are meant to further enhance the archaeologist’s 
ability to draw meaningful conclusions from raw data and to make this process more 
efficient. Outsourcing menial tasks to e.g. students and volunteers has a long history 
in archaeology, and science as a whole. The more we can replace this valuable 
human time with relatively unvaluable computing time, the more we can focus 
on the interesting parts of archaeology: drawing conclusions and building theories 
relating to past human behaviour. 

However, this new big data paradigm (Löwenborg, 2018) and the associated tech-
niques also pose new challenges (Kintigh et al., 2014; Gattiglia, 2015). An example 
is the reliability of data. While data has always been central to archaeological knowl-
edge, in this new paradigm large data sets can be presumed to be unproblematic, and 
any problems with quality or reliability to be overcome purely by the quantity of 
data (Huggett, 2020). This can cause the conceptual understanding of the creation 
of archaeological data—gained over decades of discussion—to be overlooked when 
performing these large scale syntheses (Cunningham & MacEachern, 2016). At the 
same time, discussions around big data have seen a renewed interest in the relation 
between data, and the knowledge created from this data (Leonelli, 2015). 

As big data is getting increasingly ubiquitous in archaeology, it seems inevitable 
that computational methods to find, combine, and analyse nuggets of information 
from large data sets will become increasingly common place. As other domains— 
and specifically computer science scholars—push the state of the art of NLP towards 
ever-increasing performance, we as archaeologists can use and adapt these new 
tools with relative ease, or collaborate with experts. Using these methods and 
applying them to our own data, for our own research questions, we can perform 
better synthesising research at larger scales, leading to a better, more thorough 
understanding of the past. 
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