
Integrating cellular and tissue dynamics with cell fate
decisions through computational modeling
Heldring, M.M.

Citation
Heldring, M. M. (2023, December 12). Integrating cellular and tissue
dynamics with cell fate decisions through computational modeling. Retrieved
from https://hdl.handle.net/1887/3666239
 
Version: Publisher's Version

License:
Licence agreement concerning inclusion of doctoral
thesis in the Institutional Repository of the University
of Leiden

Downloaded from: https://hdl.handle.net/1887/3666239
 
Note: To cite this publication please use the final published version (if
applicable).

https://hdl.handle.net/1887/license:5
https://hdl.handle.net/1887/license:5
https://hdl.handle.net/1887/license:5
https://hdl.handle.net/1887/3666239


 

	

Chapter	3	
	

	

Data-driven	 kinetic	 modeling	 of	 p53	
signaling	linked	to	cell	cycle	progression		
	
Heldring,	M.M.1,	Wijaya,	L.S.1,	Le	Dévédec,	S.E.1,	van	de	Water,	B.1	and	
Beltman,	J.B.1	
	
1	Division	of	Drug	Discovery	and	Safety,	Leiden	Academic	Center	for	Drug	
Research,	Leiden	University,	Leiden,	The	Netherlands	
	
Manuscript	in	preparation	
	



	
Chapter	3	

 66 

Abstract	
	
Hepatocellular	homeostasis	is	essential	for	maintaining	a	healthy	and	normal-
functioning	 liver.	Homeostatic	disruption	caused	by	chemical	compounds	can	
induce	temporary	or	chronic	liver	injury	and	even	complete	liver	failure.	There	
is	 a	 vast	 array	 of	 proteins	 involved	 in	 cellular	 homeostasis	 that	 controls	 the	
response	 to	 diverse	 types	 of	 stress.	 Among	 the	 most	 important	 is	 the	
transcription	factor	p53,	primarily	known	for	its	function	to	maintain	genomic	
stability,	 regulate	 transient	 and	 permanent	 cell	 cycle	 arrest	 and	 apoptosis.	
Activated	 p53	 transcriptionally	 regulates	 the	 expression	 of	 many	 proteins,	
among	which	are	MDM2,	p21	and	BTG2.	MDM2	functions	as	a	direct	inhibitor	of	
p53	by	targeting	it	for	ubiquitination.	The	proteins	p21	and	BTG2	are	known	for	
their	regulatory	function	in	G1	and	G2	cell	cycle	arrest.	Using	HepG2-FUCCI	cells,	
we	 showed	 that	 exposure	 to	 cisplatin	 or	 etoposide	 caused	 a	 temporary	 G2	
arrest.	To	study	the	 link	between	protein	expression	and	cell	cycle	arrest,	we	
developed	an	ODE	model	in	which	we	integrated	a	previously	established	model	
for	the	protein	expression	dynamics	of	p53,	MDM2,	p21	and	BTG2	with	a	cell	
cycle	model.	This	allowed	us	to	determine	the	importance	of	p21	and	BTG2	in	
their	 stimulation	 of	 G1	 and	 G2	 cell	 cycle	 arrest.	 We	 found	 that	 the	 protein	
dynamics	could	predict	the	G2	cell	cycle	arrest	in	cisplatin-treated	cells,	but	not	
in	cells	exposed	to	etoposide.	We	show	that	assumptions	of	continued	transition	
of	phase	G2	to	G1	without	mitosis	as	well	as	modiHied	phase	transition	rates	can	
explain	the	cell	cycle	data	for	low	concentrations	of	etoposide,	which	suggests	
inHluence	of	proteins	other	than	p21	and	BTG2.	In	conclusion,	we	provide	a	basic	
model	that	can	be	extended	with	additional	cell	cycle	regulators	besides	p21	and	
BTG2	to	improve	our	quantitative	understanding	of	cell	cycle	arrest.		
	
Introduction	
	
The	process	of	drug	development	is	a	time	consuming	and	very	costly	exercise,	
in	which	more	than	90%	of	the	initial	drug	candidates	fail	due	to	safety	concerns	
1.	In	the	pre-clinical	phase,	tens	to	hundreds	of	drug	candidates	are	screened	on	
eliciting	 adverse	 effects	 1,2,	 for	which	 animals	 are	 still	widely	 used.	However,	
animal	testing	to	predict	human	toxicity	is	not	as	effective	and	reliable	as	often	
anticipated:	preclinical	tests	in	animal	models	are	used	to	detect	adverse	effects,	
but	almost	90%	of	the	drug	candidates	that	enter	clinical	trials	fails	3.	To	reduce	
the	number	of	animals	used	for	drug	testing,	development	of	alternatives	such	
as	in	silico	tools	and	in	vitro	experiments	with	human	cells	are	necessary.	With	
such	methods,	we	can	study	the	functioning	and	activation	of	protective	stress	
response	pathways	upon	exposure	to	chemicals	and	their	role	in	the	regulation	
of	 cell	 fate.	 Together	 with	 an	 understanding	 of	 how	 stress-affected	 cell	 fate	
relates	to	the	functioning	of	tissues	and	organs,	these	methods	can	in	the	future	
be	 used	 to	 predict	 adverse	 effects	 in	 humans	 without	 the	 use	 of	 animal	
experiments.		
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Transcription	factor	p53	interferes	with	many	stress	response	pathways,	which	
makes	it	an	important	protein	for	the	maintenance	of	cellular	homeostasis	and	
therefore	a	highly	relevant	protein	to	study	 in	the	context	of	drug	safety.	 It	 is	
most	known	for	its	function	as	protector	of	the	DNA,	because	it	responds	to	DNA	
damage	and	 transcriptionally	 regulates	DNA-damage	 signal	 effectors	 that	 are	
involved	in	DNA	repair,	cell	cycle	arrest,	and	apoptosis.	However,	the	processes	
that	determine	whether	cells	commit	 to	cell	cycle	arrest	or	apoptosis	are	not	
fully	 understood.	 Several	 studies	 showed	 that	 the	 activity	 of	 p53	 as	 a	
transcription	 factor	 and	 thereby	 differential	 regulation	 of	 the	 expression	 of	
genes	 involved	 in	 cell	 fate	 processes	 is	 dependent	 on	 p53	 post-translational	
modiHications	 (reviewed	 in	 4,5).	 In	 addition,	 the	 oligomeric	 state	 of	 p53,	 i.e.,	
monomeric,	dimeric	or	tetrameric	p53	structures,	affects	the	gene	expression	
proHile	and	consequent	cell	fate	decisions	6.	Besides	the	form	of	p53	itself,	the	
presence	of	cofactors	is	essential	for	the	activation	of	several	genes.	For	example,	
the	cell	cycle	inhibitor	p21	is	only	activated	by	p53	in	the	presence	of	p300	7	and	
ASPP	protein	speciHically	enhances	p53-dependent	apoptosis,	but	not	cell	cycle	
arrest,	by	physically	interacting	with	p53	8.	Yet	another	factor	that	inHluences	cell	
fate	 decisions	 is	 prior	 p53-mediated	mitochondrial	 apoptotic	 priming,	which	
promotes	apoptosis	in	case	of	p53	reactivation	9.	Finally,	the	role	of	the	temporal	
dynamics	 of	 p53	 in	 cell	 fate	 determination	 has	 been	 extensively	 studied.	
Pulsatile	 p53	 dynamics	 represent	 a	 protective	mechanism	 that	 increases	 the	
likelihood	of	recovery	10,11,	whereas	sustained,	rapid	p53	accumulation	leads	to	
cell	 death	 12.	 Thus,	 many	 factors	 inHluence	 the	 functionality	 of	 p53	 and	 the	
expression	of	its	downstream	targets.	
	
To	understand	the	p53-dependent	regulation	of	cell	behavior,	we	clearly	need	to	
quantify	how	downstream	target	gene	expression	relates	to	cell	fate.	The	cyclin-
dependent	kinase	(CDK)	inhibitor	p21	is	an	important	p53	downstream	target	
and	is	mostly	known	for	its	role	in	cell	cycle	arrest.	During	the	replicative	cell	
cycle,	proteins	of	the	cyclin	family	drive	the	progression	of	one	cell	cycle	phase	
to	the	next.	In	mammalian	cells,	this	is	regulated	through	the	expression	of	the	
Cyclins	C	and	D	during	G1	phase,	Cyclin	E	during	G1/S	transition,	Cyclin	A	during	
S	and	G2	phase	and	Cyclin	B	during	mitosis	13,	and	through	subsequent	binding	
and	 activation	 of	 these	 cyclins	 to	 their	 speciHic	 CDK	 binding	 partners.	 The	
complexes	Cyclin	D-CDK4/6	and	Cyclin	E-CDK1/2	are	inhibited	by	p21,	which	
causes	G1	arrest	13,14.	However,	G1	arrest	is	not	solely	dependent	on	p21.	The	
p53-inducible	protein	BTG2	 is	also	known	 for	 its	antiproliferative	 function	 15	
and	can	promote	G1	cell	cycle	arrest	via	downregulation	of	Cyclin	D	16.	Moreover,	
p21	inhibits	Cyclin	A-CDK1/2	complexes	and	to	a	lesser	extent	Cyclin	B/CDK1	
17,	whereas	BTG2	 is	 a	more	potent	 inhibitor	of	Cyclin	B	and	can	 cause	G2/M	
arrest	 and	 cell	 death	 18.	 These	 Hindings	underline	 the	 importance	of	p21	and	
BTG2	 as	 regulators	 of	 cell	 cycle	 progression,	 yet	 they	 do	 not	 yet	 reveal	 the	
relative	importance	of	these	effects	on	the	cell	cycle.		
	



	
Chapter	3	

 68 

In	 this	 study,	we	 therefore	 investigated	 the	quantitative	 inHluence	of	p21	and	
BTG2	on	cell	cycle	progression	after	p53	activation	upon	exposure	to	cisplatin	
(CDDP)	 and	 etoposide.	 To	 quantitatively	 describe	 the	 relation	 between	
p21/BTG2	 expression	 and	 cell	 cycle,	 we	 used	 our	 previously	 established	
Ordinary	 Differential	 Equation	 (ODE)	 model	 for	 the	 DNA	 damage	 signaling	
pathway	 and	 coupled	 this	 to	 a	 simpliHied	 cell	 cycle	 progression	 model	 that	
simulates	the	number	of	cells	in	different	cell	cycle	phases.	We	used	HepG2	cells	
with	a	Fluorescent	Ubiquitination-based	Cell	Cycle	Indicator	(FUCCI)	construct	
in	 combination	 with	 live-cell	 confocal	 microscopy	 to	 measure	 the	 temporal	
dynamics	of	the	number	of	cells	in	G1	and	S-G2-M	phases.	These	data	showed	
that	cisplatin-induced	DNA	damage	causes	a	temporary	cell	cycle	arrest	in	G2	
with	subsequent	cell	cycle	continuation	and	mitosis,	whereas	cells	arrested	in	
G1	in	control	conditions.	By	subsequently	calibrating	our	model	to	these	data,	
we	could	quantify	the	importance	of	p21	and	BTG2	in	the	regulation	of	cell	cycle	
transitions.	 SpeciHically,	we	 found	 that	BTG2	was	 required	 to	describe	 the	G2	
arrest	in	cisplatin-treated	cells.	Interestingly,	the	G2	arrest	in	cells	treated	with	
etoposide	could	not	be	explained	by	BTG2	or	p21	expression,	unless	transition	
of	phase	G2	to	G1	took	place	without	mitosis	and	at	a	lower	rate	than	in	cisplatin-
treated	cells.	This	suggests	that	other	regulatory	factors	than	p21	and	BTG2	are	
partially	responsible	for	the	etoposide-induced	G2	arrest.	Our	model	provides	
an	 excellent	 basis	 for	 the	 integration	 of	 protein	 dynamics	 with	 cell	 cycle	
progression	and	can	be	extended	to	further	improve	our	understanding	of	cell	
cycle	regulation	in	response	to	genotoxic	and	other	forms	of	molecular	stress.		
	
Methods	
	
Cell	culture	
Human	hepatoma	(HepG2)	cells	were	purchased	from	ATCC	–	Germany	(clone	
HB8065)	and	maintained	in	DMEM	high	glucose	(Fisher	ScientiHic	–	Bleiswijk,	
The	 Netherlands)	 supplemented	 with	 10%	 (v/v)	 FBS	 (Fisher	 ScientiHic	 –	
Bleiswijk,	 The	Netherlands),	 250	U/ml	 penicillin	 and	25	 µg/ml	 streptomycin	
(Fisher	ScientiHic	–	Bleiswijk,	The	Netherlands)	in	humidiHied	atmosphere	at	37	
degrees	Celsius	and	5%	CO2/air	mixture.	We	used	the	cells	at	a	passage	number	
lower	than	20	and	seeded	in	Greiner	black	µ-clear	96	well	plates,	at	32,000	cells	
per	well	for	the	exposure	experiment.		
	
Stable	FUCCI	reporter	cell	line	generation	
We	generated	the	HepG2-FUCCI	reporter	cell	line	using	a	lentiviral	vector.	The	
plasmid	 expressing	 the	 FUCCI	 reporter	 system	 was	 generously	 provided	 by	
Leiden	 University	 Medical	 Centrum	 in	 The	 Netherlands.	 We	 generated	 the	
lentivirus	 containing	 FUCCI	 plasmid	 in	 HEK293T	 cells	 cultured	 in	 the	 same	
medium	as	mentioned	above.	HEK293T	cells	were	seeded	in	6	cm	dishes	with	a	
density	of	400,000	cells	per	dish	and	reached	60-80%	conHluency	after	24	h.	For	
transfection	24	h	after	seeding,	we	prepared	a	mixture	of	the	viral	particle	DNA	
composed	of	VSV	(0.7	µg),	GAG	(1.3	µg),	REV	(1.0	µg)	and	the	FUCCI-expressing	
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plasmid	(2	µg)	in	150	µl	serum	and	antibiotic	free	medium.	Next,	we	prepared	a	
mixture	 of	 PEI	 (10	 µl)	 in	 serum	 and	 antibiotic	 free	 medium	 (140	 µl)	 and	
incubated	it	for	5	minutes	at	room	temperature	(RT).	Hereafter,	we	slowly	added	
the	DNA	mixture,	 followed	by	another	15	minutes	incubation	time.	We	added	
the	 mixture	 drop	 by	 drop	 to	 the	 HEK293T	 cells	 cultured	 in	 antibiotic	 free	
medium	covering	the	culture	surface	area.	After	24	h,	we	exchanged	the	medium	
with	antibiotic	free	medium.	We	harvested	the	virus	in	the	medium	by	collecting	
and	passing	 the	medium	through	a	0.45	µm	sterile	 Hilter	 to	eliminate	 the	cell	
debris	48	h	after	the	transfection.	We	performed	transduction	of	the	HepG2	cells	
that	had	grown	in	a	6	well	plate	to	~70%	conHluency.	On	the	day	of	transduction,	
we	 replaced	 the	 medium	 of	 the	 cells	 with	 1	 ml	 of	 the	 medium	 containing	
lentivirus	carrying	the	FUCCI	construct	and	added	1	µl	of	polybrene	to	enhance	
the	transduction	efHiciency.	We	replaced	this	medium	with	culture	medium	after	
24	h	of	transduction.	The	HepG2-FUCCI	cells	were	then	allowed	to	proliferate	to	
obtain	sufHicient	cells	for	further	experiments.	
	
Exposure	and	imaging	
We	exposed	HepG2-FUCCI	cells	 to	chemicals	 two	days	after	seeding	on	a	384	
wells	plate.	We	replaced	the	medium	with	medium	containing	Hoechst	33342	
(1:10000	 dilution)	 for	 nuclear	 staining	 2	 h	 before	 exposure.	 After	 2	 h	 of	
incubation	 with	 Hoechst,	 we	 replaced	 the	 medium	with	 cisplatin-containing	
medium	(Ebewe).	Exposure	of	cells	originating	from	three	different	Hlasks	was	
done	 in	 triplicate	 on	 the	 same	 day	 and	 from	 the	 same	 plate.	 Directly	 after	
compound	 exposure,	 we	 transferred	 the	 plates	 to	 a	 Nikon	 TiE2000	 confocal	
laser	microscope	 (laser:	 540	nm	–	 for	Cdt1	detection,	 488	nm	–	 for	Geminin	
detection,	and	408	nm	–	for	Hoechst	nuclear	staining	detection)	equipped	with	
automated	 stage	 and	 perfect	 focus	 system,	 and	 started	 imaging	 with	 a	 20x	
magniHication	 objective	 at	 two	 distinct	 positions	 per	 well	 for	 72	 h	 with	 one	
imaging	round	per	25	minutes.	During	imaging,	the	plates	were	maintained	in	
humidiHied	atmosphere	at	37	degrees	Celsius	and	5%	CO2	/air	mixture.		
	
Image	and	data	analysis	
Following	image	acquisition,	we	identiHied	the	nuclei	in	each	image	based	on	the	
Hoechst	 signal	with	 the	watershed	masked	 clustering	algorithm	 19	 in	 ImageJ.	
The	 segmentation	 images	 together	 with	 the	 confocal	 microscopy	 images	 for	
Hoechst,	Geminin-GFP	and	Cdt1-RFP	were	loaded	into	CellProHiler	version	3.1.9.	
To	obtain	the	Geminin-GFP	and	Cdt1-RFP	intensity	per	nucleus,	we	executed	a	
pipeline	 that	 used	 the	 IdentifyPrimaryObjects	 and	 MeasureObjectIntensity	
modules	 and	 the	 in-house	 H5CellProHiler	method	 20	 to	 convert	 the	 exported	
HDF5	Hiles	into	a	data	matrix	containing	quantiHications	per	single	cell.	
	
We	performed	various	subsequent	data	analysis	steps	on	the	Hluorescence	mean	
intensities	 within	 segmented	 nuclei	 using	 R	 version	 4.2.2.	 Because	 a	 small	
proportion	 of	 the	 Cdt1-RFP	 signal	 leaked	 into	 the	 Geminin-GFP	 emission	
spectrum,	the	Geminin-GFP	mean	intensities	were	consistently	increased	with	a	
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proportion	c	of	the	Cdt1-RFP	signal.	We	approximated	c	by	obtaining	the	nucleus	
with	the	highest	Cdt1-RFP/Geminin-GFP	ratio	and	taking	c	as	the	ratio	between	
the	Geminin	and	Cdt1	expression	for	this	nucleus.	With	the	formula	𝐺%&'' = 𝐺 −
𝑐	 ∙ 	𝐶,	where	Gcorr	is	the	corrected	Geminin	intensity,	G	the	Geminin	intensity	and	
C	the	Cdt1	intensity,	we	corrected	the	Geminin-RFP	expression.	Based	on	the	low	
expression	of	Cdt1	and	Geminin	at	the	start	of	imaging,	we	set	the	threshold	for	
the	intensity	below	which	cells	were	considered	Cdt1-	or	Geminin-negative	at	
5%	of	the	maximum	expression.	Such	‘colorless’	cells	were	deHined	as	early	G1	
or	G0	phase	cells.	Cells	with	a	Cdt1-RFP	intensity	higher	than	the	threshold	were	
classiHied	as	cells	in	G1	phase,	whereas	cells	with	a	Cdt1-RFP	intensity	lower	but	
Geminin-GFP	 intensity	higher	 than	the	 threshold	were	categorized	as	S-G2-M	
cells.	Per	measurement	time	point,	we	counted	the	number	of	cells	in	each	phase	
and	normalized	these	numbers	by	dividing	them	by	the	total	number	of	cells	per	
image	at	the	start	of	imaging.	We	used	the	mean	of	the	two	technical	replicates	
to	obtain	a	single	value	for	each	biological	replicate.	For	the	purpose	of	Hitting	
these	measurements	to	the	cell	cycle	ODE	model	(see	below),	we	predicted	the	
normalized	number	of	cells	in	each	phase	category	at	Hixed	1.5	h	intervals,	i.e.,	
the	 same	 time	 intervals	 used	 for	 Hitting	 the	 protein	 expression	 data	 in	 21,	 by	
Hitting	a	polynomial	 spline	using	a	B-spline	basis	matrix	with	degree	3	and	6	
degrees	of	freedom.	
	
The	image-based	protein	expression	data	after	etoposide	exposure	published	in	
22	was	processed	in	a	similar	manner	as	we	analyzed	the	data	for	cisplatin,	which	
we	explained	 in	 23	 and	which	we	 re-used	here.	 In	 short,	we	used	 the	protein	
expression	data	on	single	cell	level	and	calculated	the	geometric	mean	of	the	GFP	
expression	over	all	cells	per	image.	Next,	we	calculated	the	average	GFP	value	of	
the	 two	technical	replicates	and	performed	background	subtraction	per	plate	
and	per	time	point	by	subtracting	the	average	of	the	DMSO	controls	from	the	
average	 in	 etoposide	 exposure	 conditions.	 Finally,	 we	 applied	 min-max	
normalization	 to	 obtain	 scaled	 GFP-intensity	 values	 between	 0	 and	 1,	 and	
aligned	the	measurement	time	points	of	the	different	biological	replicates	with	
a	B-spline	function	(df	=	6,	degree	=	3)	to	obtain	a	readout	every	1.5	h,	starting	
at	1	and	ending	at	71.5	h.	We	used	the	readouts	for	propidium	iodide-positive	
(PI+)	and	Annexin	V-positive	(AnV+)	cells	to	calculate	the	fraction	of	dead	cells.	
SpeciHically,	we	classiHied	a	cell	as	PI+	or	AnV+	if	the	overlap	between	its	nucleus	
and	the	AnV	or	PI	Hluorescent	signal	was	more	than	10%	of	the	nuclear	area.		
	
Modeling	
We	used	the	p53	signaling	model	in	21	to	simulate	p21	and	BTG2	dynamics.	In	
brief,	 phosphorylation	 of	 p53	 triggered	 by	 cisplatin-induced	 DNA	 damage	
causes	transcriptional	activation	of	MDM2,	p21	and	BTG2,	while	MDM2	inhibits	
p53	and	phosphorylated	p53	(p53-p)	(see	Supplementary	Methods).	We	built	a	
simpliHied	cell	cycle	model	and	integrated	the	p21	and	BTG2	state	variables	to	
simulate	the	effect	of	p21	and	BTG2	expression	on	cell	cycle	progression.	In	the	
cell	cycle	model,	we	distinguished	four	cell	cycle	phases,	i.e.,	early	G1,	G0,	G1	and	
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S-G2-M.	At	the	start	of	the	cycle,	cells	are	in	early	G1	phase.	Each	cell	can	either	
progress	in	the	cell	cycle	and	enter	G1	phase	with	rate	rG1	or	exit	the	cell	cycle	
into	quiescence	(G0)	with	rate	rexit.	From	G0,	cells	can	reenter	the	cell	cycle	in	G1	
phase	with	rate	rentry.	Cells	in	G1	progress	to	S-G2-M	phase	with	rate	rSG2M	and	
subsequently	divide	with	mitosis	rate	rmit.	Mitosis	of	a	cell	leads	to	the	‘birth’	of	
two	daughter	cells	that	are	in	early	G1	phase.	To	explain	the	accumulation	of	G1	
cells	in	control	conditions,	we	included	resources	R	as	additional	state	variable.	
Resources,	such	as	growth	factors,	nutrients	and	unoccupied	space,	stimulate	
the	transition	from	G1	to	S-G2-M,	but	are	depleted	with	a	rate	depending	on	the	
total	number	of	cells	scaled	with	factor	s.	Modeling	the	effect	of	p21	and	BTG2	
on	cell	cycle	progression	required	integration	of	these	proteins	in	the	cell	cycle	
model.	Because	p21	and	BTG2	are	both	known	to	play	a	role	in	G1	and	G2	arrest,	
we	made	the	transition	rates	from	G1	to	S-G2-M	and	from	S-G2-M	to	early	G1	
phase	 dependent	 on	 these	 proteins.	 We	 achieved	 this	 by	 dividing	 the	
appropriate	 transition	 rates	by	 the	 scaled	and	weighted	amounts	of	p21	and	
BTG2,	i.e.,	P1	and	P2,	where	
	
P7	 = 	1 + Qk7	(sf89:1 ∙ BTG2 + offset89:1) +	k1	@sf(17 ∙ p21 + offset(17AR	,	and		 Eq.	1	

P1	 = 	1 + Qk+	(sf89:1 ∙ BTG2 + offset89:1) +	kD	@sf(17 ∙ p21 + offset(17AR	.	 Eq.	2	

Note	 that	 our	 previously	 published	 estimates	 for	 the	 scaling	 and	 offset	
parameters	sfBTG2,	sfp21,	offsetBTG2	and	offsetp21	21	(Supplementary	Table	1)	were	
used	to	linearly	transform	the	simulated	BTG2	and	p21	dynamics	to	match	the	
data	from	23,	whereas	the	parameters	 ,	 ,	 ,	and		 	were	required	to	scale	
the	relative	inHluence	of	p21	and	BTG2	on	the	cell	cycle	transitions.	The	ODEs	for	
the	cell	cycle	model	thus	became:	
	
&-
&%
	 = 	−	(G1EFGHI + G0 + G1 + SG2M) ∙ s ∙ R	,	 Eq.	3	
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We	made	 small	 changes	 to	 this	 default	 model	 (M1)	 to	 explore	 the	 effect	 of	
different	 model	 components	 on	 the	 simulations.	 SpeciHically,	 to	 examine	 the	
inHluence	 of	 resources,	 we	 removed	 the	 dependency	 of	 the	 G1	 to	 S-G2-M	
transition	on	R	(M2).	Moreover,	we	separately	recalibrated	the	M1	model	using	
the	data	until	the	24	h	time	point	(M3),	to	check	whether	this	would	improve	the	
Hit	to	data	at	early	time	points.	To	investigate	the	contribution	of	p21	and	BTG2	
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to	cell	cycle	progression,	we	alternatingly	set	ki	parameters	to	0	(M4,	M5	and	
M6).	We	used	the	best	Hit	of	the	default	model	to	examine	whether	p21	and	BTG2	
could	 Hit	 the	 data	 for	 low	 etoposide	 exposure.	 For	 this	 purpose,	we	used	 the	
parameters	from	model	M3,	but	re-estimated	the	k-parameters	to	Hit	the	control	
data	for	etoposide	exposure	(M7).	To	simulate	cell	cycle	progression	without	cell	
division,	we	removed	the	proliferation	 factor	2	 in	Equation	4.	 In	addition,	we	
manually	 changed	 the	 rmit,	 rG1,	 and	 rSG2M	 parameters	 to	 investigate	 whether	
modiHication	of	these	parameters	improved	the	simulations.		
	
Calibration	of	all	cell	cycle	models	was	done	as	described	in	23.	In	short,	we	used	
the	sensitivity	equations	24	to	efHiciently	determine	the	path	of	steepest	descent	
towards	a	local	optimum.	We	performed	optimization	of	the	objective	function	
with	the	least	squares	method	of	the	SciPy	package	in	Python	version	3.7.3.	To	
Hind	the	global	optimum	in	the	parameter	space,	we	initialized	the	models	10	
times	with	a	parameter	set	retrieved	by	systematic	sampling	of	the	parameter	
space	 with	 Latin	 hypercube	 sampling	 25.	 The	 model	 Hitting	 results	 with	 the	
lowest	cost	were	considered	the	global	optima.	The	parameter	values	used	to	
simulate	all	models	can	be	found	in	Supplementary	Tables	1-4.	
	
Results	
	
HepG2	cells	transiently	arrest	in	G2	phase	after	cisplatin	exposure	
To	study	the	effect	of	DNA	damage-inHlicted	p53	activation	on	the	cell	cycle,	we	
generated	 HepG2-FUCCI	 cells.	 These	 cells	 contain	 red	 Hluorescent	 protein-
labelled	 Cdt1	 (Cdt1-RFP)	 and	 green	 Hluorescent	 protein-labelled	 Geminin	
(Geminin-GFP)	 and	 therefore	 display	 a	 red	 or	 green	 color	 depending	 on	 the	
expression	of	Cdt1	and	Geminin	(Fig.	1A	and	1B).	During	G1	phase,	Cdt1	protein	
levels	 increase,	 whereas	 Geminin	 remains	 absent,	 which	 manifests	 as	 red	
colored	 cells.	 Cdt1	 is	 degraded	 under	 inHluence	 of	 Geminin,	which	 builds	 up	
during	the	transition	from	G1	to	S	phase.	The	presence	of	both	Cdt1	and	Geminin	
therefore	brieHly	yields	cells	with	a	yellow	color.	In	S,	G2	and	M	phase,	cells	color	
green	due	to	high	Geminin	expression.	However,	after	mitosis	Geminin	is	quickly	
degraded	which	renders	the	cells	colorless.	We	measured	the	 intensity	of	 the	
RFP	and	GFP	signals	in	HepG2-FUCCI	cells	with	confocal	microscopy	(Fig.	1B)	to	
obtain	the	distribution	of	cells	per	cell	cycle	phase	over	time.	Cells	were	either	
left	 untreated,	 i.e.,	 in	 presence	 of	 DMEM,	 or	 exposed	 to	 cisplatin	 just	 before	
imaging.	As	expected,	because	we	did	not	aim	to	experimentally	synchronize	the	
cells,	 the	 cells	 were	 in	 different	 phases	 at	 the	 start	 of	 imaging	 (Fig.	 1C,	 left	
images).	Most	cells	were	colorless	(i.e.,	no	red	or	green	signal)	at	0	h	and	only	
gained	color	over	 time,	after	entering	 the	cell	 cycle	 (Fig.	1C).	 In	addition,	 the	
images	clearly	showed	that	cell	cycle	progression	is	inHluenced	by	the	exposure	
to	cisplatin.		
	
To	determine	the	cell	cycle	phase	per	cell	at	every	measurement	time	point,	we	
used	the	Cdt1-RFP	and	Geminin-GFP	expression	intensity.	We	noticed	that	cells	
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with	a	high	RFP	intensity	always	transmitted	some	GFP	signal	as	well,	whereas	
cells	with	a	high	GFP	intensity	did	not	necessarily	also	transmit	an	RFP	signal	
(Supplementary	 Figure	 1A).	 Because	 there	 is	 some	 overlap	 between	 the	
emission	spectra	of	GFP	and	RFP,	the	co-occurrence	of	GFP	in	RFP-positive	cells	
was	likely	due	to	spectral	leakage.	We	corrected	for	this	minor	effect	by	applying	
a	scaling	factor	to	the	GFP	intensity	based	on	the	Cdt1	intensity	(Supplementary	
Figure	1B).	Based	on	the	RFP	and	corrected	GFP	intensities,	we	determined	a	
threshold	 below	 which	 cells	 were	 considered	 colorless	 (i.e.,	 no	 RFP	 or	 GFP	
expression).	Because	most	cells	had	visually	very	low	RFP	and	GFP	expression	
at	the	start	of	imaging	(Fig.	1C	and	Supplementary	Figure	1C),	we	chose	the		

	
Figure	1.	Cisplatin	induces	transient	G2	cell	cycle	arrest.	(A)	Schematic	overview	of	\luorescent	
signals	during	cell	cycle	progression	in	FUCCI	HepG2	cells.	Cells	are	red	if	Cdt1-RFP	is	present	and	
green	 if	Geminin-GFP	 is	 expressed.	Yellow	cells	with	both	Cdt1	and	Geminin	expression	are	 in	a	
transition	phase	between	G1	and	S.	Right	after	mitosis,	cells	are	colorless	(indicated	with	grey).	(B)	
Example	confocal	microscopy	images	of	HepG2	nuclei	with	Hoechst	(blue),	Cdt1	(red)	and	Geminin	
(green)	\luorescent	signals	and	their	overlay.	If	both	Cdt1	and	Geminin	are	expressed,	nuclei	have	a	
yellow	color.	(C)	Example	images	of	\luorescence	in	HepG2-FUCCI	cells	in	control,	medium	(DMEM)	
condition	and	after	5	μM	cisplatin	(CDDP)	exposure.	(D)	Dynamics	of	the	mean	number	of	cells	(solid	
lines)	and	standard	deviation	(shaded	areas)	in	early	G1	and	G0,	G1,	and	S-G2-M	cell	cycle	phases	at	
different	cisplatin	exposure	concentrations.		
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threshold	such	that	most	cells	were	classiHied	as	colorless	at	0	h.	These	cells	were	
presumably	residing	in	a	quiescent	G0	phase	at	0	h	and	entered	the	cell	cycle	
during	imaging,	or	these	cells	may	have	just	undergone	mitosis	and	therefore	
were	in	the	colorless	early	G1	phase.	Cells	with	a	Cdt1	expression	higher	than	
the	threshold	were	considered	to	reside	in	G1	phase,	whereas	cells	with	a	Cdt1-
RFP	expression	lower	but	a	Geminin-GFP	expression	higher	than	the	threshold	
were	classiHied	as	S-G2-M	phase	cells	(Supplementary	Figure	1D).	Based	on	this	
classiHication	scheme,	we	estimated	the	number	of	cells	in	each	cell	cycle	phase	
over	time	(Fig.	1D).	This	analysis	showed	that	in	control	conditions	HepG2	cells	
rapidly	 arrested	 in	 G1,	 in	 most	 cases	 presumably	 after	 one	 cell	 division.	 In	
contrast,	cells	that	were	exposed	to	cisplatin	Hirst	went	through	a	temporary	G2	
arrest,	indicated	by	the	accumulation	of	cells	in	S-G2-M	phase	around	24	h,	prior	
to	 a	 halt	 in	G1	phase	 at	 72	 h.	 This	 effect	was	 stronger	 for	 high	 than	 for	 low	
cisplatin	 concentrations,	which	was	also	 illustrated	by	a	 slow	cell	population	
growth	 at	 high	 concentrations	 (Supplementary	 Figure	 2).	 In	 conclusion,	
cisplatin-induced	DNA	damage	leads	to	a	transient	G2	arrest	in	HepG2	cells.	
	
Limitation	of	resources	drives	G1	arrest	in	control	conditions	
Because	p21	and	BTG2	are	both	known	to	play	a	 role	 in	cell	 cycle	arrest,	we	
examined	the	relative	contribution	of	these	proteins	to	changes	in	the	cell	cycle.	
For	 this	 purpose,	 we	 quantiHied	 the	 effect	 of	 these	 proteins	 on	 cell	 cycle	
progression	by	expanding	our	previously	established	ODE	model	21	with	a	cell	
cycle	model	(Fig.	2A).	In	this	model,	cisplatin	causes	DNA	damage	that	leads	to	
phosphorylation	of	p53	(p53-p).	Active,	phosphorylated	p53	transcriptionally	
activates	p21	and	BTG2	in	addition	to	MDM2,	a	protein	that	negatively	regulates	
p53.	Simulation	of	this	model	shows	the	dependency	of	MDM2,	p21	and	BTG2	
expression	 on	 p53	 activation	 (Supplementary	 Figure	 3A).	We	 connected	 this	
model	to	a	simpliHied	cell	cycle	model	that	simulates	the	number	of	cells	in	G1	
early,	G0,	G1	and	S-G2-M	phases	with	parameters	that	describe	the	transition	
rates	between	phases.	The	temporal	expression	dynamics	of	p21	and	BTG2	were	
considered	to	jointly	inhibit	the	transition	from	G1	to	S-G2-M	phase	and	the	S-
G2-M	 to	 G1	 early	 transition	 (Fig.	 2A).	 In	 addition,	 we	 included	 a	 Hifth	 state	
variable	in	the	model	that	described	the	availability	of	resources	such	as	growth	
factors,	nutrients	and	free	space,	and	that	also	affected	the	transition	from	G1	to	
S-G2-M	phase.	
	
Model	parameter	calibration	to	the	experimental	data	generated	an	excellent	Hit	
in	control	conditions	(Fig.	2B).	SpeciHically,	in	the	optimal	model	solution,	cells	
exited	 the	 G0	 phase	 at	 the	 start	 of	 the	 simulation	 and	 entered	 the	 cell	 cycle	
(Supplementary	Figure	3B).	Most	cells	remained	arrested	in	G1	phase	directly	
after	entering	the	cell	cycle	or	after	one	cell	division,	indicated	by	the	stalling	of	
proliferation	around	50	h	before	the	population	had	doubled	(Supplementary	
Figure	2).	The	model	predicted	that	resources	were	largely	depleted	around	30	
h	(Supplementary	Figure	3C).	Importantly,	omission	of	the	effect	of	resources	
led	to	a	poor	Hit,	both	in	control	conditions	and	after	cisplatin	exposure,	and		
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Figure	 2.	 BTG2	 and	 p21	 expression	 largely	 predicts	 cisplatin-induced	 transient	 G2	 arrest	
followed	by	G1	arrest.	(A)	Illustration	of	the	structure	of	our	ODE	model,	with	p21	and	BTG2	that	
can	inhibit	cell	cycle	progression	in	G1	and	S-G2-M	phase.	(B-C)	Model	simulations	(M1,	black	solid	
lines)	after	parameter	estimation	and	the	normalized	experimental	data	in	control	conditions	(B)	
and	after	 cisplatin	exposure	 (C).	Data	points	of	different	 colors	 represent	 the	 three	 independent	
biological	replicates.	(D)	Comparison	between	the	model	\it	in	(B)	and	(C)	for	which	all	data	points	
were	used	(M1),	and	a	model	\it	for	which	only	the	data	from	0-24	h	(M3)	was	used	for	\itting.	Data	
points	represent	the	mean	±	sd	of	the	three	biological	replicates.		
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could	 not	 fully	 explain	 the	 accumulation	 of	 cells	 in	 G1	 phase	 in	 control	
conditions	(Supplementary	Figure	4).	Thus,	exhaustion	of	nutrients	renders	a	
plausible	explanation	for	the	observed	G1	arrest	in	the	control	situation.		
	
BTG2	is	solely	responsible	for	S-G2-M	arrest	upon	cisplatin	exposure	
Although	the	data	from	the	exposure	conditions	at	early	time	points	could	be	
well	described	with	our	model,	 the	simulations	only	qualitatively	reproduced	
the	decrease	in	S-G2-M	phase	cells	after	24	h	and	slightly	underestimated	the	
number	of	cells	in	G1	at	late	time	points	(Fig.	2C).	The	predictions	for	the	S-G2-
M	arrest	for	the	Hirst	24	h	could	be	further	improved	by	using	only	that	part	of	
the	data	for	model	calibration	(Fig.	2D).	However,	progression	into	mitosis	and	
early	G1	phase	from	the	S-G2-M	arrest	could	still	not	be	fully	explained.	
	
Examination	of	the	parameter	estimates	suggested	that	only	p21	inHluenced	the	
G1	 to	 S-G2-M	 transition	 (see	 Supplementary	 Table	 2,	 Model	 M1).	 However,	
simulation	results	were	quite	similar	when	we	made	the	inhibition	of	the	G1	to	
S-G2-M	 transition	 solely	dependent	on	BTG2	by	 Hixing	k4	 to	 zero	 (Fig.	3A)	or	
when	we	completely	removed	the	dependency	of	G1	to	S-G2-M	transition	on	the	
proteins	(Fig.	3B).	This	suggests	that	the	limited	resources	might	in	fact	be	the	
main	driver	for	the	G1	arrest	at	72	h.	
	
Further	 inspection	of	 the	estimated	parameter	values	showed	that	BTG2	was	
responsible	 for	 the	 S-G2-M	 phase	 arrest	 upon	 cisplatin	 exposure	
(Supplementary	Table	2,	Model	M1).	Indeed,	if	we	made	the	S-G2-M	to	G1	early	
transition	 solely	 dependent	 on	 p21	 by	 Hixing	 k1	 to	 zero,	 the	 Hit	 worsened,	
especially	for	the	number	of	S-G2-M	cells	(Fig.	3C).	Cells	continued	cycling	after	
the	transient	S-G2-M	arrest,	yet	the	model	simulations	predicted	a	longer	arrest	
(Fig.	2B)	due	to	the	continued	high	expression	of	BTG2	until	72	h	(Fig.	2C).	This	
suggests	 that	 other	 factors	 are	 forcing	 cell	 cycle	 progression,	 irrespective	 of	
continued	high	BTG2	expression	that	inhibits	this	progression.	
	
BTG2	 and	 p21	 dynamics	 are	 insufUicient	 to	 explain	 cell	 cycling	 upon	
etoposide	treatment	
We	 next	 aimed	 to	 test	 whether	 the	 role	 of	 BTG2	 in	 S-G2-M	 cell	 cycle	 arrest	
extends	to	similar	DNA	damaging	compounds.	Therefore,	we	examined	whether	
an	S-G2-M	arrest	caused	by	HepG2	cell	exposure	to	the	DNA	topoisomerase	II	
inhibitor	 etoposide,	 which	 prevents	 ligation	 of	 DNA	 double-strand	 breaks	
during	S	and	G2	phase	26	and	also	leads	to	p21	and	BTG2	induction	22,	could	be	
explained	 with	 BTG2	 induction.	 For	 this	 purpose,	 we	 recalibrated	 our	 p53	
signaling	model	to	data	on	protein	expression	after	etoposide	exposure	(Fig.	4A)	
and	again	investigated	to	what	extent	BTG2	and	p21	contributed	to	the	changes	
in	cell	cycle	progression	after	various	etoposide	exposure	concentrations.	Low	
etoposide	concentrations,	 i.e.,	0.5	and	1	μM,	caused	a	transient	S-G2-M	arrest	
(Fig.	 4B)	 as	was	 the	 case	 for	 cisplatin.	 In	 contrast	 to	 the	 S-G2-M	 arrest	 that	
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became	 more	 prominent	 with	 increasing	 cisplatin	 concentrations,	 at	 high	
etoposide	concentrations	 (i.e.,	5	and	10	μM)	cells	quickly	bypassed	 the	G2-M	
checkpoint	and	continued	to	G1	phase,	indicated	by	the	rapid	drop	of	cells	in	S-
G2-M	phase	(Fig.	4B).		
	
To	examine	whether	our	model	could	describe	these	cell	cycle	progression	data,	
we	Hirst	recalibrated	the	k-parameters	of	the	cell	cycle	model	to	the	control	data	
as	these	quantitatively	somewhat	differed	for	cisplatin	and	etoposide	exposure	
(Fig.	 4C).	 With	 this	 model	 we	 could	 not	 generate	 a	 good	 prediction	 of	 the	
observed	S-G2-M	cell	cycle	arrest	at	 low	etoposide	concentrations,	nor	of	 the	
early	G1	arrest	at	high	concentrations	 (Supplementary	Figure	5).	We	noticed	
that	 the	p21	 and	BTG2	expression	 at	 low	etoposide	 concentrations	was	only	
slightly	higher	than	the	basal	expression	in	control	conditions	(Supplementary	
Figure	6A)	and	low	in	comparison	to	the	cisplatin	data,	whereas	the	arrest	in	S-
G2-M	phase	after	etoposide	exposure	was	more	pronounced	than	in	cisplatin-
treated	cells.	Therefore,	 the	rapid	S-G2-M	arrest	 that	occurred	 in	HepG2	cells	
exposed	to	low	concentrations	of	etoposide	is	likely	promoted	by	factors	other	
than	p21	and	BTG2.	Interestingly,	we	noticed	that	proliferation	was	greatly		

	
Figure	3.	Relative	contribution	of	BTG2	and	p21	to	cell	cycle	arrest	after	cisplatin	exposure.	
(A)	Simulations	with	 solely	p21	 (k3	 \itted	close	 to	0,	M1,	 solid	 lines)	or	 solely	BTG2	 (k4	 =	0,	M4,	
dashed	lines)	inhibiting	G1	transition	into	S-G2-M	phase	in	comparison	to	experimental	data.	(B)	
Simulations	with	(k4	>	0,	M1,	solid	lines)	or	without	(k4	=	0,	M5,	dashed	lines)	the	in\luence	of	BTG2	
on	G1	transition	into	S-G2-M	phase	in	comparison	to	experimental	data.		(C)	Simulations	with	solely	
BTG2	(k2	\itted	close	to	0,	M1,	solid	lines)	or	solely	p21	(k1	=	0,	M6,	dashed	lines)	inhibiting	S-G2-M	
progression	into	mitosis	in	comparison	to	experimental	data.	Data	points	show	mean	±	sd	of	three	
biological	replicates.	
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Figure	4.	BTG2	and	p21	dynamics	is	insufWicient	to	predict	cell	cycle	progression	in	HepG2	
cells	 after	 etoposide	 exposure.	 (A)	 Simulation	 of	 DNA	 damage	 response	 proteins	 of	 the	 p53	
signaling	model	 after	 treatment	with	 0.5,	 1,	 5	 and	 10	 μM	 etoposide.	 (B)	 Dynamics	 of	 the	mean	
number	of	cells	(solid	lines)	and	standard	deviation	(shaded	areas)	in	early	G1	and	G0,	G1,	and	S-
G2-M	cell	 cycle	phases	 at	different	 etoposide	exposure	 concentrations.	Dashed	 line	 indicates	 the	
total	number	of	cells.	(C)	Fit	of	the	cell	cycle	model	(M7)	with	re-estimated	k-parameters	to	the	cell	
cycle	data	in	control	situation.	(D-E)	Simulation	of	the	cell	cycle	model	in	(C)	to	the	cell	cycle	data	in	
low	(0.5	and	1	μM)	etoposide	exposure	conditions	with	cell	cycle	phase	transitions,	either	with	(dashed	
line)	or	without	(solid	line)	cell	division	in	(D),	and	without	cell	division	and	with	modulation	of	the	
transition	rate	of	S-G2-M	to	early	G1	in	(E).	a.u.,	arbitrary	units.	
	
impaired	already	at	0.5	μM	etoposide,	which	was	clear	from	the	lack	of	growth	
of	the	cell	population	as	a	whole	(Fig.	4B,	dashed	line)	in	combination	with	an	
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absence	of	cell	death	(Supplementary	Figure	6B).	Still,	the	decrease	of	cells	in	S-
G2-M	and	 increase	of	 cells	 in	G1	phase	 at	 late	 stages	 implied	 that	 cells	were	
cycling.	 Because	 cells	 exposed	 to	 etoposide	 can	 undergo	 nuclear	 mis-
segregation,	or	DNA	replication	and	progression	to	G1	without	mitosis,	a	process	
known	as	endocycling	29,	we	questioned	whether	failed	mitosis	with	continued	
cell	cycle	transition	could	be	the	reason	for	the	decrease	of	cells	in	S-G2-M	phase	
without	 an	 increase	 in	 population	 size.	 For	 this	 purpose,	 we	 removed	 the	
proliferation	factor	2	in	the	equation	that	describes	the	transition	from	S-G2-M	
to	G1	phase.	This	model	adaptation	improved	the	Hit	to	the	low-concentration	
etoposide	data	considerably,	although	the	number	of	cells	in	S-G2-M	arrest	was	
still	highly	underestimated	(Fig.	4D).	In	high	exposure	conditions,	failed	mitosis	
did	not	signiHicantly	improve	the	Hit	(Supplementary	Figure	7A).	
	
Finally,	 we	 hypothesized	 that	 a	 protein	 other	 than	 p21	 or	 BTG2	 might	 be	
responsible	 for	 the	 S-G2-M	 arrest	 after	 etoposide	 exposure	 in	 low	 exposure	
conditions.	To	test	this	hypothesis,	we	also	lowered	the	mitosis	rate	(rmit)	with	a	
factor	2	 and	4,	which	 further	 improved	 the	description	of	 the	data	 (Fig.	 4E),	
although	the	number	of	cells	in	G1	phase	was	now	slightly	underestimated	at	
late	time	points	(Fig.	4E,	dotted	line).	Similarly,	modiHications	of	the	early	G1	to	
G1	 (rG1),	 G1	 to	 S-G2-M	 (rSG2M)	 and	 S-G2-M	 to	 early	 G1	 (rmit)	 transition	 rates	
improved	the	Hit	for	the	high	etoposide	concentrations	(Supplementary	Figure	
7B).	Our	results	show	that	 the	effect	of	etoposide	on	cell	cycle	progression	 is	
highly	dependent	on	its	concentration	and	that	solely	considering	expression	of	
proteins	p21	and	BTG2	to	explain	cell	fate	is	not	always	sufHicient.	
	
Discussion	
	
Cell	cycle	progression	is	a	complex	cellular	mechanism	that	involves	numerous	
regulatory	proteins.	Externally	induced	cellular	stress	such	as	chemical-induced	
DNA	 damage	 can	 disrupt	 normal	 cell	 proliferation	 through	 the	 activation	 of	
proteins	that	interact	with	cyclins	and	CDKs,	the	drivers	of	cell	cycle	progression.	
Although	the	DNA	damage	signal	effectors	p21	and	BTG2	can	both	be	involved	
in	inhibition	of	cell	cycle	progression	during	G1	and	G2	cell	cycle	phases,	their	
quantitative	contribution	to	cell	cycle	arrest	remains	unknown.	Our	modeling	
approach	showed	 that	BTG2	could	explain	 the	G2	arrest	 induced	by	cisplatin	
exposure,	but	not	the	etoposide-induced	G2	arrest.	Indeed,	p21	and	BTG2	were	
only	 slightly	 induced	by	0.5	 μM	etoposide	 exposure	 compared	 to	 the	 control	
situation,	while	this	low	etoposide	concentration	already	caused	cells	to	arrest	
in	G2	phase.	In	addition,	cells	appeared	to	progress	into	mitosis	and	G1	phase	
after	a	G2	arrest,	even	though	p21	and	BTG2	expression	was	persistently	high.	
Thus,	 cell	 cycle	 arrest	 caused	 by	 chemically-induced	DNA	 damage	 cannot	 be	
universally	explained	by	the	expression	patterns	of	p21	and	BTG2	alone,	which	
underlines	 the	 necessity	 to	 include	 additional	 drivers	 of	 cell	 cycle	 arrest	 (or	
progression)	to	predict	the	effect	of	DNA	damage	on	the	cell	cycle.	
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Cellular	exposure	to	cisplatin	and	etoposide	both	caused	an	initial	G2	arrest	in	
our	 HepG2-FUCCI	 cells.	 Our	 model	 suggested	 that	 BTG2	 and	 not	 p21	 was	
involved	 in	 the	 cisplatin-induced	 G2	 arrest.	 Indeed,	 disruption	 of	 BTG2	
interferes	with	G2	arrest	15,	which	indicates	that	BTG2	could	be	responsible	for	
the	 cisplatin-induced	G2	arrest.	 In	 contrast,	p21	and	BTG2	expression	barely	
increased	 at	 0.5	 μM	 etoposide	 exposure,	 whereas	 there	 was	 a	 profound	
accumulation	of	cells	in	S-G2-M	phase.	Our	analysis	showed	that	solely	p21	and	
BTG2	expression	was	not	sufHicient	to	explain	this	etoposide-induced	G2	arrest.	
Unlike	a	G1	arrest	that	is	fully	dependent	on	p53	30,	G2	arrest	can	occur	in	a	p53-
dependent	and	p53-independent	manner	28,30–32.	Moreover,	whereas	BTG2	can	
induce	a	G2	arrest	15,	p21	seems	mostly	involved	in	the	long-term	maintenance	
of	 G2	 arrest	 33,34.	 Thus,	 perhaps	 the	DNA	damage	 sensor	 proteins	ATM,	ATR,	
Chk1	and	Chk2	that	activate	p53	signaling	elicited	a	p53-independent	onset	of	
G2	 arrest	 35–37	 after	 0.5	 μM	 etoposide	 exposure,	 whereas	 the	 late	 and	 weak	
induction	of	p53-regulated	protein	p21	merely	helped	to	sustain	the	G2	arrest.	
The	possibility	that	different	mechanisms	establish	the	cisplatin-	and	etoposide-
induced	G2	arrests,	indicates	that	the	exact	type	of	DNA	damage	inHluences	the	
cellular	 response.	 In	 contrast	 to	 cisplatin	 that	 causes	 inter-	 and	 intrastrand	
crosslinks	which	activates	p53	via	ATR,	Chk1	and	Chk2	38–41,	etoposide	exposure	
generates	double-strand	breaks	that	lead	to	p53	activation	via	ATM	and	Chk2	
35,42.	 Although	 both	 compounds	 induce	 p53	 activation	 and	 (concentration-
dependent)	transient	G2	arrest,	the	underlying	molecular	signaling	cascade	is	
different	and	therefore	results	in	G2	arrest	via	different	routes.	With	our	work,	
we	show	that	solely	using	the	p53	downstream	targets	p21	and	BTG2	to	predict	
a	 DNA	 damage-induced	 G2	 arrest	 is	 not	 always	 sufHicient.	 Incorporation	 of	
proteins	upstream	of	p53	in	experimental	studies	and	the	model	will	contribute	
to	reliable	predictions	of	cell	cycle	arrest.		
	
Because	of	the	sustained	expression	of	p53	and	its	downstream	targets	at	late	
time	points,	the	apparent	continuation	into	mitosis	and	G1	arrest	after	the	G2	
arrest	in	both	exposure	conditions	surprised	us.	Cell	cycle	progression	after	G2	
arrest	was	especially	evident	for	cisplatin-treated	cells	and	cells	exposed	to	low	
(0.5	 and	 1	 μM)	 etoposide	 concentrations.	 In	 contrast,	 high	 (5	 and	 10	 μM)	
etoposide	concentrations	 immediately	 induced	a	G1	arrest,	which	puzzled	us	
because	 etoposide	 affects	 the	 topoisomerase	 II	 enzyme,	which	 is	 only	 active	
during	S	and	G2	phase.	This	same	phenomenon	has	been	previously	observed	in	
normal	 murine	 mammary	 gland	 (NMuMG)	 cells.	 NMuMG	 cells	 went	 into	 a	
transient	G2	cell	cycle	arrest	at	1	μM	etoposide	exposure,	but	directly	into	an	
apparent	 G1	 arrest	 after	 exposure	 to	 10	 μM	 etoposide	 29.	 Close	 examination	
showed	that	the	cells	exposed	to	1	μM	etoposide	failed	mitosis	due	to	nuclear	
mis-segregation.	 In	 addition,	 cells	 exposed	 to	 10	 μM	 etoposide	 underwent	
endoreduplication,	 a	 process	 in	which	 cells	 replicate	 the	 genome	 but	 bypass	
mitosis	which	leads	to	polyploidy.	This	also	occurred	in	cisplatin-treated	PROb	
colon	 carcinoma	 43	 and	 Chinese	 hamster	 ovary	 AA8	 cells	 44.	 Although	 the	
observed	accumulation	of	red	HepG2	cells	in	our	data	could	also	mean	that	cells	
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adapt	and	enter	mitosis	despite	damaged	DNA	45–48,	 the	 total	number	of	cells	
barely	increased,	pointing	to	a	lack	of	proliferation.	Therefore,	we	hypothesized	
that	HepG2	cells	undergo	nuclear	mis-segregation	or	endoreplication	instead	of	
progressing	 into	mitosis.	 Consistently,	modiHication	 of	 the	model	 by	 omitting	
proliferation	 while	 keeping	 cell	 cycle	 progression	 from	 S-G2-M	 to	 G1	 phase	
improved	 the	model	 Hit	 for	 low	 etoposide	 concentrations.	 This	 suggests	 that	
etoposide	prevents	successful	proliferation	in	HepG2	cells,	although	the	factors	
responsible	for	this	process	remain	to	be	identiHied.	Lowering	the	mitosis	rate	
further	 improved	 the	 Hit,	 which	 implies	 that	 besides	 failed	 mitosis,	 other	
proteins	 than	 p21	 and	 BTG2	 could	 impact	 the	 phase	 transition	 rates	 and	
subsequent	 initiation	 of	 a	 G1	 arrest.	 The	 improved	 Hit	 for	 high	 etoposide	
exposure	 conditions	by	 the	 transition	 rate	parameter	 alterations	 strengthens	
this	hypothesis.	Indeed,	the	DDR	is	highly	complex	with	605	associated	proteins	
that	can	be	organized	in	multiple	assemblies	with	distinct	functions	48.	Possibly,	
proteins	 linked	 to	 other	 stress	 response	 pathways	 than	 the	 p53	 signaling	
pathway	play	a	role	in	this	process.	The	central	regulator	of	the	oxidative	stress	
response	pathway	NRF2	as	well	as	its	downstream	targets	are	mildly	activated	
upon	etoposide	exposure	22,49.	Because	NRF2	can	inhibit	Cyclin	D1	via	activation	
of	cyclin	inhibitors	p15,	p21	and	p27	50,	activation	of	this	transcription	factor	
could	play	a	role	in	the	fast	G1	arrest	at	high	etoposide	concentrations.	Yet,	we	
do	not	have	information	on	the	expression	of	other	cyclin	inhibitors	than	p21.	
Besides	such	data,	additional	experiments	with	DNA	damaging	stressors	 that	
induce	a	direct	G1	arrest	would	be	helpful.		
	
We	aimed	 to	predict	 cell	 cycle	behavior	based	on	 the	average	p21	and	BTG2	
expression	 of	 a	 population	 of	 cells.	 Although	 our	HepG2	 cells	 are	 genetically	
almost	 identical,	 the	cells	varied	 in	the	expression	of	proteins,	and	cell	cycles	
were	not	synchronized.	Such	variability	can	exert	their	effect	on	the	cell	cycle	of	
individual	cells	in	various	ways:	differences	in	the	time	dynamics	and	extent	of	
p53	expression	determine	whether	a	cell	initiates	cell	cycle	arrest	or	apoptosis	
12.	 Similarly,	 basal	 p21	 expression	 controls	 quiescence	 or	 cell	 cycle	 entry	 51,	
whereas	p21	dynamics	determine	whether	a	cell	remains	in	a	proliferative	state	
or	becomes	senescent	52.	In	addition,	cells	respond	differently	to	genomic	stress	
depending	on	the	cell	cycle	stage	53.	Other	factors	such	as	the	microenvironment	
54,55	 and	 general	 stochasticity	 56	 can	 cause	 heterogeneity	 in	 the	 behavior	 of	
individual	 cells.	 Thus,	 although	 a	 study	 into	 the	 relation	 between	 protein	
dynamics	and	cell	fate	on	population	level	can	generate	useful	insights,	single	
cell	 data	 can	 further	 elucidate	 the	 mechanistic	 regulation	 of	 cell	 cycle	
progression	after	genotoxic	stress.		
	
Integrating	protein	dynamics	and	cell	cycle	progression	in	one	model	is	a	useful	
approach	to	unravel	the	effect	of	low-level	molecular	interactions	on	a	high-level	
process	 such	 as	 cell	 fate.	 Even	 though	 p21	 and	 BTG2	 are	 both	 well-known	
regulators	of	the	cell	cycle,	we	showed	that	their	expression	dynamics	are	not	
always	 sufHicient	 to	 predict	 cell	 cycle	 arrest	 and	 continuation	 following	
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genotoxic	 stress.	 In	 addition	 to	 the	 inclusion	 of	 p53	 downstream	 targets,	
extension	of	the	model	with	the	activation	dynamics	of	kinases	upstream	from	
p53	 could	 improve	 its	 predictive	 capacity.	 This	 will	 help	 to	 elucidate	 the	
quantitative	 mechanisms	 behind	 cell	 cycle	 regulation	 and	 predict	 adverse	
effects	of	chemicals	in	an	early	stage	of	drug	safety	testing.		
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Supplementary	Figures	
	

	
Supplementary	Figure	1.	QuantiWication	and	classiWication	of	cell	cycle	phases	based	on	Cdt1-
RFP	and	Geminin-GFP	intensities.	(A-B)	Example	distribution	of	Cdt1	and	Geminin	expression	in	
all	cells	from	one	image	set,	 i.e.,	all	time	points	at	one	position	in	a	well,	before	(A)	and	after	(B)	
spectral	leakage	correction.	(C)	Example	distribution	of	Cdt1-RFP	and	Geminin-GFP	intensities	at	0,	
24,	48	and	72	h	after	exposure	in	5	μM	cisplatin	condition.	The	horizontal	grey	dashed	line	indicates	
the	5%	threshold,	below	which	Cdt1	and	Geminin	expression	is	low	and	classi\ied	as	colorless.	(D)	
Example	image	of	Cdt1	and	Geminin	expression	at	24	h	after	5	μM	cisplatin	exposure.	The	dashed	
lines	 represent	 the	utilized	5%	expression	 thresholds,	 resulting	 in	 the	 classi\ication	of	 cell	 cycle	
phases	as	indicated	by	colors.	In	A-D	each	dot	represents	one	cell.		
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Supplementary	 Figure	 2.	 Concentration-dependent	 reduction	 in	 the	 total	 HepG2	 cell	
numbers	 over	 time	 due	 to	 cisplatin	 exposure.	 The	 percentage	 of	 cells	 relative	 to	 initial	 cell	
number	 is	 shown	 over	 time	 in	 control	 conditions	 (0	 μM)	 and	 after	 different	 cisplatin	 exposure	
concentrations.		 	
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Supplementary	Figure	3.	Inner	states	of	the	model	simulation	after	0,	1,	2.5	and	5	μM	cisplatin	
exposure.	 (A)	 Simulation	of	DNA	damage	 and	 relevant	proteins	 in	 the	p53	 signaling	model.	 (B)	
Simulations	 of	 the	 normalized	 number	 of	 cells	 in	 the	 distinct	 cell	 cycle	 phases.	 Initially	 the	
normalized	 cell	 numbers	 add	 up	 to	 unity.	 (C)	 Model	 simulation	 of	 the	 proportion	 of	 resources	
available	over	time	relative	to	the	initial	amount	(set	to	1).		
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Supplementary	Figure	4.	Effect	of	the	presence	or	absence	of	resources	in	the	model	on	the	
model	Wit.	Data	points	of	different	colors	represent	the	three	independent	biological	replicates	per	
cell	 cycle	phase	 class.	 Lines	 represent	model	 simulations	with	 (M1,	 solid	 line)	 and	without	 (M2,	
dashed	line)	the	inclusion	of	resources.		
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Supplementary	Figure	5.	Simulation	of	the	cell	cycle	model	in	control	situation	for	low	and	
high	 etoposide	 exposure	 scenarios.	 Data	 points	 of	 different	 colors	 represent	 the	 three	
independent	biological	replicates	per	cell	cycle	phase	class.	Lines	represent	model	simulations	of	
the	cell	cycle	model	with	k-parameters	\itted	to	correctly	model	the	control	situation	(M7).	Note	that	
the	description	of	scenarios	with	etoposide	exposure	is	poor.	
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Supplementary	Figure	6.	Effect	of	etoposide	exposure	on	protein	expression	and	cell	death	
occurrences.	 (A)	 Normalized	 protein	 expression	 and	 (B)	 fraction	 of	 PI-positive	 (left)	 and	 AnV-
positive	 (right)	 cells	 in	 control	 condition	 (0	 μM)	 and	 after	 exposure	 to	 0.5,	 1,	 2.5,	 5	 and	 10	 μM	
etoposide	 for	 each	 reporter	 cell	 line.	 Data	 points	 show	 mean	 ±	 sd	 of	 three	 or	 four	 biological	
replicates.	
	 	



	
Data-driven	kinetic	modeling	of	p53	signaling	linked	to	cell	cycle	progression		

	 91	

3	

Supplementary	Figure	7.	Modulation	of	 cell	 cycle	 transition	 rates	 improves	description	of	
data	by	the	cell	cycle	model	in	high	etoposide	exposure	scenarios.	(A-B)	Simulation	of	the	cell	
cycle	model	(M7)	to	the	cell	cycle	data	in	high	(5	and	10	μM)	etoposide	exposure	conditions	with	cell	
cycle	phase	 transitions,	 either	with	 (dashed	 line)	or	without	 cell	 division	 (solid	 line)	 in	 (A),	 and	
without	cell	division	and	with	modulation	of	the	three	cell	cycle	transition	rates	in	(B).	
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Supplementary	Methods	
	

We	used	the	p53	model	in	published	in	1	to	simulate	the	dynamics	of	p53	and	
its	downstream	targets	MDM2,	p21	and	BTG2:	
	

S(t) = EC! ∙ 𝑒"#	∙%	,	 S.Eq.	1	

&''
&%
	 = ks''	 − kd''	 ∙ DD	 ∙ P53( + S	,		 S.Eq.	2	

&)*+
&%

= ks(*+ + k&( ∙ P53( − k( ∙ P53 ∙ DD − kd(*+ ∙ P53 − kd(*+	0&01 ∙ P53 ∙ 	MDM2	,	 S.Eq.	3	

&)*+%
&%

= k( ∙ P53	 ∙ DD	 − 	k&( ∙ P53( 	− 	kd(*+( ∙ P53( − kd(*+(	0&01 ∙ P53( ∙ 	MDM2	,	 S.Eq.	4	
	
&2'21

&%
= 	ks0&01 +

34&'&(	%)*%∙)*+%+

50&'&(
+6)*+%+

− kd0&01 ∙ MDM2	,	 S.Eq.	5	

	
&)17
&%

= 	ks(17 +
34%(,	%)*%∙)*+%+

50%(,
+6)*+%+

− kd(17 ∙ P21	,	and	 S.Eq.	6	

	
&89:1
&%

	 = 	ks;%<1 +
34-./(	%)*%∙)*+%+

50-./(
+6)*+%+

− kd;%<1 ∙ BTG2	.	 S.Eq.	7	
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Supplementary	Data	
	
Supplementary	Table	1.	Parameter	description	and	estimated	values	of	the	p53	signaling	model	to	
describe	protein	expression	data	after	cisplatin	exposure,	as	published	in	1	(i.e.,	parameter	values	
for	this	submodel	are	exactly	the	same	as	in	this	publication).	
	
Parameter	 Unit	 Description	 Estimated		

values	
DDinit	 -	 initial	amount	of	DNA	damage	 21.443	
P53init	 au	 initial	amount	of	p53	 0.204	
P53Pinit	 au	 initial	amount	of	p53-p	 0.342	
MDM2init	 au	 initial	amount	of	MDM2	 0.263	
P21init	 au	 initial	amount	of	p21	 4.686	
BTG2init	 au	 initial	amount	of	BTG2	 5.156	

EC0	 -	 effective	concentration	for	control	condition	(0	µM	applied	
concentration)	 0*	

EC1	 -	 effective	concentration	for	1	µM	applied	concentration	 1*	
EC2	 -	 effective	concentration	for	2.5	µM	applied	concentration	 2.520	
EC3	 -	 effective	concentration	for	5	µM	applied	concentration	 6.307	
𝜏	 hr-1	 cisplatin	decay	rate	 0.020	
kdmdm2	 hr-1	 degradation	rate	of	MDM2	 0.082	
kdp21	 hr-1	 degradation	rate	of	p21	 0.003	
kdbtg2	 hr-1	 degradation	rate	of	BTG2	 0.047	
kddd	 au-1	·	hr-1	 DNA	damage	repair	rate	 0.042	
kdp	 hr-1	 dephosphorylation	rate	of	p53-p	 0.410	
kdp53	 hr-1	 degradation	rate	of	p53	 0.047	
kdp53p	 hr-1	 degradation	rate	of	p53-p	 0.0002	
kdp53	mdm2	 au-1	·	hr-1	 MDM2-dependent	degradation	rate	of	p53	 0.00002	
kdp53p	mdm2	 au-1	·	hr-1	 MDM2-dependent	degradation	rate	of	p53-p	 0.069	
ksmdm2	p53p	 au	·	hr-1	 maximal	p53-p-dependent	synthesis	rate	of	MDM2	 0.033	
ksp21	p53p	 au	·	hr-1	 maximal	p53-p-dependent	synthesis	rate	of	p21	 0.171	
Kmmdm2	 au	 Michaelis-Menten	constant	for	MDM2	 0.296	
Kmp21	 au	 Michaelis-Menten	constant	for	p21	 0.741	
Kmbtg2	 au	 Michaelis-Menten	constant	for	BTG2	 0.382	
ksbtg2	p53p	 au	·	hr-1	 maximal	p53-p-dependent	synthesis	rate	of	BTG2	 0.370	
ksdd	 hr-1	 rate	of	DNA	damage	infliction	 0.305	
kp	 hr-1	 phosphorylation	rate	of	p53	 0.033	
ksp53	 hr-1	 synthesis	rate	of	p53	 0.016	
ksmdm2	 hr-1	 synthesis	rate	of	MDM2	 0.0003	
ksp21	 hr-1	 synthesis	rate	of	p21	 0.008	
ksbtg2	 hr-1	 synthesis	rate	of	BTG2	 0.096	
sfp53	 -	 scaling	factor	for	total	p53	 16.882	
sfmdm2	 -	 scaling	factor	for	MDM2	 5.390	
sfp21	 -	 scaling	factor	for	p21	 0.291	
sfbtg2	 -	 scaling	factor	for	BTG2	 0.154	
offset	p53	 -	 offset	for	total	p53	 -9.157	
offset	mdm2	 -	 offset	for	MDM2	 -1.324	
offset	p21	 -	 offset	for	p21	 -1.309	
offset	btg2	 -	 offset	for	BTG2	 -0.783	

*	Fixed	parameter	values	

	
	
	 	



	
Chapter	3	

 94 

Supplementary	Table	2.	 Parameter	 descriptions	 and	 values	 estimated	 for	 the	 default	 cell	 cycle	
model	(M1,	M7),	the	model	without	resources	(M2),	the	model	\itted	to	the	data	until	24	h	(M3),	the	
model	without	 inhibition	of	G1	 to	S-G2-M	transition	by	p21	(M4)	or	by	p21	and	BTG2	(M5),	 the	
model	without	mitosis	inhibition	by	BTG2	(M6).	Model	M1-M6	were	\itted	to	the	cisplatin	cell	cycle	
progression	data	and	model	M7	to	etoposide	cell	cycle	progression	data.		
	
Para-	
meter	

Unit	 Description	 Value	
in	M1	

Value	
in	M2	

Value	
in	M3	

Value	
in	M4	

Value	
in	M5	

Value	
in	M6	

Value	
in	M7	

G1early,	init	 -	 Initial	
proportion	of	
cells	in	early	G1		

0	 0	 0.105	 0	 0	 0	 0.105*	

G0init	 -	 Initial	
proportion	of	
cells	in	G0		
	

0.454	 0.281	 0.368	 0.453	 0.453	 0.402	 0.368*	

G1init	 -	 Initial	
proportion	of	
cells	in	G1		
	

0.161	 0.183	 0.171	 0.161	 0.162	 0.159	 0.171*	

SG2Minit	 -	 Initial	
proportion	of	
cells	in	S-G2-M		
	

0.233	 0.495	 0.267	 0.233	 0.232	 0.211	 0.267*	

Rinit	 -	 Initial	
proportion	of	
resources	
	

1*	 -	 1*	 1*	 1*	 1*	 1*	

s	 -	 Scaling	factor	
for	depletion	of	
resources	

0.138	 -	 0.076	 0.149	 0.164	 0.175	 0.076*	

rexit	 h-1	 Rate	constant	of	
cell	cycle	exit	
into	G0	from	
early	G1	

0*	 0*	 0*	 0*	 0*	 0*	 0*	

rentry	 h-1	 Rate	constant	of	
entry	into	G1	
from	G0	

0.195	 0.002	 0.191	 0.194	 0.190	 0.156	 0.191*	

rG1	 h-1	 Rate	constant	of	
transition	from	
early	G1	into	G1	

0.021	 0.016	 0.030	 0.020	 0.020	 0.024	 0.030*	

rSG2M	 h-1	 Rate	constant	of	
transition	from	
G1	into	S-G2-M	

1.152	 0	 0.205	 0.295	 0.294	 0.258	 0.205*	

rmit	 h-1	 Rate	constant	of	
mitosis	
	

0.144	 0.512	 1.039	 0.136	 0.123	 2.942	 1.039*	

k1	 -	 Contribution	
factor	of	BTG2	
on	mitosis	rate	

72.890	 1000	 1000	 68.623	 60.190	 0*	 2.769	

k2	 -	 Contribution	
factor	of	p21	on	
mitosis	rate	

0	 0	 0	 0*	 0*	 1000	 203.11	

k3	 -	 Contribution	
factor	of	BTG2	
on	G1	
progression	
rate	into	S-G2-M	

0	 1⋅10-4	 0	 2.547	 0*	 0*	 0	

k4	 -	 Contribution	
factor	of	p21	on	
G1	progression	
rate	into	S-G2-M	

55.901	 1000	 0	 0*	 0*	 0	 0	

*	Fixed	parameter	values	
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Supplementary	Table	3.	Parameter	description	and	estimated	values	of	the	p53	signaling	model	to	
describe	protein	expression	data	after	etoposide	exposure.	
	
Parameter	 Unit	 Description	 Estimated	values	
DDinit	 -	 initial	amount	of	DNA	damage	 0.986	
P53init	 au	 initial	amount	of	p53	 0.887	
P53Pinit	 au	 initial	amount	of	p53-p	 0.132	
MDM2init	 au	 initial	amount	of	MDM2	 0.832	
P21init	 au	 initial	amount	of	p21	 3.154	
BTG2init	 au	 initial	amount	of	BTG2	 2.339	

EC0	 -	 effective	concentration	for	control	condition	(0	µM	
applied	concentration)	 0*	

EC1	 -	 effective	concentration	for	0.5	µM	applied	concentration	 0.5*	
EC2	 -	 effective	concentration	for	1	µM	applied	concentration	 1.117	
EC3	 -	 effective	concentration	for	5	µM	applied	concentration	 4.099	
EC4	 -	 effective	concentration	for	10	µM	applied	concentration	 6.906	
𝜏	 hr-1	 etoposide	decay	rate	 0.080	
kdmdm2	 hr-1	 degradation	rate	of	MDM2	 0.050	
kdp21	 hr-1	 degradation	rate	of	p21	 0.096	
kdbtg2	 hr-1	 degradation	rate	of	BTG2	 0.113	
kddd	 au-1	·	hr-1	 DNA	damage	repair	rate	 0.019	
kdp	 hr-1	 dephosphorylation	rate	of	p53-p	 81.459	
kdp53	 hr-1	 degradation	rate	of	p53	 7.431	
kdp53p	 hr-1	 degradation	rate	of	p53-p	 4.504	
kdp53	mdm2	 au-1	·	hr-1	 MDM2-dependent	degradation	rate	of	p53	 0.034	
kdp53p	mdm2	 au-1	·	hr-1	 MDM2-dependent	degradation	rate	of	p53-p	 0.012	
ksmdm2	p53p	 au	·	hr-1	 maximal	p53-p-dependent	synthesis	rate	of	MDM2	 0.014	
ksp21	p53p	 au	·	hr-1	 maximal	p53-p-dependent	synthesis	rate	of	p21	 0.159	
Kmmdm2	 au	 Michaelis-Menten	constant	for	MDM2	 0.544	
Kmp21	 au	 Michaelis-Menten	constant	for	p21	 0.772	
Kmbtg2	 au	 Michaelis-Menten	constant	for	BTG2	 0.828	
ksbtg2	p53p	 au	·	hr-1	 maximal	p53-p-dependent	synthesis	rate	of	BTG2	 0.246	
ksdd	 hr-1	 rate	of	DNA	damage	infliction	 0.002	
kp	 hr-1	 phosphorylation	rate	of	p53	 12.992	
ksp53	 hr-1	 synthesis	rate	of	p53	 7.210	
ksmdm2	 hr-1	 synthesis	rate	of	MDM2	 0.042	
ksp21	 hr-1	 synthesis	rate	of	p21	 0.302	
ksbtg2	 hr-1	 synthesis	rate	of	BTG2	 0.264	
sfp53	 -	 scaling	factor	for	total	p53	 1.316	
sfmdm2	 -	 scaling	factor	for	MDM2	 3.129	
sfp21	 -	 scaling	factor	for	p21	 0.203	
sfbtg2	 -	 scaling	factor	for	BTG2	 0.286	
offset	p53	 -	 offset	for	total	p53	 -1.322	
offset	mdm2	 -	 offset	for	MDM2	 -2.502	
offset	p21	 -	 offset	for	p21	 -0.590	
offset	btg2	 -	 offset	for	BTG2	 -0.643	

*	Fixed	parameter	values	
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