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Abstract

The past decade has brought on tremendous progress in the quest to build a
quantum computer, and cloud access to first devices is starting to get available.
Although these devices are still very limited in terms of the number of qubits and
coherence times, their emergence has focused attention on the question of how
these near-term devices can be of value. A specific type of hybrid quantum-classical
algorithms, namely variational quantum algorithms, has stood out as a candidate
for providing value in these early stages of quantum computing. Machine learning
is believed to be a field where variational quantum algorithms can be beneficial,
and they have been studied in the context of various learning tasks. Theoretical
guarantees are hard to obtain for these algorithms due to their heuristic nature,
so progress in this field will heavily rely on empirical discovery and evaluation
of algorithms. However, many fundamental questions about successfully running
these types of algorithms are still open, like how to design individual components
of the quantum circuits that are used, and how to avoid pitfalls in their training.
In this thesis, we study various aspects of variational quantum algorithms for
machine learning, with a focus on reinforcement learning. We study the steps
of the whole pipeline in training a variational quantum machine learning model
on near term devices, starting at the question of how to encode classical data
and read out information from a quantum circuit, and how to design the circuit
itself in a problem-tailored manner. We address the question of how the classical
optimization routine in this model can be tailored to quantum-specific issues in
optimization landscapes, as well as how various noise sources present on quantum
hardware affect the training of these algorithms. With the above, this thesis aims
at contributing to the knowledge of how to train variational quantum machine
learning models, in order to foster further investigation of these types of algorithms

once high-performance quantum hardware will become available.
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CHAPTER

Introduction

“The history of classical computing teaches us that when hardware be-
comes available that stimulates and accelerates the development of new
algorithms. There are many examples of heuristics that were discov-
ered experimentally, which worked better than theorists could initially
explain. We can anticipate that the same thing will happen with quantum

computers.”

— John Preskill

Since the first ideas for a quantum computer, a device that uses quantum mechanical
effects to process information, were proposed in the 1980s, remarkable progress has
been made in the quest to build these types of machines and to find tasks where they
outperform their classical counterparts. While the first algorithm with a proven
speed-up in a practically relevant task, namely Shor’s factoring algorithm that can
break a widely used encryption method [1], was already proposed in 1994, the first
experimental demonstration of a quantum computer outperforming its classical
counterpart was only due in late 2019. In this experiment, a team of researchers
at Google and NASA showed that their superconducting quantum hardware could
perform a sampling task much faster than any classical supercomputer existing
to that date [2]. Just one year later, a similar result on another sampling task
was shown on the Chinese photonic quantum device Jiuzhang [3]. In parallel to
these experimental advances, theoretical investigation has lead to a multitude
of quantum algorithms with guaranteed speed-ups. These algorithms operate
under the assumption that one can execute them on a perfect quantum computer,
also known as fault-tolerant quantum computing. Among these algorithms are

for example Grover’s search algorithm, which yields a quadratic speed-up for



unstructured search [4], and an algorithm for solving linear systems of equations
that provides an exponential speed-up under certain conditions and in certain

cases [5].

The latter has inspired investigation of using quantum computers in the context of
machine learning, as the algorithm from [5] can be used to exponentially speed
up some of the matrix operations underlying many classical machine learning
algorithms [6, 7]. However, these speed-ups come with a set of caveats: there are
specific constraints on the structure of the matrices, as well as the assumption that
the classical data is stored in a so-called quantum random access memory (qRAM)
[8], a memory that gives the algorithm access to data in quantum superposition. As
there are numerous technical challenges in building a qRAM, as well as subtleties
in when exactly these types of speed-ups exist [9, 10, 11], it is not believed that
algorithms based on speeding up solving linear systems of equations will lead to a

practical advantage over classical computers in the near future.

In recent years, an alternative to fault-tolerant algorithms has emerged in the
so-called noisy intermediate-scale quantum (NISQ) setting, where algorithms for
near-term quantum computers are studied [12, 13]. These algorithms are designed
with the expectation that they are run on noisy quantum computers with a limited
number of qubits and no error correction. One of the most popular approaches
in this regime are variational quantum algorithms [14]. In a variational quantum
algorithm (VQA), a classical and quantum part work in tandem, where the quantum
part of the algorithms is defined in terms of a parametrized quantum circuit (PQC).
The parameters of this circuit are then optimized by a classical subroutine in order
to solve a certain task. These types of algorithms have been applied to various
tasks such as optimization [15, 16, 17], chemistry and simulation [18, 19, 20, 21, 22],
and machine learning [23, 24, 25, 26, 27, 28].

While variational algorithms are widely applicable in principle, theoretical state-
ments about their performance and potential speed-ups are difficult to obtain.
Especially in a machine learning context, giving rigorous statements in a variational
setting is hard, as the performance of the algorithm strongly depends on several
factors, like the classical optimizer and the learning task at hand. This resembles
the situation in classical machine learning, where first theories of neural networks
were developed in the 1940ies, however, the true capabilities of these models
only became clear around seventy years later when the increase in computational

resources enabled training of large-scale neural networks to perform practically



relevant tasks. While recent breakthroughs in classical machine learning, like
beating a grandmaster in the game of Go [29], predicting the structure of proteins
[30, 31], or turning natural language prompts into stunning artwork [32], were only
possible because current hardware makes it feasible to train models with billions
of parameters, these works were built on the basis of a firm understanding on how

to design trainable and performant neural networks.

Variational quantum machine learning models are often described as the quantum
analog of classical neural networks due to the similarity in their training procedure,
and are therefore also referred to as quantum neural networks. Unlike for their
classical counterparts however, there are still numerous open questions about
how to design trainable and performant quantum neural networks. Examples of
this include the questions of how to encode classical data into a quantum model,
how to structure the operations that are used to implement models, and how to
avoid pitfalls in the trainability of these models that are unique to the quantum
setting. Assuming that similarly to the history of classical machine learning,
the development of more performant quantum hardware will facilitate large-scale
empirical studies on the usefulness of variational quantum machine learning, it is
of key importance to build an understanding of how these models can be trained
successfully. This thesis aims to contribute to this understanding by studying

various aspects of training variational quantum machine learning models.

We start by giving a basic introduction to the topics of quantum computing,
machine learning, and their intersection in Chapters 2 and 3, respectively. In
Chapter 4, we study how a fundamental issue in the training of variational quantum
circuits, namely barren plateaus in the training landscapes, can be addressed by
the classical training algorithm to aid scaling up the size of quantum models.
To this end, we provide a training scheme that alleviates the problem of barren
plateaus for specific cases and compare it to standard training procedures in the
existing literature. While this type of training procedure can in principle be
used for arbitrary types of machine learning, we focus our attention on a specific
type of learning in subsequent chapters, namely on reinforcement learning (RL).
First, we study in Chapter 5 how the architectural choices made for a PQC-based
quantum agent influence its performance on two classical benchmark tasks from
RL literature, where we specifically consider the question of encoding data into,
and reading information out of the quantum model. In addition, we establish a

theoretical separation between classical and quantum models for the specific type



of RL algorithm that we use, and also perform an in-depth empirical comparison
of the quantum model developed in our work to a classical neural network that
performs the same task. In addition to the questions of how to encode data and
read out information from a PQC, the third key question in the performance of a
variational quantum machine learning model is how to design the structure of the
circuit itself, also referred to as the ansatz. For this reason, we move on to study
this question in Chapter 6 and introduce an ansatz that is tailored to a specific
type of input data, namely to weighted graphs. To do this, we take inspiration
from the classical field of geometric deep learning, and design a PQC that preserves
an important symmetry in graph-based input data. We analytically study the
expressivity of this type of circuit, and then go on to numerically compare it to
ansatzes that are not tailored to the specific training data at hand. Finally, another
important consideration in the study of algorithms for the NISQ era is how the
given learning algorithms and models are influenced by quantum hardware-induced
noise. In Chapter 7, we study this for two of the variational RL paradigms from
recent literature. We investigate analytically and numerically how various types
of errors, namely coherent, incoherent, and measurement-based errors, affect the
training performance of variational RL algorithms and the robustness of the learned
policies. In particular, this study includes an evaluation of the performance of the
models we introduced in Chapter 5 and Chapter 6 under various types of noise

that are expected to be present on near-term hardware.

With the above, this thesis aims to contribute to building a foundation of knowledge
about how to successfully train variational quantum machine learning models,
in the hope that similarly to classical machine learning, this knowledge will one
day, when quantum hardware has sufficiently matured, aid demonstrations of the

practical usefulness of these types of algorithms.



CHAPTER

Quantum computing

Quantum computing is a rapidly evolving field that has the potential to change
the way we solve a number of complex computational problems. In recent years,
there has been significant progress in the development of quantum computers,
with researchers and companies around the world working to build these types
of machines. In terms of current hardware implementations, there are two main
approaches to quantum computing: quantum annealing and gate-based quantum
computing. A quantum annealer is a special-purpose device tailored to solve
combinatorial optimization problems, based on the idea to slowly evolve a system
until it reaches its lowest-energy state, which represents the optimal solution to a
given problem. Gate-based quantum computing, on the other hand, involves the
use of quantum gates to manipulate qubits, the basic units of quantum information.
This approach is more flexible and has the potential to perform a wider range of
calculations than quantum annealing, but it is also more difficult to implement in
practice due to the need to maintain the delicate quantum states of the qubits.
In this thesis, we focus on the latter paradigm of quantum computing, and this
chapter provides an introduction to the most important concepts in the gate-based

formalism, and the specific type of algorithms we study in later chapters.

2.1 Gate model quantum computing

Quantum computers are devices that harness quantum mechanical effects to process
information. In order to utilize these types of effects, one has to define a quantum
system to perform operations on. A simple and broadly used approach to this are
two-level systems called qubits, which form the building blocks of most quantum

algorithms. Mathematically, a qubit can be represented as the quantum state



2.1 Gate model quantum computing

|¢) € C? with amplitudes « and 3,

W =al+sin=a(g)+a(7)=(5). (2.)

where |a|? 4 |3]? = 1. The squared modulus of « and 3 give us the probability of
measuring zero and one, respectively. We henceforth adopt bra-ket notation, where
the bra (¢| = (a*, 8*) denotes the complex conjugate of the state |1} (ket), (¥|1))
denotes an inner product, and |)(¢| denotes an outer product. The vectors |0) and
|1) form an orthonormal basis of the Hilbert space C2, and are therefore referred
to as basis states. Technically, any two orthonormal states can be used as basis
states for the vector space of the qubit, however, the two states above are the most
common and are called the computational basis. These basis states are the states
that we can observe in the classical world, while the linear combination of basis
states in Equation (2.1) is called a superposition, where the coefficients « and 3
define the probabilities with which each of the basis states can be observed. Unlike
classical probabilities, those coefficients are complex-valued and can therefore also
be negative. This means that they can either add up or cancel each other out, and
this constructive and destructive interference of amplitudes plays an important

role in many quantum algorithms.

In order to manipulate the state of a qubit, one uses unitary operators which are
referred to as quantum gates. A commonly used set of gates that can be used to
implement arbitrary unitary transformations on a single qubit are the so-called

Pauli operators,

O (% ) 0) ko

If one, for example, wants to implement a bitflip operation on a qubit, one can do

this by applying the o, operator as follows,

o= (3 o) (o) =1 (23)

Now, if we consider not just one but multiple qubits, the above can easily be
extended by forming tensor products of the kets of a number of qubits. Let us
take for example the state over the qubits | 4), [¥5) and |¢¢), then the complete

state of this qubit register is

[WaBc) = [Ya) @ |¥E) @ [Ye), (2.4)
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and |1 apc) is now an element of the Hilbert space C2" for n = 3 qubits. When
we consider a register of multiple qubits, another important aspect of quantum
algorithms can arise: entanglement between these qubits. Intuitively, entangle-
ment means that the state of a quantum system can not simply be described by
considering its individual parts. Formally, we call a state entangled if it is not a
separable state. To understand the notion of a separable state, consider a bipartite
quantum system on the Hilbert spaces H with basis {|a;)}¥_, and Hp with basis
{1b;) Y1, and a basis {|a;) ® |b;)} for H4 @ Hp. Any pure state in this composite

system can be written as

) ap = Y cig(ai) ®[b;). (2.5)

,J

If the state can be written as a simple tensor product of the two subsystems,

V) ag = V)4 @ [V) 5, (2.6)

it is considered a separable state. Intuitively, this can be understood as a joint
probability mass function that is the product of two independent marginals, i.e.,
p(z,y) = p(z)p(y). However, the type of correlation that is present in non-separable
states has no analog in the classical world and is therefore hard to understand
intuitively. Entanglement is a crucial ingredient for many quantum algorithms,

like the famous prime factorization algorithm by Shor [1].

So far we have discussed how to prepare and manipulate quantum states in the gate-
model formalism. The final ingredient required to perform quantum computation is
getting classical information out of the device, that is, performing a measurement
of a given observable. Going back to the one-qubit example above, we have
already discussed that the superposition state shown in Equation (2.1) can not
be measured. Instead, we can only measure the basis state |0), which occurs with
probability |a|?, and the basis state |1), with probability |3|?. More formally,
we define measurement observables in terms of a set of operators {M,,,} on the
state space of the quantum system. In this thesis, we consider the special case
where all M,,, are orthogonal and Hermitian, called a projective measurement. The

observable M has the spectral decomposition

M =Y "mPp, (2.7)



2.1 Gate model quantum computing

with P,, the projector onto the eigenspace of M with eigenvalue m. For the
example of a computational basis measurement on one qubit |¢)) we have the
measurement operators

Py = [0)0l 71 = [1)1], (2:8)
both with eigenvalue 1, and we get

> PP, = PiPy+ PP =1, (2.9)
where Equation (2.9) shows that this set of projectors satisfies the completeness

relation, i.e., the set of projectors has to satisfy the condition that the probabilities

of all measurement outcomes sum to one. After measuring outcome m, the state

is then P
|thm) = —= V) , (2.10)
p(m)
where the probability p(m) to measure outcome m is
p(m) = (| P [¢) - (2.11)

The above statement that the measurement outcome will be one of the eigenvalues
of M and that the probability of measuring eigenvalue m is given by Equation (2.11)
is also known as the Born rule. Once the observable is measured, the quantum
state collapses and all information about its previous state is lost. Subsequent

measurements of the resulting state will then always yield the same output.

Another common observable, which we will also use in this thesis, is the observable
Z, also referred to as a measurement in the Z basis, with basis states |0) and |1),

and eigenvalues 1 and -1, respectively,
1 0
Z =1|0X0| —1]1X1] = 0 -1/ (2.12)

After defining the main ingredients of quantum algorithms above, like qubits,
quantum gates, superposition, interference and entanglement, we can start writing
down our own algorithms. The formalism most commonly used for this, and the
one we also use in this work, are quantum circuits. In a quantum circuit, qubits
are represented as wires, horizontal lines read from left to right. Quantum gates
are then placed on these wires to indicate the operations performed on each of

the qubits in the register. This formalism can be used to write down arbitrary
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10) _@ @_ \ooo)\}%un)
0

Figure 2.1: Example of a quantum circuit diagram depicting a circuit to create
a Greenberger-Horne-Zeilinger (GHZ) state, an important type of entangled state.
In this 3-qubit circuit, the GHZ state is prepared by applying Hadamard gates (H)

and controlled phase gates (vertical lines).

quantum algorithms, and a simple example of a circuit diagram can be seen in

Figure 2.1.

With the above, we are equipped to study arbitrary quantum algorithms, like the
well-known prime factorization algorithm [1], or the quantum algorithm for solving
linear systems of equations [5] mentioned above. In this thesis, however, we are
interested in a special type of quantum algorithm tailored for near-term devices,

which we will introduce in the following section.

2.2 Noisy intermediate-scale quantum comput-
ing

In Chapter 1, we already outlined the distinction between fault-tolerant algorithms,
that are designed with perfect, large-scale quantum computers in mind, and
so called noisy intermediate-scale quantum (NISQ) algorithms, which are more
suitable for the error-prone and small quantum computers that we expect to have
access to in the coming few decades. The term NISQ was coined by John Preskill
in a keynote talk and accompanying article [12], and he defines these types of
devices as quantum computers with around fifty to at most a few hundred qubits,
which are subject to noise and which we have only imperfect control over. Apart
from the number of qubits, he also emphasizes that the quality of qubits and how
precisely operations can be performed on them plays a crucial role. This means
that NISQ algorithms are not only restricted in the number of qubits they can use,
but also in the depth and the total number of gates of the quantum circuits that

are used. Additionally, as error correction techniques that are developed to aid
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fault-tolerant quantum computation require a high overhead of additional qubits,
NISQ devices are assumed to operate without error correction in order to fully
utilize the small number of qubits that are available. Alongside all of the above,
device-specific limitations like qubit connectivity and native gate sets have to be

taken into account as well.

With these constraints, the algorithms that can successfully be run in the NISQ era
are severely limited. In particular, algorithms of the type as the prime factorization
and linear equation solving algorithms discussed in previous chapters [1, 5], that
require the execution of a pre-defined and rigid gate sequence, are out of reach
for these types of devices. However, an interesting class of algorithms specifically
tailored to the limitations of these devices has emerged in the past few years:
variational quantum algorithms (VQAs) [14]. VQAs are hybrid quantum-classical
algorithms that outsource a large part of the heavy lifting to a classical computer.
The basis for a VQA is a parametrized quantum circuit (PQC) that is run on
the quantum device. Based on measurements of this quantum circuit and a given
objective function, a classical optimizer computes updates of the circuit parameters.
This procedure is repeated in an iterative fashion, until the circuit output matches
the desired output for a given task. This approach is quite different from the one
taken for designing the fault-tolerant algorithms we have discussed before. Instead
of specifying a fixed algorithm in form of a quantum circuit that relies on the
execution of a precise sequence of gates, in a VQA, designing this circuit is left
more or less to the classical optimization routine. In general, only the structure of
the parametrized gates is given in advance, and this can be tailored to the specific
constraints of a certain device, like the available gate set or connections between
qubits. In the following sections, we will address how the parameter optimization
scheme in these types of models works, and in which areas they have shown to be

promising to apply.

2.2.1 Variational quantum algorithms

A VQA consists of two components: the parametrized quantum circuit, also called
ansatz, and the classical optimization routine that performs the parameter updates,
as can be seen in Figure 2.2. In general, the structure of the ansatz can be chosen
quite flexibly, and we denote a unitary parametrized by 6 as U(6). Usually, the

ansatz is structured in layers, and we write the unitary that represents a PQC of

10



2.2 Noisy intermediate-scale quantum computing

(W|U1(0)MU ) )

—

@ £(6)

(e

Gt “— 0t+1

Figure 2.2: Depiction of a variational quantum-classical algorithm. The quantum
computer on the left implements a quantum circuit parametrized by 6, and outputs
expectation values of this circuit given an observable M. Based on this, the classical
computer on the right computes a loss function £(8), and the updated parameters
0:41, which are fed into the quantum circuit for the next iteration. This process is

repeated until the loss function reaches a desired value.

depth L as
UL(0) = [ U:(6). (2.13)

In the case where a PQC is used in a machine learning setting, there may also
be additional parameters that serve to encode the training data into the circuit,
and we will discuss these types of circuits in more detail in later chapters. For
simplicity, we will omit these parameters in this chapter, as they do not influence

the optimization procedure directly.

In order to optimize the parameters of the PQC given a certain task, a classical
optimization routine is used. There is a wealth of options to choose from in the
classical optimization literature, and indeed numerous different techniques have
been explored for the optimization of PQCs [33, 34, 35, 36, 37]. One of the most
popular approaches are gradient-based methods, which are the state-of-the-art
optimizers used for classical neural networks. In their most basic form, called
stochastic gradient descent, the parameters 6 of a function f(0) are updated

according to the following rule,

11
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where 7) is a step size that determines the magnitude of each update step, also
called learning rate in the machine learning literature. There are many different
versions of these types of algorithms, often with elaborate schedules to fine-tune
the step size for various phases of the optimization. The Adam optimizer, for
example, has additional momentum terms that tune the step size according to
the steepness of the optimization landscape [38]. It depends on the given task
which flavor of gradient descent is best suited, however, what they all have in
common is that they require computation of partial derivatives of the function to

be optimized.

2.2.1.1 Computing gradients

A simple possibility to compute gradients in PQCs is to use the finite difference
method. With this, the gradient of an arbitrary function f(6) can be approximated
to precision O(e) by
i fO+9 - 10)
do €
With this method, the number of circuit evaluations required to compute the

(2.15)

gradient of a PQC scales linearly with the number of parameters used in the circuit.
However, this comes at the cost of only obtaining an approximation of the gradient,
as well as introducing another hyperparameter, namely €, to the optimization
routine. Furthermore, in the case of noisy quantum hardware with imprecise
control, and circuit evaluations based on a limited number of measurements, there

are additional limitations on how small € can be chosen in this setting.

This lack of precision in computing gradients will increase their variance during
training and can therefore negatively impact the optimization routine. To alleviate
the issue of only computing an e-approximation of the gradients, one can also
compute exact gradients for PQCs by using the so-called parameter-shift rule
[39, 33, 40]. Consider a parametrized gate Ug(6;) = e~ "%%¢ with generator G that
is a Hermitian linear operator, trainable parameter 6; and a real constant a, that
acts within an arbitrary unitary U(0). If G has at most two distinct eigenvalues

ep and ep, the partial derivative of (U(0)) w.r.t. 6; can be written as

d
do;

(U0)) =r (U0 + A0;)) — (U(6 — AB;))) (2.16)

where (U) denotes the expectation value of U acting on some initial state and

under measuring a given observable, and A#; is a vector of the same length as

12
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0 that is - at the i-th position, and zero everywhere else. In other words, the

partial derivative of a PQC can be computed by the difference of two evaluations
of the same PQC, with the parameter that is considered for the derivative shifted

by 1~ and —7-, respectively. The factor r depends on the eigenvalues of the

generator as r = %

2
in this thesis [39]. In the case that one parameter is shared between a number of

(e1 — eo) [40], and r = £ for the Pauli gates we commonly use

gates, the parameter-shift rule has to be applied for each of the gates individually,
and the derivative is then computed according to the product rule. The authors
of [33] also show how the above can be extended for generators with arbitrary
eigenvalues, at the cost of introducing one ancilla qubit, and for Gaussian gates in
continuous-variable quantum computing. The above parameter-shift rule enables
computation of exact derivatives of arbitrary quantum circuits, at the cost of two
circuit evaluations per parameterized gate in each update step. These gradients
can then be used to perform any gradient-based update routine, like the stochastic
gradient descent method described above. The downside of the parameter-shift
rule is that the number of circuit evaluations required to compute gradients scales
linearly with the number of parametrized gates, instead of the number of parameters

itself as in the finite difference method above.

As we have seen above, computing gradients for PQCs is relatively straightforward.
However, there are a number of challenges in the optimization of PQC parameters,

as we will describe in the next section.

2.2.1.2 Challenges in the optimization of PQCs

In Section 2.2.1.1, we described how the parameters in a quantum circuit can be
optimized by using tools from the classical optimization literature. However, it
turns out that there are a number of difficulties when optimization is done in a
quantum landscape. A first fundamental issue in the optimization of PQCs was
described in [41], where the authors introduce the notion of barren plateaus, vast
saddle points in quantum circuit training landscapes where first and higher order
derivatives vanish. These plateaus result from basic features of the geometry of

high-dimensional spaces.

The authors of [41] examine the gradients for quantum circuit training in a
model known as random PQCs. For this model, parameter updates for gradient-
based optimization are calculated based on the expectation value of an observable

measured on a state produced by a parametrized circuit, and the circuits are drawn

13
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from a random distribution. The distribution of circuits amounts to choosing
a set of gates uniformly at random, where some of the gates have continuous
parameters amenable to differentiation. The authors of [41] show that a sufficient,
but not necessary, condition for the vanishing of gradients with high probability
is that for any arbitrary division of the circuit into two pieces, the two pieces
are statistically independent, and that one of them approximately matches the
fully random distribution up to the second moment, or in other words forms an

approximate 2-design. Formally, a unitary t-design X is defined as,

1

X Z U®' @ (U*)® = /U(d) U®' @ (U*)®tdU, (2.17)

veX

where the unitary ¢-design is an ensemble of unitaries that matches the fully random
distribution of unitaries up to the ¢t-th moment. The fully random distribution
of unitaries is given by the Haar measure, which assigns a translation invariant
volume on the sphere. To understand the above, it is important to note that
in order to sample unitaries of a given size uniformly at random from the full
Hilbert space, it is not enough to choose an appropriate parametrization, e.g.,
parametrized unitaries that represent arbitrary rotations, and then sample the
parameters uniformly at random. This is because those unitaries act on a high-
dimensional sphere, where differences between parameters are not proportional
to the differences between the resulting points on the sphere, as these differences
depend on their position on the sphere. The Haar measure assigns a volume on
the sphere that is invariant to the position, and therefore sampling uniformly
at random according to the Haar measure allows to sample unitaries uniformly
at random from the full Hilbert space. Additionally, a ¢t-design over unitaries
generates a t-design of states in the given Hilbert space. While executing a circuit
that implements such a Haar-random unitary takes time exponential in the number
of qubits, there are efficient techniques to produce circuits that approximate the
first and second moment of the Haar distribution, which is formalized by the notion
of 2-designs. It has been shown in [42] that random PQCs form approximate
2-designs once they reach a certain depth, and the authors of [41] show how even a
modest number of qubits and layers of random gates is enough for this. The depth
of a quantum circuit required to reach this regime of barren plateaus depends
on the number of qubits and allowed connectivity. It is thought that the depth
required to reach a 2-design scales roughly as O(n'/?), converging to a logarithmic

required depth in the all-to-all connectivity limit [43], where D is the dimension of
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Figure 2.3: Concentration of variance of gradients of the expectation value of the
readout qubit. For random parametric quantum circuits, as circuits of different
sizes converge to a 2-design, gradient values necessary for training vanish with

increasing number of qubits and layers.

the connectivity of the device, e.g., D = 2 for a square lattice, and n is the number

of qubits.

As an approximation of a 2-design, a particular class of random circuits that
were studied numerically in [41] were those with some discrete structure of gates
determined by an underlying geometry (e.g., 1D line, 2D array, or all-to-all),
and single qubit gates with a continuous parameter rotating around a randomly
chosen axis. This assigns a parameter 6; to each of these gates. To sample from
the distribution of random circuits, each angle 6; was drawn from the uniform
distribution 6; € U(0,27). Due to concentration of measure effects as described
in [41], random PQCs with different sets of parameters will produce very similar
outputs and their variance vanishes for sufficiently large circuits, i.e., those that
reach approximate 2-designs, as shown in Figure 2.3. Each data point in the figure
is calculated over 1000 randomly generated circuits with all-to-all connectivity in
each layer, and an initial layer of Hadamard gates on each qubit, to avoid a bias of
gradients with respect to the circuit structure caused by initializing in an all-zero

state. Note that the average value of the gradient here is zero in all cases.

This represents a generic statement about the volume of quantum space for such
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a circuit where one expects to find trivial values for observables. In other words,
sufficiently deep, arbitrary random PQCs will produce very similar expectation
values regardless of the set of individual parameters. Consequently, the partial
derivatives of an objective function based on expectation values of a random
PQC will have extremely small mean and variance. These properties make them
essentially untrainable for gradient-based or related local optimization methods on
quantum devices, as the training landscapes in these scenarios are characterized
by large regions where the gradient is almost zero, but which do not correspond to
a local or global minimum of the objective function. This decay of the variance of
gradients is not only detrimental to parameter optimization, but more generally
hinders extraction of meaningful values from quantum hardware, especially on

near-term processors that are subject to noise.

Based on the above results by [41], trainability issues in PQCs have been studied
extensively in the past few years. While the above results illustrate how with
increasing depth, a PQC gets closer to the 2-design regime and is therefore more
susceptible to barren plateaus, it was shown in [44, 45] that barren plateaus can
also be present in shallow circuits when the cost function is global, in the sense
that it is computed based on states in exponentially large Hilbert spaces, instead
of local, where the cost function depends only on smaller subsets of the qubits in a
circuit. It has also been shown that there is a relationship between the amount
of entanglement in a given circuit and its susceptibility to barren plateaus, where
high amounts of entanglement tend to lead to untrainability [46, 47]. Moving away
from only considering circuits that are approximate 2-designs, the authors of [48]
establish a connection between the expressivity of a PQC and barren plateaus,
where the expressivity of a circuit is measured in terms of its distance to a 2-design.
Finally, it was shown in [49, 50] that regardless of the specific structure of the
ansatz, the noise present on quantum hardware can lead to untrainability issues
for circuits where the depth grows at least linearly with the system size. While
the above results focus on gradients and their variance, it has also been shown
that the barren plateau phenomenon persists for higher-order derivatives [51],
as well as gradient-free optimization [52]. The amount of negative results above
seems discouraging. However, there has also been a tremendous effort to develop
methods to address the above issues. The authors of [53] introduce a non-random
parameter initialization strategy, where some parts of the circuit are initialized
randomly, and the rest is then chosen so that the whole circuit will act as the

identity. This will prevent initialization on a barren plateau. Another approach
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that addresses the barren plateau issue by choosing a specific parametrization is
that by [54], where a number of gates in a circuit share the same parameter and
are therefore correlated. Other approaches focus on the circuit structure itself,
instead of the parametrization of gates. The authors of [55] introduce an ansatz
that is tailored to a specific type of learning problem, and a subsequent work shows
that this problem-related structure prohibits the onset of barren plateaus in this
ansatz [56]. In a similar vein, the authors of [57] show that circuits that preserve a
certain symmetry are immune to barren plateaus. Another recent approach uses
techniques related to shadow tomography to detect and avoid barren plateaus
[58]. In Chapter 4 of this thesis, we will introduce another method to address the
barren plateau problem, where the circuit is initialized and trained in a way that
avoids utilizing the full Hilbert space, and thereby sidesteps going into the 2-design

regime.

To summarize, there are a number of fundamental challenges in the training of
PQCs which present large hurdles that have to be overcome to train VQAs on
a large scale. At the same time, addressing and mitigating these challenges is
a prosperous field of research, and recent results provide hope that especially
problem-tailored ansatzes will enable successful training of large scale quantum

models in the future.

2.2.2 Application areas and outlook

The VQA framework is extremely flexible and can be applied to a wide variety of
problems. However, three main application areas of VQAs have gained traction in
the past years: combinatorial optimization, quantum chemistry and simulation,
and machine learning. For combinatorial optimization, the most commonly used
technique is the quantum approximate optimization algorithm (QAOA) [59], where
the solutions of an optimization problem are encoded as the eigenstates of a
Hamiltonian, and the ground state represents the optimal solution. The parameters
of the PQC are then optimized such that the circuit outputs the ground state with
highest probability. In the limit of an infinitely deep circuit, this algorithm also
has theoretical guarantees to find the ground state. Next to being studied in-depth
in the context of the canonical Max-Cut problem [60, 61, 16, 62, 63], the QAOA
has also been applied to a number of industrially relevant problems [64, 65, 66, 67],
as well as being studied experimentally on a superconducting quantum device [68]
and with Rydberg atoms [69].
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A similar approach to find ground states of Hamiltonians in a quantum chemistry
setting is called the variational quantum eigensolver (VQE) [18, 20]. Here, the
goal is still to find the ground state of a given Hamiltonian, but the structure of
the ansatz to do this is not given in advance as in the case of the QAOA, but
can be chosen depending on the given problem. This approach has also been
studied extensively in the past few years, both theoretically [70, 71, 72], as well
as experimentally on real hardware [73]. The third application area where VQAs
have gained much interest in recent years, and the one we focus on in this thesis,
is machine learning. Similarly to the above two examples, there has been a wealth
of results in this area in the past years, and we will discuss VQAs in this context

in more detail in Section 3.3.

Overall, VQAs seem to be a promising road to demonstrate the usefulness of
quantum computers on a task of practical interest. However, this road is not
without obstacles. In addition to the challenges we described in Section 2.2.1.2,
and even when VQAs turn out to be applicable to large-scale quantum systems,
the question remains whether these algorithms are better than their classical
counterparts. Due to their variational nature, it is hard to make rigorous statements
about any type of quantum advantage for VQAs. Second, even if a task with a
potential empirical gain in performance is found, it is hard to directly compare
these types of algorithms to their classical analogs. In particular, there is the
question which classical algorithm one compares to, and under which criteria.
To give an example, it has been empirically observed in a number of studies
that PQCs seem to be able to solve certain tasks with fewer parameters than
classical neural networks [74, 75, 76, 77]. However, one can not directly proclaim
quantum advantage from this fact, as it also has to be taken into account that
the computation of gradients is more efficient in the classical setting and can be
heavily parallelized, which is not the case in a VQA. And last but not least, while
VQAs have been conceived with NISQ devices in mind, they too do suffer from the
noise present on these devices. An open question is how one can efficiently combat
these types of errors. While a number of error mitigation techniques have been
proposed in the past years [78, 79, 80], recent results also show that they come
with an exponential sampling overhead [81, 82]. So even if VQAs eventually turn
out to be useful for practical tasks in the future, a number of roadblocks still have

to be overcome until we get there.
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CHAPTER

Machine learning

The field of machine learning (ML) is concerned with developing systems that
learn to perform certain tasks without being explicitly programmed to do so. The
methods used in this field encompass a wide range of techniques, ranging from
simple linear regression to more complex approaches like neural networks [83, 84].
How the problem of learning a certain task is addressed can be broadly separated
into three branches: supervised learning, unsupervised learning, and reinforcement
learning. What all three of these methods have in common is that they are based
on a model, the trainable part of the algorithm that will later execute the learned
task. In the supervised setting, a model is trained based on a set of labeled data
samples, to then label samples not seen during training. In unsupervised learning,
there are no labels assigned to the training data, but the goal of the algorithm is to
infer the underlying structure of the data, e.g., by sorting it into separate clusters.
In reinforcement learning, there is no training data per se, but the algorithm learns

in a trial-and-error fashion by interacting with an environment.

Depending on which type of learning is performed, one can also choose between
a number of different models. In this thesis, we will study ML from the neural
network perspective [85], as these types of models are most closely related to the
VQAs described in Section 2.2.1. We will first describe neural networks and their
training in Section 3.1, and then move on to introduce reinforcement learning in
more depth in Section 3.2, which is the learning algorithm we mainly focus on in
this thesis. Finally, we outline the intersection of machine learning and quantum

computing, referred to as quantum machine learning, in Section 3.3.

19



3.1 Neural networks

3.1 Neural networks

3.1.1 Neurons, layers, and backpropagation

In its simplest form, a neural network (NN) consists of layers of artificial neurons
that are loosely based on biological neurons, where the output of the k-th neuron,

given an input vector x of length m, is of the form

fe(®)=0c Zwijj , (3.1)
j=0

where o denotes an activation function that serves the purpose of introducing
nonlinearities to the NN. The wy,; represent trainable weights, which are optimized
such that the whole network gives the desired output on a given input, similarly
to the parameters 8 in the VQAs we introduced in Section 2.2.1. When NNs are
trained with gradient descent, the activation function needs to be differentiable or
at least allow the computation of subderivatives in order to compute gradients for
the weight updates. We denote the weights between layers { and I — 1 as w® and
the function that represents the action of the full layer as o(¥). Each layer in a NN
can theoretically contain arbitrarily many neurons, where the input of the neurons
in each layer is given by the output of the neurons in the previous layer. When a
higher number of layers is involved, this is commonly referred to as deep learning.
The full network with input & can then be written as the following composition of

functions starting from the last layer L,
f@) =P (wBe" N wE e 2 w'e®(wz) ...)).  (3.2)

A visualization of this type of NN can be seen in Figure 3.1. The above equation
represents the simplest form of a NN, where the neurons in each layer are only
connected to the neurons in neighboring layers, called a feedforward NN. The
training data set consists of pairs of examples X = {(x;,y;)}, and the goal is to
adjust the weights of the network such that for each x;, the network produces the
desired output y;. How close the model output g; is to the target output, also

called the loss, is quantified in terms of a cost function,
C(Yi, 9i)- (3.3)

To optimize the weights w, typically gradient descent with the backpropagation
algorithm is used [86, 87]. This algorithm provides an efficient method to compute
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Figure 3.1: Depiction of a neural network that takes images of dinosaurs as input,
and classifies them into two categories. The w® are trainable weights, the o® are
layers of neurons with activation functions, and « is an input vector. Black lines

show weights w](f]) between two neurons in adjacent layers.

gradients in NNs, utilizing their layered structure. Naively, one can compute the
gradient of the cost function w.r.t. a given weight wg]) via the chain rule. However,
doing this will require redundant computations of partial derivatives as we work
through the layers. Due to the fact that each layer only depends on its successors by
how they affect the cost function, and does so in a linear manner, the computation
of the gradient can be regarded layer-by-layer and performed without re-computing
redundant derivatives. More formally, the loss of a NN with L layers on a pair of

samples (x;,y;) is
Cly;, 0B (B g E=D (p TV 5= (WO (p©@g) . ))).  (3.4)
The gradient of the cost function given input z is then the following,
VoC =wOT . (60)o...0wT=DT . (LD o yBT . (1)) 6V, 1,C, (3.5)

where we denote the output of layer I as a¥), and the derivative of o™ as (¢()’.
Instead of computing the derivatives from left to right, where each computation
at the i-th layer includes derivatives of the following layers of nested functions,
in the backpropagation algorithm, derivatives are evaluated right to left, and the
a® as well as the derivatives of each layer are cached along the way. In addition,
propagating the error of a given training data pair backwards through the network
constitutes multiplication of the vector of partial products of the derivatives with

a matrix of weights for each layer. Performing the computation in the opposite
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direction, on the other hand, constitutes of a multiplication of two matrices at
each layer. These two changes in the procedure of computing gradients make
the backpropagation algorithm much more efficient than a naive calculation that
includes all the L — ¢ terms in every step, and is key to enable training large-scale
NNs with billions of parameters. This is different to gradient computation in
the VQAs we described in Section 2.2.1. There, gradients are obtained by the
parameter-shift rule in Equation (2.16), which requires two circuit evaluations
per trainable gate in the circuit. In particular, generic quantum circuits do not
allow for a layer-wise computation of partial derivatives as in the backpropagation
algorithm, where derivatives previously computed for other parameters in the

circuit can be reused.

As mentioned before, the above describes computation of gradients in a feedforward
NN, which is the simplest NN in terms of the connections between neurons. While
gradients in this architecture can be computed efficiently, the all-to-all connectivity
between each of the layers poses other problems for the trainability of the network.
The most infamous of these problems is that of vanishing or exploding gradients
[88]. This is a consequence of the layer-by-layer computation of gradients in the
backpropagation algorithm. The gradient is computed by multiplying partial
derivatives for each layer, so when derivatives are small, and in particular when
they are smaller than one, multiplying several of these values will lead to a gradient
that is vanishing exponentially in the number of terms that are multiplied. A
similar effect is present when partial derivatives are large: multiplying increasingly
large numbers in each layer leads to a blow-up of the derivative terms. In order to
overcome this problem, weight initialization strategies [89], as well as activation
functions [90] and more elaborate NN architectures [91] have been developed, and

research in this area is still ongoing.

Despite these practical hurdles, NNs have become the most popular models used
for large-scale ML due to their flexibility and the broad range of tasks they can
be applied to. Indeed, theory shows that NNs can, in principle, approximate any
function, a result that is known as the universal approximation theorem [92, 93].
There are actually a number of these universal approximation theorems, each
pertaining different types of NN architectures: the arbitrary width case concerns
networks with only one layer that contains many neurons [92, 94, 95], the arbitrary
depth case is about networks that contain a limited number of neurons in each

layer, but use several of those layers [96], and the bounded width and depth case is a
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combination of the first two cases [97]. These results show that theoretically, NNs
can represent many functions of interest, given a suitable set of weights. However,
these theorems neither tell us anything about how to obtain these weights, nor
how hard it is to find them. In order to make full use of the power of NNs, several
challenges in high-dimensional optimization as the one mentioned above have to
be overcome. In the following section, we will encounter one of those challenges,
that results from a fundamental tradeoff between model complexity, and a model’s

ability to perform well on previously unseen data.

3.1.2 Generalization and overfitting

As briefly alluded to in the introduction of this chapter, the main goal of a machine
learning algorithm is to learn to perform a given task without being explicitly
programmed to do so. Information is inferred from a set of data samples or
interactions with an environment, in order to use this information to process
previously unseen data. In machine learning literature, the ability to use this
information on unfamiliar data is referred to as generalization, and the failure to
do so as the generalization error. Usually, these terms are formally defined in a
supervised learning setting, where the algorithm is given a set of training data
points X = {(X = z;,Y = y;)} sampled from some joint distribution of X x Y,
and the goal is to produce the output y; given the input z;, and the error between
model output §; and target label y; is given by the cost function C(y;,;), as in
Section 3.1.1. The average difference between the output of a model parametrized
by 6, denoted gjge), and the target labels for a training data set of size IV is then

given as
1 N .(6)
£(6) = 5 > Cluind,”) (3.6)
i=1
and is called the empirical risk. Naively, one could now define the goal of the ML
model as finding the set of parameters 8* that minimizes the empirical risk on the
given training data set,

0" = argming £(6). (3.7)

However, even under the assumption that there exists a set of parameters that
yields a model with an empirical risk of zero, it is not clear that these parameters
are also optimal for samples that were not included in the training data, i.e.,
whether this set of optimal parameters generalizes to unseen samples. Even worse,

the parameters that are optimal for the training data may lead to higher error on
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data not included in the training set, as the model is now overly fine-tuned on the

training data. This effect is commonly referred to as overfitting.

To quantify the generalization performance of a model, it is helpful to specify the

data that it was trained on in the definition of the risk,

[X|
LO:X) = 3> ZC vi 5). (3.8)

Now, assuming that we have access to the probability distribution that generated
the training data, p*(z,y), we can define the population risk, also called total risk,

as the theoretical expected loss

L(0;9%) = Epe (2. [Clui 3], (3.9)

In practice, we usually do not have access to p*, however, it lets us define the
generalization gap as the difference between the population and the empirical risk,
L(0;p*) — L(0; X). A large generalization gap, meaning that the empirical risk is
low while the population risk is high, is a clear sign for overfitting. But how can

we prevent the model from overfitting without knowing the population risk?

An empirical approach to prevent overfitting on the training data is to split the
available data into three partitions: i) the training data that is used to fit the
model, ii) a validation set that is used for hyperparameter tuning, and iii) a test
set that is finally used to evaluate model performance. Further splitting the data
into validation and test set is beneficial, as most ML models’ performance strongly
depends on the hyperparameter setting used. Hyperparameters in a NN are, for
example, the learning rate n used to determine the step size of the gradient-based
updates of weights, or the number of layers and neurons in each layer in the
network. Once a well-performing set of hyperparameters is found based on the
validation data set, the final model performance is evaluated on the test data set,
which was not used in any of the previous steps of the model training and selection.
There are many different techniques to perform this division of the data set that
facilitate making the best use of the limited data that is available to train and
evaluate a model. A commonly used technique is called k-fold cross validation,
where the full data set is split into k£ parts, and the training and evaluation of
a model is repeated multiple times where different partitions of the data act as

training, validation and test sets, respectively.
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Preventing overfitting in ML models is a highly non-trivial task, and a variety
of different approaches have been developed for this. A models’ capacity for
overfitting is closely related to its complexity, where a rule of thumb is that the
more complex a model is, the closer it can and will fit the training data exactly,
unless measures to prevent this are taken. This results in a tradeoff between the
model complexity and its generalization performance, where both, models that
are too complex or not complex enough, will have bad generalization performance
and one is required to find the model that has just the right level of complexity
for a given learning task. This is referred to as the bias-variance tradeoff [98]. To
make this formal, we consider the bias-variance decomposition of the expected
error By« (5 4)[(9 — y)?|x], where for ease of notation we drop the explicit reference
to p*(x,y) and z in the following, assuming that the cost function is the mean

squared error between model prediction § and true label y,

Ep ()9 — 9)°2] = E[9° — 299 + o]
= 9% — 29E[y] + E[y’]
§? — 29E[y] + E[y]? + Var[y| (3.10)
= (§ — E[y])? + Var[y]
= (9 —y") + Varly],

where y* = E[y] is the optimal prediction given x. If we now treat § as a random
variable, where we repeatedly sample a data set from p*, train the model, and

generate predictions ¢, we get the expected error

E[(§ — y)*] = E[(§ — y*)?] + Varly]
=E[(y*)* — 2y*§ + 9°] + Var[y]
= (y*)* — 2y"E[g] + E[§°] + Var[y] (3.11)
= (y")? — 24*E[g] + E[g]* + Var[j] 4 Var[y]

= (y* — E[g])* + Var[g] + Var[y|
—_— —— =

bias variance  Bayes error

The bias term in Equation (3.11) represents the average error of the model predic-
tions, while the second term informs us about the variance of model predictions
on the training data. The third term is the variance over the true labels that we
have no control over, and can therefore ignore in this discussion. High variance
hints at an increased sensitivity of the model to small fluctuations in the training

data, which can be a result of the model fitting the training data too closely, and
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is therefore a sign of overfitting. The bias of the model results from erroneous pre-
dictions when the model misses crucial information in modeling the input-output
relation, and is therefore a sign of underfitting. The above tells us that restricting
the model by introducing a bias can actually be beneficial, as long as it reduces
the variance. As described above, one difficulty at the heart of ML lies in finding
an adequate balance between these two terms for the learning task at hand. In the
following section, we will see how we can deliberately introduce an inductive bias
based on knowledge about the training data into the model, in order to increase

model performance and improve generalization.

3.1.3 Geometric deep learning

In the past years, the dimensionality of the input data of problems that are ad-
dressed with deep learning has kept increasing in size, and state-of-the-art NNs
now contain billions of trainable weights. Finding a good set of weights poses an
extremely high-dimensional optimization problem that comes with its own chal-
lenges. Most notably, we face the curse of dimensionality [99]: the data required
to solve these high-dimensional learning problems often grows exponentially with
the dimensionality. This means that learning about generic, unstructured data
in high-dimensional spaces is generally infeasible (an effect we have already en-
countered for quantum models in Section 2.2.1.2). However, most of the problems
that we are interested in solving with ML do have an underlying structure. If this
knowledge about the structure of the learning task can be imposed on the model
itself before training, this effectively reduces the dimensionality of the optimization
problem. This problem-dependent imposing of structure is also referred to as the

inductive bias of a model.

The field of geometric deep learning [100] is concerned with endowing models with
an inductive bias from the perspective of geometry and symmetries. Most of the
data that we are interested in learning about is generated by a process in our
physical world, and many of these physical processes have underlying symmetries
that make reasoning about them more easy. In fact, the study of symmetries is one
of the cornerstones of modern physics, and underlies important theories like that
of general relativity [101]. Therefore, it is not surprising that learning of functions
in high-dimensional spaces can also be simplified by utilizing the symmetries that
are present in the given training data. A key example of a NN with a problem-

dependent inductive bias is the convolutional NN, that is used to process images
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[102, 103, 104]. One symmetry present in images is that of translation invariance,
i.e., shifting an object around in an image does not change the object itself. For
example, a model that is used for object tracking in video data should recognize that
a ball that is thrown and will therefore appear in different locations of successive
frames of the video, is indeed the same ball. The layers of convolutional NNs are
designed precisely so that they are invariant to translations. Another common data
structure that has a corresponding symmetry-preserving NN architecture is that of
graphs [105]. Graph NNs preserve permutation invariance, or the closely related
permutation equivariance, of graph nodes, meaning that they are not affected
by the order in which representations of graph nodes are fed into the network.
Graph NNs can be used for many different types of learning tasks, like predicting
properties of molecules [106], inferring relationships in social networks [107], or
solving instances of combinatorial optimization problems [108]. The above types of
geometric models have played a key role in enabling recent breakthroughs in deep
learning, alongside the backpropagation algorithm we described in Section 3.1.1.
In Chapter 6 of this thesis, we will go into more detail about geometric learning,
and introduce a quantum model that is equivariant under permutation of graph

nodes, similarly to the graph NNs described above.

3.2 Reinforcement learning

In this section, we focus on the branch of machine learning that is considered in most
of the following chapters of this thesis: reinforcement learning (RL). In RL, an agent
does not learn from a fixed data set as in other types of learning, but by making
observations on and interacting with an environment [109]. This distinguishes it
from the other two main branches of ML, supervised and unsupervised learning,
and each of the three comes with its individual challenges. In a supervised setting,
an agent is given a fixed set of training data that is provided with the correct
labels, where difficulties arise mainly in creating models that do not overfit the
training data and keep their performance high on unseen samples. In unsupervised
learning, training data is not labeled and the model needs to discover the underlying
structure of a given data set, and the challenge lies in finding suitable loss functions
and training methods that enable this. RL also comes with a number of challenges:
there is no fixed set of training data, but the agent generates its own samples by
interacting with an environment. These samples are not labeled, but only come

with feedback in form of a reward. Additionally, the training data keeps changing
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throughout the learning process, as the agent constantly receives feedback from
interacting with its environment. This often results in a high number of interactions
that is required to successfully learn in a given environment, making RL the most

sample-inefficient method out of the three described approaches.

An environment consists of a set of possible states S that it can take, and a set
of actions A which the agent can perform to alter the environment’s state. Both
state and action spaces can be continuous or discrete. The function that models
the agent’s behavior in the environment is called the policy m(als), which gives
the probability of taking action a in a given state s. An agent interacts with an
environment by performing an action a; at time step ¢ in state s;, upon which
it receives a reward rry1. A tuple (s,a,r,s’) of these four quantities is called a
transition, and a sequence of transitions is a trajectory. Another ingredient in the
interaction between agent and environment are the transition probabilities from
state s to s’ after performing action a. They are represented by the transition

function P

ss’

which for environments that can be described in terms of a Markov
decision process (MDP) is defined as follows,

P2, = P(s']s,a). (3.12)

S8

For environments that are not MDPs, the transition probabilities may depend on
the whole trajectory instead of just the previous state and action. The transition
function is a property of the environment, and one can distinguish between model-
free algorithms as the ones we study in this work, where transition probabilities are
not learned, and model-based environments which learn the transition function as
a model of the environment. The quality of the agent’s actions in the environment
is evaluated by a reward function that is tailored to the learning task at hand,
and the agent’s goal is to learn a policy w(a|s) that maximizes its total reward.
The expected reward over a sequence of time steps starting at ¢ is called the

return,
oo

Gi=> A vkt (3.13)
k=0

where v € [0,1) is a discount factor introduced to prevent divergence of the infinite
sum. The return G should be viewed as the agent’s expected reward when starting
from time step ¢ and summing the discounted rewards of potentially infinitely many
future time steps, where maximizing the return at step ¢ implies also maximizing

the return of future time steps. Note that the task is to maximize an expected
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value, and that the reward r; in Equation (3.13), and therefore G; are random
variables. Environments often naturally break down into so-called episodes, where
the sum in Equation (3.13) is not infinite, but only runs over a fixed number of
steps called horizon H. An example of this are environments based on games,
where one episode comprises one game played and an agent learns by playing a

number of games in series.

Much of the theoretical work on RL is on so-called tabular algorithms, where the
rewards for possible transitions are stored in a table. While this simplifies certain
theoretical analyses such as proofs of convergence [110], these types of algorithms
quickly become inefficient with growing state and action spaces. Therefore, different
methods based on function approximation have been developed, where rewards
are not stored explicitly anymore but approximately represented by a function.
One example of RL with function approximation is deep reinforcement learning
(DRL), where the function approximator is a NN. Since the advent of NNs in the
past decades, much of RL research has focused on these types of algorithms, and
we also study RL with function approximation in this thesis. For this reason, we
only describe the most important concepts and techniques for RL with function
approximators here, as a general introduction to the broad field of RL is out of the
scope of this thesis. For more information on the history of RL, its connection to
dynamic programming and the Bellman equation [111], and the various theoretical
and practical formalisms developed in this field, the interested reader can refer to
[109].

3.2.1 Value-based and policy-based learning

RL algorithms can be categorized into value-based and policy-based learning meth-
ods. Both approaches aim to maximize the return as explained above, but use
different figures of merit to achieve this. Both approaches also have their disadvan-
tages as we will see below, and which type of algorithm should be used depends on
the environment at hand. The main difference between the two approaches is how
the policy is realized. In general, performance is evaluated based on a state-value
function V,(s),

Vi (s) = Ex[Gt|st = s], (3.14)

which is the expected return when following policy 7 starting from state s at initial
time step ¢, and the goal of a RL algorithm is to learn the optimal policy 7, which

maximizes the expected return for each state.
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A policy-based algorithm seeks to learn an optimal policy directly, that is, learn
a probability distribution of actions given states. In this setting, the policy
is implemented in form of a parametrized conditional probability distribution
m(als; 0), and the goal of the algorithm is to find parameters 6 such that the
resulting policy is optimal. The figure of merit in this setting is some performance
measure J(6) that we seek to maximize, that in the fixed-horizon setting is equal

to the value function in Equation (3.14),
J(0) := Vg, (s). (3.15)

This performance measure is used to find a good policy, however, once the policy
has been learned J(0) is not required for action generation. Typically, these
algorithms perform gradient ascent on an approximation of the gradient of the
performance measure V.J(0), which is obtained by Monte Carlo samples of policy
rollouts (i.e., a set of observed interactions with the environment performed under
the given policy), and are hence called policy gradient methods. This approach
produces smooth updates on the policy (as opposed to value-based algorithms,
where a small change in the value function can drastically alter the policy) that
enable proofs of convergence to locally optimal policies [112]. However, it also
suffers from high variance as updates are purely based on Monte Carlo samples
of interactions with the environment [113]. A number of methods to reduce this
variance have been developed, like adding a value-based component as described

below to a policy-based learner in the so-called actor-critic method [114].

In a value-based algorithm, a value function as in Equation (3.14) is learned instead
of the policy. The policy is then implicitly given by the value function: an agent
will pick the action which yields the highest expected return according to Vi (s).
A concrete example of value-based learning is given in Section 3.2.2, where we
describe the @-learning algorithm that we use in later chapters of this thesis. While
value-based algorithms do not suffer from high training variance as policy gradient
learning does, they often require more episodes to converge. They also result in
deterministic policies, as the agent always picks the action that corresponds to
the highest expected reward, so this approach will fail when the optimal policy is
stochastic and post-training action selection is performed according to the argmax
policy.! Additionally, the policy resulting from a parametrized value function can

change substantially after a single parameter update (i.e., a very small change in

1Consider for example a game of poker where bluffing is a valid action to scare other players
into folding, but quickly becomes obvious when greedily done in every round.
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the value function can lead to picking a different action after an update). This
results in theoretical difficulties to prove convergence when a function approximator
is used to parametrize the value function, hence there are even fewer theoretical
guarantees for this approach than for policy gradient methods. On the other hand,
it was the advent of Q-learning with function approximation that made it possible

to solve extremely complex problems such as Go with a RL approach [29].

Both approaches have their own (dis-) advantages, and while the popularity of
either method has surpassed the other at some point in the last decades, there
is no clear winner. As mentioned above, an actor-critic approach combines a
policy-based and value-based learner to leverage the advantages of both while
alleviating the disadvantages, and this method is among the stat-of-the-art in
classical RL literature [115]. Additionally, it can be easier to learn either the policy
or the value function depending on a given environment. For this reason, both

approaches are worth being studied independently.

3.2.2 Q-learning

In Q-learning, we are not interested in the state-value function as shown in

Equation (3.14), but in the closely related action-value function Q(s,a),
Qr(s,a) = E[Gt|st = s,a; = al, (3.16)

which also gives us the expected return assuming we follow a policy 7, but now
additionally conditioned on an action a. We call the optimal Q-function for
all state-action pairs Q.(s,a) = max, Q.(s,a), and an optimal policy can be
easily derived from the optimal values by taking the highest-valued action in each
step,
7« (als) = argmax Q. (s, a). (3.17)
a

The goal in Q-learning is to learn an estimate, Q(s, a), of the optimal Q-function.
In its original form, Q-learning is a tabular learning algorithm, where a so-called
@Q-table stores Q-values for each possible state-action pair [116]. When interacting
with an environment, an agent chooses its next action depending on the Q-values
as

a; = argmax Q(ss,a), (3.18)
a

where a higher value designates a higher expected reward when action a is taken

in state s; as opposed to the other available actions. When we consider learning
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by interaction with an environment, it is important that the agent is exposed to a
variety of transitions to sufficiently explore the state and action space. Intuitively,
this provides the agent with enough information to tell apart good and bad actions
given certain states. Theoretically, visiting all state-action transitions infinitely
often is one of the conditions that are required to hold for convergence proofs
of tabular Q-learning to an optimal policy [110]. Clearly, if we always follow an
argmax policy, the agent may only get access to a limited part of the state and
action space. To ensure sufficient exploration in a Q-learning setting, a so-called
e-greedy policy is used. That is, with probability € a random action is performed
and with probability 1 — e the agent chooses the action which corresponds to the
highest Q-value for the given state as in Equation (3.18). Note that the e-greedy
policy is only used to introduce randomness to the actions picked by the agent
during training, but once training is finished, a deterministic argmax policy is
followed.

The Q-values are updated with observations made in the environment by the

following update rule,

Q(st,a:)  Q(s¢,a¢) + afreqpr +v- max Q(st+1,a)
—Q(s¢, a4)],

where « is a learning rate, .1 is the reward at time ¢ + 1, and 7 is a discount

(3.19)

factor. Intuitively, this update rule provides direct feedback from the environment
in form of the observed reward, while simultaneously incorporating the agent’s own
expectation of future rewards at the present time step via the maximum achievable
expected return in state s;11. In the limit of visiting all (s, a) pairs infinitely often,
this update rule is proven to converge to the optimal Q-values in the tabular case
[110].

Obviously, the tabular approach is intractable for large state and action spaces.
For this reason, the Q-table was replaced in subsequent work by a Q-function
approximator which does not store all Q-values individually [117, 118]. In the
landmark work [119], the authors use a NN as the Q-function approximator which
they call deep @Q-network (DQN) and the resulting algorithm the DQN algorithm,
and demonstrate that this algorithm achieves human-level performance on a number
of arcade games. In this work, the agent chooses actions based on an e-greedy

policy as described above. Typically € is chosen large in the beginning and then
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decayed in subsequent iterations, to ensure that the agent can sufficiently explore
the environment at early stages of training by being exposed to a variety of states.
The authors of [119] also utilize two other methods to stabilize training these
models: (i) experience replay: past transitions and their outcomes are stored in a
memory, and the batches of these transitions that are used to compute parameter
updates are sampled at random from this memory to remove temporal correlations
between transitions, (ii) adding a second so-called target network to compute the
expected Q-values for the update rule, where the target network has an identical
structure as the DQN, but is not trained and only sporadically updated with a
copy of the parameters of the DQN. Note that the target network is only used for
computing parameter updates, but is not needed after the training procedure where
only the Q-network is used. We refer to the original paper for further details on

the necessity of these techniques to stabilize training of the DQN algorithm.

The DQN is then trained almost in a supervised fashion, where the training data and
labels are generated by the DQN itself through interaction with the environment.
At each update step, a batch B of previous transitions (s, at, Tt+1, St+1) is chosen
from the replay memory. To perform a model update, we need to compute

max Q(s¢+1,a). When we use a target network, this value is not computed by the
a

DQN, but by the target network Q To make training more efficient, in practice
the Q-function approximator is redefined as a function of a state parametrized by
0, Qo(s) = q, which returns a vector of Q-values for all possible actions instead of
computing each Q(s, a) individually. We now want to perform a supervised update
of Qg, where the label is obtained by applying the update rule in Equation (3.20)
to the DQN’s output. To compute the label for a state s that we have taken action
a on in the past, we take a copy of Qg(s) which we call g5, and only the ith entry
of gs is altered where i corresponds to the index of the action a, and all other
values remain unchanged. The estimated maximum Q-value for the following state
S¢+1 is computed by Qgé, and the update rule for the i-th entry in gs takes the

following form

%ier¢+v~mgXQ%®Hma% (3.20)

where 65 is a periodically updated copy of 8. The loss function £ is the mean

squared error (MSE) between g and gs on a batch of sample transitions B,

5 LS (g —g5,)% (3.21)

beB

L(q,q5) =
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Note that because gs is a copy of q¢ where only the i-th element is altered via the
update rule in Equation (3.20), the difference between all other entries in those two
vectors is zero. As Q-values are defined in terms of (s, a)-pairs, this approach does
not naturally apply to environments with continuous action spaces. In this case,

the continuous action space has to be binned into a discrete representation.

Q-values can take an arbitrary range, which is determined by the environment’s
reward function and the discount factor «, which controls how strongly expected
future rewards influence the agent’s decisions and is in general specified by the
environment definition. Depending on ~, the optimal Q-values for the same
environment can take highly varying values, and can therefore be viewed as
different learning environments themselves. In practice, it is not necessary that
an agent learns the optimal Q-values exactly. As the next action at step ¢ is
chosen according to Equation (3.18), it is sufficient that the action with the highest
expected reward has the highest Q-value for the sake of solving an environment
presuming a deterministic policy. In other words, for solving an environment only
the descending order of Q-values is important, and the task is to learn this correct

order by observing rewards from the environment through interaction.

3.2.3 Policy gradients

As described above, when using a policy gradient method, the goal is to learn a
parametrized policy directly based on a quantity J(8), that in the fixed-horizon
setting is equal to the value function (3.14),

J(0) ==V, (s). (3.22)

In a gradient-based optimization procedure the parameters are updated according
to
0t+1 = 075 + OéVJ(et), (323)

with a learning rate «, i.e., we perform gradient ascent on the parameters to
maximize the expected return. The policy gradient theorem [109] then states that

the gradient of the performance measure can be written as
VJ(0)=VV,(s)
o Y ()Y Vmo(als)Qx(s, a)

S

:TIE ZVﬂg(a\St)Qw(St,a) ) (3.24)
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where p(s) is the on-policy distribution under the current policy, which depends on
the time spent in each state, and S; in the third line of Equation (3.24) are states
sampled under the policy 7. Using this, we can now derive the REINFORCE
algorithm, that is the basis of policy gradient based training.

Our goal is to perform gradient ascent on the parametrized policy purely from
samples generated from said policy through interactions with the environment.
The last line of Equation (3.24) still contains a sum over all actions a, which we
can replace by the sample A; ~ 7 after multiplying and dividing the terms in the

sum by ma(alSy),

Vre(al|St)
i mo(alSt)

_ [ VWG(At|St)
= }E QW(St,At)'/TO(IéltSt):|

[ ng(At|St)] ’

VJ(0) x E | 76(alSi)Qx(St,a)

—E |G
mo | ' o (Ad|Sy)

where Gy is the expected return from Equation (3.13). Now, by using the fact that

Viegz = %, we can write

(3.25)

Vﬂ'g(At|St) o
711'% |:Gt7Tg(At|St) = T[E [Gt VlOg?Tg(At‘St)] . (326)

This equation allows us to estimate the gradient of J(80) simply by taking samples
of interactions with the environment under the current policy mg, and leads us to

the following parameter update in each iteration of the algorithm,

T
0 0+ > IR Viegme(Ar, Sy), (3.27)
k=t+1

where « is again the learning rate, Ry is the reward, and T is the length of the
episode. As mentioned above, value- and policy-based algorithms both have their
strengths and shortcomings, and which of the two should be used depends on the
environment. Indeed, both of these approaches, as well as their combination in
the actor-critic framework, have been studied extensively classically as well as in a

quantum setting, as we will see in the following section.

3.3 Quantum machine learning

After getting a basic understanding of quantum computing in Chapter 2, and the

field of machine learning in this chapter, it is finally time to turn to the intersection
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of these two fields: quantum machine learning (QML). As the focus of this thesis
is on the near-term algorithms we described in Section 2.2.1, we will regard QML
from the angle of VQAs, and will not discuss fault-tolerant algorithms, like the
previously-mentioned one for solving linear systems of equations [5], in much
detail. In Section 2.2.1, we have already seen how a gradient-based optimizer can
be used to iteratively train the parameters of a quantum circuit, and how this
can be applied to a number of different tasks in combinatorial optimization or
quantum chemistry and simulation. When using these types of algorithms in a ML
context, the parameter optimization scheme stays essentially the same. The only
difference is that the parameters now have to be found for a set of training samples
instead of just for the ground state of a single Hamiltonian, which introduces the
same problems we have already studied for NNs above, like overfitting and the
bias-variance tradeoff, to the realm of VQAs. Additionally, the quantum cousin of
the vanishing gradient problem, the barren plateau phenomenon we have described
in Section 2.2.1.2, remains to pose a challenge in the variational QML setting as
well. Nonetheless, QML is a quickly evolving field [120, 121, 122], and these types
of algorithms have been studied in a multitude of contexts, as we will see in the

following section.

3.3.1 Near-term quantum machine learning

The QML algorithms that have been proposed for the NISQ-era can be broadly
divided into two types: the VQAs we already know, which in this context are also
referred to as quantum neural networks (QNNs)!, and another approach that is
based on the classical ideas of kernel methods [124]. Kernel methods are based on
a similarity function called a kernel that maps data points into a feature space,
and they make use of the so-called kernel trick. This trick allows computation
of the similarity of data points in the potentially infinite-dimensional feature
space given by the kernel, without ever having to compute the coordinates of the
data points in that feature space directly. Instead, it suffices to only compute
the inner products between the images of all pairs of data points to determine

their similarity. A well-known example of a ML algorithm that utilizes kernels

INote that there are also efforts to directly implement the classical neuron/perceptron model
with a quantum approach [123], which is also sometimes referred to as a “quantum neural network.”
However, most of these are not suitable for NISQ devices so we do not consider them in this
thesis. When we refer to QNNs, we mean parametrized quantum circuits that are trained with

ML techniques to learn a certain task.
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is the support vector machine (SVM) [125]. Simply put, the SVM is a linear
classifier that learns to divide a set of points into two partitions, and does this
by finding a separating hyperplane where the separation between data points in
the two partitions is maximal. As this technique can only be used for linearly
seperable data, it is combined with a kernel, where the kernel is chosen such that
the given data points become linearly seperable in the high-dimensional feature
space. The SVM then only has to effectively partition a linearly seperable data
set. The idea of computing inner products of data points in a high-dimensional
space suggests itself to be translated to the quantum domain, and indeed quantum
kernel methods have enjoyed much popularity in the QML community in the past
years [126, 26, 127, 128, 129]. One advantage of this type of model in the quantum
setting is that the quantum device is only used to compute the kernel function, and
therefore there is no need to variationally train circuit parameters. Furthermore,
it has been shown that there exists a quantum kernel that allows for a rigorous
separation between classical and quantum learners [128], even though it is for a
contrived learning problem that does not directly translate to a task of practical
relevance. Despite having no trainable parameters, however, it has been shown
that quantum kernel methods suffer from a similar effect as the barren plateaus in
VQAs, namely an exponential concentration of the inner products in the number
of qubits [130].

In the classical literature, kernel methods were popular before the onset of deep
learning that was a result of increased hardware performance in the early 2000’s,
and since then focus has substantially shifted to NNs in research as well as industry.
Nonetheless, kernel methods are still interesting from the theoretical perspective, as
they are much more amenable to obtaining rigorous results about their performance
than NNs. Additionally, a certain type of kernel, called the neural tangent kernel
(NTK), can be used to describe the evolution of certain NNs when they are trained
with gradient descent [131]. With the NTK, theoretical results from kernel methods
can be used to study NNs, and it was, for example, used to prove that wide enough
NNs converge to a global minimum of the loss function [132, 133]. An analogous
connection between QNNs and quantum kernel methods has been established as
well [127, 134], and quantum versions of the NTK have also been studied [135, 136].
This connection between QNNs and kernel methods and its theoretical implications

are a promising direction for future research.
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QNNs themselves were studied in the context of a variety of different learning tasks
in all the three main branches of ML. Early work in the field introduced QNNs
for classification [137, 39, 138, 74], alongside classification with quantum kernel
methods as mentioned above. Another well-studied area of QML is generative
learning, a branch of unsupervised learning where the goal is to model a probability
distribution that generated a given data set, to then produce similar samples that
were not in the training set. As sampling from classically hard distributions is the
basis of quantum supremacy experiments [2, 3], using PQCs to model probability
distributions seems to be a promising direction of research. Quantum generative
models can be broadly classified into three categories. The first are quantum circuit
born machines (QCBMs) [139, 140, 28], that got their name from the fact that the
model’s probability to produce a certain sample is given by the Born rule. The
second are quantum generative adversarial networks (GANs), inspired by classical
GANSs [141], where two models are trained together with opposing targets. The
generator is trained to generate realistic samples of some data distribution, while
the discriminator’s goal is to detect the “fake” data generated by the generator.
Several proposals for quantum GANs have been made [142, 143, 144, 145]. The
third type of quantum generative model is related to classical Boltzmann machines
[146], which are energy-based models that can be defined in terms of a Hamiltonian,
and are closely related to Ising models and spin-glasses. Due to this connection
to physics, Boltzmann machines naturally lend themselves to be adapted to the
quantum domain, and indeed multiple proposals for variational quantum Boltzmann
machines exist [147, 148], as well as general Hamiltonian-based models for learning
thermal states [149].

Variational QML algorithms for the third branch of ML, reinforcement learning,
are also an active area of research. Policy gradient methods, where the policy is
parametrized in form of a PQC, have been explored in [150, 151, 76, 152], while
Q-learning with PQCs as function approximators was studied in [153, 154, 75, 155,
156]. The combination of both types of models in the actor-critic framework was
studied in [157, 158]. Variational RL is also the main type of learning explored
in this thesis, where we study quantum Q-learning in Chapter 5, use it to train a
model to solve instances of combinatorial optimization problems in Chapter 6, and
evaluate the noise-robustness of variational proposals for Q-learning and policy
gradients in Chapter 7, considering noise sources present on near-term quantum

hardware.
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Finally, it is also worth mentioning another type of variational QML that promises
to be a fruitful direction for future research, namely hybrid quantum-classical
algorithms. The term “hybrid” here does not refer to the fact that a classical
model is used to find optimal parameters for a PQC, but is due to a classical and
quantum model being trained together [159, 160, 161, 162, 163]. The idea behind
this is that classical resources are leveraged as much as possible, and only those
computations where a quantum computer is really beneficial are outsourced to the
quantum model. As, especially for learning tasks that involve classical data, it can
be expected that quantum resources will only be required for part of the overall
computation, this approach enables getting the most out of the scarce quantum
resources we expect to have in the near future. A key question in this setting is
what exactly the classically hard parts in QML on a classical data set are or if
they even exist in generic learning problems, for which so far, there is no clear

answer, and this question is an interesting direction for future research.

3.3.2 Data encoding and the choice of ansatz

A major difference to VQAs used in the ML setting, as opposed to finding the
ground states of Hamiltonians, is the fact that we now want to train a PQC given
a set of training data samples. This raises the question of how to best provide
the PQC with this data, which is especially important when we consider learning
tasks on classical data, where this data has to be encoded into a quantum state
that is accessible to the PQC.

One of the first ideas on how to efficiently store classical data in a quantum state
was amplitude encoding, where a vector of n input values is stored in the amplitudes
of a qubit register. This approach is efficient in the sense that it only requires
logarithmically many qubits in the length of the input vector, so it is efficient in
space. However, this comes at the cost of time, as in general, it takes time O(2") to
prepare this state [164]. This means that amplitude encoding can require relatively
deep circuits, so this approach is not practical for NISQ devices. Additionally, it
turns out that classifying states resulting from amplitude encoded data can even
be less efficient than classifying the original vectors directly [165], so care must be
taken about the specific encoding that is used. When the data consists of bitstrings
instead of real values, a simpler approach is to directly use these classical bitstrings
as the inputs to a PQC by initializing each qubit in the register in the state |0) or

|1), respectively, called basis encoding.
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A third method, sometimes referred to as qubit encoding or angle encoding [166],
inputs real-valued data as rotation angles of parametrized gates on the single- or
multi-qubit level. While this method obviously does not share the advantage of
being space-efficient, as in the case of amplitude encoding, qubit encoding can
be performed with arbitrary parametrizable gates and shallow circuits, and it is
therefore usually the number one choice in NISQ algorithms. However, care must
be taken on how this encoding is performed, in order to ensure a high expressivity
of the resulting QML model [167, 168, 169]. The authors of [167, 169] establish a
connection between PQCs and Fourier series, where each PQC with input data x

can be written as a truncated Fourier series f(x) in the following way,

flx)= Z coe™”, (3.28)
wen

where Q is the frequency spectrum of the Fourier series, which completely depends
on the choice of gates used to encode the data. Therefore, the data encoding used
in a QML model determines the complexity of the functions that this model can
fit. If the encoding is too simple, for example when only a layer of parametrized
X-rotations is used where the data is only encoded once, the model can only learn
a sine function of its input, irrespective of the complexity of the rest of the circuit.
One method to address this issue while keeping the encoding gates simple is to
repeatedly encode the data in subsequent layers of the circuit (or equivalently in
parallel on the level of the qubits), interspersed with the trainable parametrized
gates [167, 168, 169]. This approach has been introduced under the name of data
re-uploading in [168]. The number of repetitions of the data encoding directly
influences the frequency spectrum of the Fourier series and, therefore, represents a
hyperparameter that can be used to tune the model complexity in a PQC. While
qubit encoding represents an easy and theoretically well-motivated method to
encode data into a PQC, this direct correspondence between the dimension of
the input vector and the number of qubits is somewhat problematic. Considering
that state-of-the-art classical NNs can be trained on high-dimensional inputs, like
thousands of pixels of an image, the question arises how these types of inputs can
be efficiently encoded into PQCs without resorting to amplitude encoding. So far,
there is no clear answer to this, and finding good data encoding techniques is an

active area of research.

Along with the data encoding technique, a second architectural choice has to
be made in designing a PQC for QML: the overall structure of the circuit. The
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question of suitable ansatzes for QML is one that has only recently begun to be
studied in the community. In lieu of ansatzes targeted for specific problems, an
ansatz dubbed hardware-efficient (HWE) ansatz, that was originally introduced in
[170], is often used. The idea behind this ansatz, as the name suggests, is to pick
the circuit structure and gates in it according to the device it is targeted for, best
utilizing the native connectivity of the quantum processing unit. Apart from this
idea there is no clear definition of what a HWE ansatz looks like, but usually it
consists of layers of parametrized single-qubit gates and additional entangling gates
following a simple topology like a ring. While this ansatz can be a good choice for
small-scale models, it is prone to suffer from barren plateaus (see Section 2.2.1.2)
as the system size is scaled up. Therefore, it is clear that devising ansatzes that

can be scaled up to a large number of qubits is of key importance.

One possibility to do this is to create problem-tailored ansatzes, and the nascent
field of quantum geometric learning, inspired by the classical field of geometric deep
learning introduced in Section 3.1.3, is a promising approach for doing this. The
first ansatz of this type is called the quantum convolutional NN [55], in reference
to classical convolutional NNs. The number of parameters in this ansatz grows
only logarithmically with the input size, which makes it suitable for NISQ devices.
In addition, it was proven that this ansatz does not suffer from the barren plateau
phenomenon due to the shallowness of the resulting circuit [56]. A recent line of
research also focuses on how to create circuits that are invariant or equivariant
under certain group actions [171, 172, 173, 174, 175, 176, 57]. The permutation
equivariant circuit that we introduce in Chapter 6 also belongs to this class of
ansatzes. While these ansatzes are already promising, the search for scalable and

performant problem-tailored quantum circuits has only just begun.

3.3.3 Is there potential for quantum advantage?

Possibly the most important question for near-term QML is whether we can expect
any form of quantum advantage. As we have mentioned before, showing rigorous
quantum advantage for VQAs is hard due to their heuristic nature, and empirical
advantages are for now out of reach as the hardware is not there yet. In addition,
quantum advantage, as opposed to quantum supremacy [2, 3|, is not clearly defined
so it is hard to give a definite answer to the above question. At least at the time
of writing this thesis, there is no indication that variational QML will yield a

speed-up on real-world, classical learning tasks.
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Nonetheless, there are a number of interesting theoretical results that motivate
further research in the field of QML. A prominent example is learning from quantum
data, where data is fed into the QML model directly from a quantum source, i.e., an
experiment or another quantum device. The idea behind this is similar to Richard
Feynman'’s original quote that the most suitable tool to simulate a quantum system,
is another quantum system. In the same vein, if you want to learn about quantum
data, you better make the learning model quantum, too. It was shown that in this
setting, there can be an exponential separation between classical and quantum
learners [177]. Furthermore, the authors of [178] show that for some classically hard-
to-compute functions, their outcomes can still be efficiently predicted by a classical

ML model when it is given access to data generated by these functions.

In addition to speed-ups, the differences between classical and quantum NNs have
also been studied from the angle of expressivity and the families of functions they
can model. The authors of [179] investigate the expressivity of both types of models
from an information geometric perspective, and introduce the effective dimension
as a means to measure model complexity. They show that quantum models can
have a higher effective dimension and a more favorable Fisher information spectrum
compared to their classical counterparts. In a similar vein, but more specific to the
generative learning setting, the authors of [28] show that there exist probability
distributions that can be represented by a quantum circuit, but are hard to learn
classically, and similar results were established in the context of the QAOA as well
[180].

Looking beyond results that are deemed accessible to NISQ devices, there have
been a number of works pertaining the families of functions that can be learned by
quantum models. The authors of [128] establish en exponential separation between
classical and quantum learners in the context on an SVM, where the data set
is based on the discrete logarithm problem. In this setting, a quantum learner
can efficiently compute the discrete logarithms of a given set of data points, and
thereby turn a data set that looks essentially randomly labeled to a classical learner,
into one that is linearly separable. This result has been extended to a RL setting
for policy gradients in [150], showing the same exponential separation between
classical and quantum RL agents, and we show in Section 5.2 that this separation
also holds for certain types of environments in the Q-learning setting. Based on
similar arguments from cryptography, the authors of [181] show an exponential

separation for learning discrete distributions.
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The above results show that there definitely exist functions that can not efficiently
be learned with classical models. However, the settings in which this was shown
are contrived and in a way reverse engineered by defining classically hard data sets
on known classically hard tasks. The question remains whether these differences
in quantum and classical models will eventually be beneficial on tasks that are

practically relevant.
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CHAPTER

Layerwise learning for quantum neural net-

works

A key aspect of successfully training the variational quantum machine learning
models introduced in Section 3.3 is the classical outer loop that optimizes the circuit
parameters. One of the most popular choices for parameter optimization in this
context are gradient-based methods such as stochastic gradient descent, inspired by
their extensive use in the optimization of classical NNs. While the gradient-based
backpropagation algorithm [87] is one of the most successful methods used to train
NNs today, its direct translation to quantum neural network (QNN)s has been
challenging. For QNNs, parameter updates for minimizing an objective function are
calculated by stochastic gradient descent, based on direct evaluation of derivatives
of the objective with respect to parameters in a PQC, as described in Section 2.2.1.
The PQC is executed on a quantum device, while the parameter optimization
routine is handled by a classical outer loop. The outer loop’s success depends on
the quality of the quantum device’s output, which in the case of gradient-based

optimizers are the partial derivatives of the loss function with respect to the

PQC.

As the authors of [41] have shown, gradients of random PQCs vanish exponentially
in the number of qubits, as a function of the number of layers. Furthermore, the
authors of [44] show that this effect also depends heavily on the choice of cost
function, where the barren plateau effect is worst for global cost functions like the
fidelity between two quantum states. Furthermore, it was shown that the partial
derivatives vanish exponentially in the number of qubits under local Pauli noise,
if the depth of the circuit grows linearly with the number of qubits [49]. When

executed on a NISQ device, the issue is further amplified because small gradient
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values can not be distinguished from hardware noise, or will need exponentially
many measurements to do so. These challenges motivate the study of training
strategies that avoid initialization on a barren plateau, as well as avoid creeping

onto a plateau during the optimization process.

Indeed, a number of different optimization strategies for PQCs have been explored,
including deterministic and stochastic optimizers [182, 23, 183, 184, 185, 186].
Regardless of the specific form of parameter update, the magnitudes of partial
derivatives play a crucial role in descending towards the minimum of the objective
function. Excessively small values will slow down the learning progress significantly,
prevent progress, or even lead to false convergence of the algorithm to a sub-
optimal objective function value. Crucially to this work, small values ultimately
lead to a poor signal-to-noise ratio in PQC training algorithms due to the cost of
information readout on a quantum device. Even if only sub-circuits of the overall
circuit become sufficiently random during the training process, gradient values in
a PQC will become exponentially small in the number of qubits [41]. Moreover,
in quantum-classical algorithms there is a fundamental readout complexity cost
of O(1/e€) [187] as compared to a similar cost of O(log(1/e€)) classically. This is
because classical arithmetic with floating point numbers for calculating analytic
gradients may be done one digit at a time, incurring a cost O(log(1/¢€)). In contrast,
quantum methods that require estimation of expectation values by measurements,
such as those utilized in NISQ algorithms, converge similarly to classical Monte
Carlo sampling. This means that small gradient magnitudes can result in an
exponential signal-to-noise problem when training quantum circuits, as the number
of measurements required to precisely estimate a value is related to the magnitude
of that value. As a consequence, gradients can become too small to be useful even
for modest numbers of qubits and circuit depths, and a randomly initialized PQC
will start the training procedure on a saddle point in the training landscape with

no interesting directions in sight.

To utilize the capabilities of PQCs, methods that overcome this challenge have
to be studied. Due to the vast success of gradient-based methods in the classical
regime, this work is concerned with understanding how these methods can be
adapted effectively for quantum circuits. We propose layerwise learning, where
individual components of a circuit are added to the training routine successively.
By starting the training routine in a shallow circuit configuration, we avoid the

unfavorable type of random initialization described in [41] and Section 2.2.1.2,
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which is inherent to randomly initialized circuits of even modest depth. In our
approach, the circuit structure and number of parameters is successively grown
while the circuit is trained, and randomization effects are contained to subsets of
the parameters at all training steps. This does not only avoid initializing on a
plateau, but also reduces the probability of creeping onto a plateau during training,

e.g., when gradient values become smaller on approaching a local minimum.

We compare our approach to a simple strategy to avoid initialization on a barren
plateau, namely setting all parameters to zero, and show how the use of a layerwise
learning strategy increases the probability of successfully training a PQC with
restricted precision induced by shot noise by up to 40% for classifying images
of handwritten digits. Intuitively, this happens for reasons that are closely tied
to the sampling complexity of gradients on quantum computers. By restricting
the training and randomization to a smaller number of circuit components, we
focus the magnitude of the gradient into a small parameter manifold. This avoids
the randomization issue associated with barren plateaus, but importantly is also
beneficial for a NISQ quantum cost model, which must stochastically sample from
the training data as well as the components of the gradient. Simply put, with more
magnitude in fewer components at each iteration, we receive meaningful training

signal with fewer quantum circuit repetitions.

Another strategy to avoid barren plateaus was recently proposed by Grant et
al. [53], where only a small part of the circuit is initialized randomly, and the
remaining parameters are chosen such that the circuit represents the identity
operation. This prevents initialization on a plateau, but only does so for the
first training step, and also trains a large number of parameters during the whole
training routine. Another way to avoid plateaus was introduced in [54], where
multiple parameters of the circuit are enforced to take the same value. This reduces
the overall number of trained parameters and restricts optimization to a specific
manifold, at the cost of requiring a deeper circuit for convergence [188]. Aside from
the context of barren plateaus, [189] investigates a layer-by-layer training scheme

to speed up the learning process of a variational quantum eigensolver.

In the classical setting, layerwise learning strategies have been shown to produce
results comparable to training a full network with respect to error rate and time
to convergence for classical NNs [190, 191]. It has also been introduced as an
efficient method to train deep belief networks, which are generative models that

consist of restricted Boltzmann machines (RBMs) [192]. Here, multiple layers of
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RBMs are stacked and trained greedily layer-by-layer, where each layer is trained
individually by taking the output of its preceding layer as the training data. In
classical NNs, [193] shows that this strategy can be successfully used as a form
of pre-training of the full network to avoid the problem of vanishing gradients
caused by random initialization. In contrast to greedy layerwise pre-training, our
approach does not necessarily train each layer individually, but successively grows
the circuit to increase the number of parameters and therefore its representational

capacity.

4.1 Layerwise learning

In Section 2.2.1.2, we described why training random PQCs with growing system
size becomes increasingly harder, as the variance of gradients vanishes exponentially
in the number of qubits and layers for these types of circuits. This necessitates
the search for i) non-random circuit structures that are immune to this issue, or ii)
optimization techniques that can combat the problem of vanishing gradients. We
will later focus our attention on i) in Chapter 6, while in this section, we introduce
a training method for PQCs in the line of ii). We call this optimization technique
layerwise learning (LL) for parametrized quantum circuits, a training strategy
that creates an ansatz during optimization, and only trains subsets of parameters
simultaneously to ensure a favorable signal-to-noise ratio. The algorithm consists

of two phases.

Phase one: The first phase of the algorithm constructs the ansatz by successively
adding layers. The training starts by optimizing a circuit that consists of a small
number s of start layers, e.g. s = 2, where all parameters are initialized as zero.
We call these the initial layers [;(61):

1(6,) = H Uy, (61,)W (4.1)

where 6 is the set of angles parametrizing unitary Uy, and contains one angle for
each local rotation gate per qubit, and W represents operators connecting qubits.
The number of start layers is a hyperparamter, and should be chosen so that the
initial circuit is shallow, but still sufficiently deep in order to advance training.
How many start layers are required to fulfill this depends strongly on the learning
task.
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After a fixed number of epochs, another set of layers is added, and the previous
layers’ parameters are frozen. We define one epoch as the set of iterations it takes
the algorithm to see each training sample once, and one iteration as one update
over all trainable parameters. E.g., an algorithm trained on 100 samples with
a batch size of 20 will need 5 iterations to complete one epoch. The number of
epochs per layer, ¢;, is a tunable hyperparameter. Each consecutive layer ;(6;)

takes the form

1:(6;) = ﬁ U, (6,,)W (4.2)

with a fixed W, as the connectivity of qubits stays the same during the whole
training procedure, and p denoting the number of layers added at once. All angles
in 0; are set to zero when they are added, which provides additional degrees of
freedom for the optimization routine without perturbing the current solution. The
parameters added with each layer are optimized together with the existing set of
parameters of previous layers in a configuration dependent on two hyperparameters
p and g. The hyperparameter p determines how many layers are added in each
step, and ¢ specifies after how many layers the previous layers’ parameters are
frozen. E.g., with p = 2 and ¢ = 4, we add two layers in each step, and layers more
than four steps back from the last layer are frozen. This process is repeated either
until additional layers do not yield an improvement in objective function value,
or until a desired depth is reached. The final circuit that consists of L layers can

then be represented by

u) =1]ue.) . (4.3)

Phase two: In the second phase of the algorithm, we take the pre-trained circuit
acquired in phase one, and train larger contiguous partitions of layers at a time.
The hyperparameter r specifies the percentage of parameters that is trained in
one step, e.g., a quarter or a half of the circuit’s layers. The number of epochs for
which these partitions are trained is also controlled by e;, which we keep at the
same value as in phase one for the sake of simplicity, but which could in principle
be treated as a separate hyperparameter. In this setting, we perform additional
optimization sweeps where we alternate over training the specified subsets of
parameters simultaneously, until the algorithm converges. This allows us to train
larger partitions of the circuit at once, as the parameters from phase one provide a
sufficiently non-random initialization. As the randomness is contained to shallower

sub-circuits during the whole training routine, we also minimize the probability to
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creep onto a plateau during training as a consequence of stochastic or hardware

noise present in the sampling procedure.

In general, the specific structure of layers [;(0;) can be arbitrary, as long as
they allow successively increasing the number of layers, like in the hardware-
efficient ansatz introduced in [170]. In this work, we indirectly compare the
quality of gradients produced by our optimization strategy with respect to the
results described in section 2.2.1.2 through overall optimization performance, so
we consider circuits that consist of layers of randomly chosen gates as used in [41].

They can be represented in the following form:
L
U®)=[Ju6)w, (4.4)
1=1

where U;(6;) =[]\, exp(—i6;,;V;) with a Hermitian operator V;, n is the number
of qubits, and W is a generic fixed unitary operator. For ease of exposition, we
drop the subscripts of the individual gates in the remainder of this work. We
consider single qubit generators V' which are the Pauli operators X, Y and Z for
each qubit, parametrized by 6;, while W are C'Z gates coupling arbitrary pairs of
qubits. An example layer is depicted in Figure 4.1.

The structure and parameters of a quantum circuit define which regions of an
optimization landscape given by a certain objective function can be captured.
As the number of parametrized non-commuting gates grows, this allows a more
fine-grained representation of the optimization landscape [188]. In a setting where
arbitrarily small gradients do not pose a problem, e.g. noiseless simulation of PQC
training, it is often preferable to simultaneously train all parameters in a circuit to
make use of the full range of degree of freedom in the parameter landscape. We
will refer to this training scheme as complete-depth learning (CDL) from now on.
In a noiseless setting, LI, and CDL will perform similarly w.r.t. the number of
calls to a quantum processing unit (QPU) until convergence and final accuracy
of results, as we show in the appendix. This is due to a trade off between the
number of parameters in a circuit and the number of sampling steps to convergence
[188]. A circuit with more parameters will converge faster in number of training
epochs, but will need more QPU calls to train the full set of parameters in each
epoch. On the other hand, a circuit with fewer parameters will show a less steep
learning curve, but will also need fewer calls to the QPU in each update step

due to the reduced number of parameters. When we consider actual number of
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Figure 4.1: Sample circuit layout of the first layer in an LL circuit. D represents

the data input which is only present once at the beginning of the circuit. The full
circuit is built by successively stacking single rotation gates and two qubit gates to
form all-to-all connected layers. For the classification example we show in 4.2, a

measurement gate is added on the last qubit after the last layer.

calls to a quantum device until convergence as a figure of merit, training the full
circuit and performing LL will perform similarly in a noise-free setting for this
reason. However, this is not true when we enter a more realistic regime, where
measurement of gradient values will be affected by stochastic as well as hardware
noise, as we will show on the example of shot noise in Section 4.2. In such more
realistic settings, the layerwise strategy offers considerable advantage in time to

solution and quality of solution.

As noted in the appendix of [41], the convergence of a circuit to a 2-design does not
only depend on the number of qubits, their connectivity and the circuit depth, but
also on the characteristics of the cost function used. This was further investigated
in [44], where cost functions are divided into those that are local and global, in the
sense that a global cost function uses the combined output of all qubits (e.g., the
fidelity of two states), whereas a local cost function compares values of individual
qubits or subsets thereof (e.g., a majority vote). Both works show that for global
cost functions, the variance of gradients decays more rapidly, and that barren
plateaus will present themselves even in shallow circuits. As our training strategy
relies on using larger gradient values in shallow circuit configurations, especially
during the beginning of the training routine, we expect that LL will mostly yield

an advantage in combination with local cost functions.
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4.2 Results

4.2.1 Setup

To examine the effectiveness of LL, we use it to train a circuit with fully-connected
layers as described in Section 4.1. While fully-connected layers are not realistic
on NISQ hardware, we choose this configuration for our numerical investigations
because it leads circuits to converge to a 2-design with the smallest number of
qubits and layers [41], which allows us to reduce the computational cost of our
simulations while examining some of the most challenging situations. To compare
the performance of LL and CDL we perform binary classification on the MNIST
data set of handwritten digits, where the circuit learns to distinguish between the
numbers six and nine. We use the binary cross-entropy as the training objective

function, given by

—L(6) = —(y log (E(8)) + (1 —y)log (1 — £(8))) , (4.5)

where log is the natural logarithm, F(0) is given by a measurement in the Z-
direction M = Z, on qubit o which we rescale to lie between 0 and 1 instead of —1
and 1, y is the correct label value for a given sample, and 0 are the parameters
of the PQC. The loss is computed as the average binary cross entropy over the
batch of samples. In this case, the partial derivative of the loss function is given

by
dL(0) 1 9E(6)

20,  "E) 00,

OE(6)

1-E(0) 00; (46)

-(1-y)

To calculate the objective function value, we take the expectation value of the

circuit of observable M,
E(0) = (¢|UT(6)MU(6) |¢) (4.7)

where [¢)) is the initial state of the circuit given by the training data set. The
objective function now takes the form L(F(0)) and the partial derivative for

parameter 6; is defined using the chain rule as

oL oL OE(h)

90;  OE(6;) 00 (48)

To compute gradients of E(@), we use the parameter-shift rule [39, 33] as described

in Section 2.2.1.1. We note that in the numerical implementation, care must be
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taken to avoid singularities in the training processes related to E(8) = {0,1}
treated similarly for both the loss and its derivative (we clip values to lie in
[1071%/1 — 10715]). We choose the last qubit in the circuit as the readout o,
as shown in Figure 4.1. An expectation value of 0 (1) denotes a classification
result for class sixes (nines). As we perform binary classification, we encode the
classification result into one measurement qubit for ease of implementation. This
can be generalized to multi-label classification by encoding classification results
into multiple qubits, by assigning the measurement of one observable to one data
label. We use the Adam optimizer [38] with varying learning rates to calculate
parameter updates and leave the rest of the Adam hyperparameters at their typical

publication values.

To feed training data into the PQC, we use qubit encoding in combination with
principal component analysis (PCA), following [24]. Due to the small circuits
used in this work, we have to heavily downsample the MNIST images. For this, a
PCA is run on the data set, and the number of principal components with highest
variance corresponding to the number of qubits is used to encode the data into the
PQC. This is done by scaling the component values to lie within [0, 27), and using
the scaled values to parametrize a data layer consisting of local X-gates. In case
of 10 qubits, this means that each image is represented by a vector d with the 10
components, and the data layer can be written as H§§1 exp(—id; X;).

Different circuits of the same size behave more and more similarly during training
as they grow more random as a direct consequence of the results in [41]. This
means that we can pick a random circuit instance that, as a function of its number
of qubits and layers, lies in the 2-design regime as shown in Figure 2.3, and gather
representative training statistics on this instance. As noted in Section 4.1, an LL
scheme is more advantageous in a setting where training the full circuit is infeasible,
therefore we pick a circuit with 8 qubits and 21 layers for our experiments, at which
size the circuit is in this regime. When using only a subset of qubits in a circuit as
readout, a randomly generated layer might not be able to significantly change its
output. For example, if in our simple circuit in Figure 4.1, Us(6; 5) is a rotation
around the Z axis followed only by C'Z gates, no change in ¢, 5 will affect the
measurement outcome on the bottom qubit. When choosing generators randomly
from {X,Y,Z} in this setting, there is a chance of 1/3 to pick an unsuitable

generator. To avoid this effect, we enforce at least one X gate in each set of layers
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that is trained. For our experiments, we take one random circuit instance and

perform LL and CDL with varying hyperparameters.

4.2.2 Sampling requirements

To give insight into the sampling requirements of our algorithm, we have to
determine the components that we need to sample. Our training algorithm makes
use of gradients of the objective function that are sampled from the circuit on
the quantum computer via the parameter shift rule as described in Section 4.2.1.
The precision of our gradients now depends on the precision of the expectation

values for the two parts of the r.h.s. in Equation 2.16. The estimation of an
1

expectation value scales in the number of measurements N as O( ), with error e
and a > 1 [187]. For most near-term implementations using operator averaging,
«a = 2, resembling classical central limit theorem statistics of sampling. This means
that the magnitude of partial derivatives gTEi of the objective function directly
influences the number of samples needed by setting a lower bound on €, and
hence the signal-to-noise ratio achievable for a fixed sampling cost. If all of the
magnitudes of g—g are much smaller than €, a gradient based algorithm will exhibit

dynamics more resembling a random walk than optimization.

4.2.3 Comparison to CDL strategies

We compare LL to a simple approach to avoid initialization on a barren plateau,
which is to set all circuit parameters in a circuit to zero followed by a CDL
training strategy. We argue that considering the sampling requirements of training
PQCs as described in Section 4.2.2, an LL strategy will be more frugal in the
number of samples it needs from the QPU. Shallow circuits produce gradients
with larger magnitude as can be seen in Figure 2.3, so the number of samples 1/¢2
we need to achieve precision € directly depends on the largest component in the
gradient. This difference is exhibited naturally when considering the number of
samples as a hyperparameter in improving time to solution for training. In this low
sample regime, the training progress depends largely on the learning rate. A small
batch size and low number of measurements will increase the variance of objective
function values. This can be balanced by choosing a lower learning rate, at the cost
of taking more optimization steps to reach the same objective function value. We
argue that the CDL approach will need much smaller learning rates to compensate

for smaller gradient values and the simultaneous update of all parameters in each
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training step, and therefore more samples from the QPU to reach similar objective
function values as LL. We compare both approaches w.r.t. their probability to
reach a given accuracy on the test set, and infer the number of repeated re-starts

one would expect in a real-world experiment based on that.

In order to easily translate the simulated results here to experimental impact, we
also compute an average runtime by assuming a sampling rate of 10kHz. This value
is assumed to be realistic in the near term future, based on current superconducting
qubit experiments shown in [2] which were done with a sampling rate of 5kHz, not
including cloud latency effects. The cumulative number of individual measurements

taken from a quantum device during training is defined as
ri =71i—1 + 2nymb (4.9)

where n,, is the number of parameters (taken times two to account for the parameter
shift rule shown in Section 4.2.1), m the number of measurements taken from
the quantum device for each expectation value estimation, and b the batch size.
This gives us a realistic estimate of the resources used by both approaches in an

experimental setting on a quantum device.

4.2.4 Numerical results

For the following experiments, we use a circuit with 8 qubits, 1 initial layer and 20
added layers, which makes 21 layers in total. As can be seen in Figure 2.3, this is
a depth where a fully random circuit is expected to converge to a 2-design for the
all-to-all connectivity that we chose. After doing a hyperparameter search over
p,q and e;, we set the LL. hyperparameters to p = ¢ = 2 and ¢; = 10, with one
initial layer that is always active during training. This means that three layers are
trained at once in phase one of the algorithm, and 10 and 11 layers are trained as
one contiguous partition in phase two, respectively. For CDL, the same circuit is

trained with all-zero initialization.

We argue that LL not only avoids initialization on a plateau, but is also less
susceptible to randomization during training. In NISQ devices, this type of
randomization is expected to come from two sources: (i) hardware noise, (ii) shot
noise, or measurement uncertainty. The smaller the values we want to estimate
and the less exact the measurements we can take from a QPU are, the more
often we have to repeat them to get an accurate result. Here, we investigate the

robustness of both methods to shot noise. The hyperparameters we can tune are the
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number of measurements m, batch size b and learning rate n. The randomization
of circuits during training can be reduced by choosing smaller learning rates to
reduce the effect of each individual parameter update, at the cost of more epochs
to convergence. Therefore we focus our hyperparameter search on the learning rate
7, after fixing the batch size to b = 20 and the number of measurements to m = 10.
This combination of m and b was chosen for a fixed, small m after conducting a
search over b € {20, 50,100} for which both LL and CDL could perform successful
runs that do not diverge during training. As we lower the batch size, we also
increase the variance in objective function values similar to when the number of
measurements is reduced, so these two values have to be tuned to match each
other. In the remainder of this section we show results for these hyperparameters,
and different learning rates for both methods. All of the results are based on 100
runs of the same hyperparameter configurations. We use 50 samples of each class
to calculate the cross entropy during training, and another 50 samples per class to
calculate the test error. To compute the test error, we let the model predict binary
class labels for each presented sample, where a prediction < 0.5 is interpreted as
class 0 (sixes) and > 0.5 as class 1 (nines). The test error is then the average error

over all classified samples.

Figure 4.2 shows average runtimes of LL and CDL runs that have a final average
error on the test set that is less than 0.5, which corresponds to random guessing.
We compute the runtime by computing the number of samples taken as shown
in Section 4.2.3 and assume a sampling rate of 10kHz. Here, LL reaches a lower
error on the test set on average, and also requires a lower runtime to get there.
Compared to the CDL configuration with the highest success probability shown in
Figure 4.3 (b) (red line), the best LL configuration (blue line) takes approximately
half as much time to converge. This illustrates that LL does not only increase the
probability of successful runs, but can also drastically reduce the runtime to train
PQCs by only training a subset of all parameters at a given training step. Note
also that the test error of CDL with n = 0.05 and 1 = 0.01 slowly increases at later
training steps, which might look like overfitting at first. Here it is important to
emphasize that these are averaged results, and what is slowly increasing is rather
the percentage of circuits that have randomized or diverged at later training steps.
The actual randomization in an individual run usually happens with a sudden
jump in test error, after which the circuit can not return to a regular training

routine anymore.
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Figure 4.2: Average test error as a function of runtimes for runs that have a final
average test error less than 0.5 (random guessing) over the last ten training epochs,
assuming a sampling rate of 10kHz and number of samples taken as described in
Section 4.2.3. Numbers in labels indicate how many out of 100 runs were included
in the average, i.e. fraction of runs that did not diverge in training, exhibiting less
than 50% error on the test set. Increasing test error for CDL runs with = 0.01
and n = 0.05 is not due to overfitting, but due to a larger number of runs in the

average that start creeping onto a plateau due to the increased learning rate.
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102 - —4— LL, n=0.01
—+— LL, n=0.005
—e— CDL, n=0.001
—¥- CDL, n=0.005
—— CDL,n=0.01
— CDL, n=0.05

—— LL =001
—4— LL, n=0.005
—4— CDL, n=0.001

10!

—— DL, n=0.01
—— CDL, n=0.05

Expected repetitions

0.50 0.55 0.60 0.65 0.70 0.50 0.55 0.60 0.65 0.70 0.75
Accuracy Accuracy

(a) expected number of repetitions (b) success probability

Figure 4.3: LL decreases expected run time and increases probability of success on
random restarts. (a) Expected number of experiment repetitions needed until a
given configuration reaches a certain accuracy defined as (1 — errorest ), where
€ITOrtest 1S the average error on the test set, for LL and CDL with different learning
rates. One experiment repetition constitutes in one complete training run of a
circuit to a fixed number of epochs. Results are based on 100 runs for each
configuration with m = 10, b = 20, and in case of LL, ¢; = 10. LL circuits better
avoid randomization during training, and therefore need less than two repetitions
on average for learning rates with varying magnitudes. CDL is more susceptible to
entering a plateau during training in a noisy environment, as all parameters are
affected on a perturbative update. This effect becomes more pronounced as learning
rates are increased. (b) Probability of reaching a certain accuracy on the test set for
the same configurations shown in (a). Success probability of LL stays constant up
to an accuracy of 0.65 and starts decaying from there, as fewer runs reach higher
accuracies on average. All CDL configurations have a lower success probability than
the LL configurations overall, which decays almost linearly as we demand a higher
average accuracy. Notably, the CDL configurations with highest success probability
are also the ones with the highest runtime, as shown in Figure 4.2.
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Figure 4.3 (a) shows the number of expected training repetitions one has to perform
to get a training run that reaches a given accuracy on the test set, where we define
accuracy as (1 — erroryest). One training run constitutes training the circuit to a
fixed number of epochs, where the average training time for one run is shown in
Figure 4.2. An accuracy of 0.5 corresponds to random guessing, while an accuracy
of around 0.73 is the highest accuracy any of the performed runs reached, and
corresponds to the model classifying 73% of samples correctly. We note that in
a noiseless setting as shown in Chapter 8, both LL. and CDL manage to reach
accuracies around 0.9, and the strong reduction in number of measurements leads
to a decrease in the final accuracy reached by all models. We find that LL performs
well for different magnitudes of learning rates as n = 0.01 and n = 0.005, and
that these configurations have a number of expected repetitions that stays almost
constant as we increase the desired accuracy. On average, one needs less than two
restarts to get a successful training run when using LL. For CDL, the number of
repetitions increases as we require the test error to reach lower values. The best
configurations were those with n = 0.001 and n = 0.005, which reach similarly
low test errors as LL, but need between 3 and 7 restarts to succeed in doing so.
This is due to the effect of randomization during training, which is caused by
the high variance in objective function values, and the simultaneous update of all
parameters in each training step. In Figure 4.3 (b), we show the probability of
each configuration shown in (a) to reach a given accuracy on the test set. All CDL
configurations have a probability lower than 0.3 to reach an accuracy above 0.65,
while LL reaches this accuracy with a probability of over 0.7 in both cases. This
translates to the almost constant number of repetitions for LL runs in Figure 4.3
(a). Due to the small number of measurements and the low batch size, some of
the runs performed for both methods fail to learn at all, which is why none of the
configurations have a success probability of 1 for all runs to be better than random

guessing.

4.3 Conclusion and outlook

We have shown that the effects of barren plateaus in QNN training landscapes
can be dampened by avoiding Haar random initialization and randomization
during training through layerwise learning. While performance of LL and CDL
strategies is similar when considering noiseless simulation and exact analytical

gradients, LL strategies outperform CDL training on average when experimentally
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realistic measurement strategies are considered. Intuitively, the advantage of this
approach is drawn from both preventing excess randomization and concentrating
the contributions of the training gradient into fewer, known components. Doing
so directly decreases the sample requirements for a favorable signal-to-noise ratio
in training with stochastic quantum samples. To quantify this in a cost effective
manner for simulation, we reduce the number of measurements taken for estimating
each expectation value. We show that LL can reach lower objective function values
with this small number of measurements, while reducing the number of overall
experiment repetitions until convergence to roughly half of the repetitions needed
by CDL when comparing the configurations with highest success probability. This
makes LL a more suitable approach for implementation on NISQ devices, where
taking a large number of measurements is still costly and where results are further
diluted by decoherence effects and other machine errors. While our approach relies
on manipulating the circuit structure itself to avoid initializing a circuit that forms
a 2-design, it can be combined with approaches that seek to find a favorable initial
set of parameters as shown in [53]. The combination of these two approaches by
choosing good initial parameters for new layers is especially interesting as the
circuits grow in size. This work has also only explored the most basic training
scheme of adding a new layer after a fixed number of epochs, which can still be
improved by picking smarter criteria like only adding a new layer after the previous
circuit configuration converged, or replacing gates in layers which provide little
effect on changes of the objective function value. Moreover, one could consider
training strategies which group sets of coordinates rather than circuit layers. These
possibilities provide interesting directions for additional research, and we leave

their investigation for future works.
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CHAPTER

Quantum agents in the Gym: A variational

quantum algorithm for deep Q-learning

The focus of Chapter 4 was to introduce a training method for VQAs that addresses
the problem of barren plateaus, while reducing the number of trained parameters
in ever update step of the optimization routine. While we demonstrated the
feasibility and effectiveness of our method on a supervised learning task, the
learning problem itself was not the focus of that work. In this chapter, we go
deeper into investigating the use of VQAs for a specific type of ML algorithm. Many
proposals for QML algorithms have been made in supervised [39, 74, 126, 26, 137]
and unsupervised [194, 28, 148, 195, 143, 196] learning. In contrast, RL is a subfield
of machine learning that has received less attention in the QML community
[197, 198], and especially proposals for VQA-based approaches are only now
emerging [153, 154, 199, 120, 150]. RL is essentially a way to solve the problem
of optimal control. In a RL task, an agent is not given a fixed set of training
data, but learns from interaction with an environment. Environments are defined
by a space of states they can be in, and a space of actions that an agent uses to
alter the environment’s state. The agent chooses its next action based on a policy
(probability distribution over actions given states) and receives a reward at each
step, and the goal is to learn an optimal policy that maximizes the long-term reward
the agent gets in the environment. State and action spaces can be arbitrarily
complex, and it’s an open question which types of models are best suited for these
learning tasks. In classical RL, using NNs as function approximators for the agents’
policy has received increased interest in the past decade. As opposed to learning
exact functions to model agent behavior which is infeasible in large state and action
spaces, this method of RL only approximates the optimal function. These types

of RL algorithms have been shown to play Atari arcade games as well as human
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players [119], and even reach super-human levels of performance on games as
complex as Go [29], Dota [200] and StarCraft [201]. RL algorithms can be divided
into policy-based and value-based methods, as described in Section 3.2. These two
methods constitute related but fundamentally different approaches to solve RL
tasks, and both have their own (dis-)advantages. Interestingly, these two methods
can also be combined in a so-called actor-critic setting which leverages the strengths
of both approaches [114]. Actor-critic methods are among the state-of-the-art
in current RL literature [115], and therefore both value-based and policy-based

algorithms are areas of active research.

RL is one of the hardest modes of learning in current ML research, and is known
to require careful tuning of model architectures and hyperparameters to perform
well. For NN-based approaches, one unfavorable hyperparameter setting can lead
to complete failure of the learning algorithm on a specific task. Additionally,
these hyperparameters and architectures are highly task dependent and there is
no a-priori way to know which settings are best. Well-performing settings are
found by experts via trial-and-error, and the ability to quickly find these settings
is considered a “black art that requires years of experience to acquire” [202]. Thus
a whole field of heuristics and numerical studies has formed on finding good sets
of hyperparameters like NN architectures [203, 204, 205], activation functions
[206, 207, 208], or learning rates and batch sizes [202, 209]. An increasingly
investigated branch of research focuses on methods to automate the whole process
of finding good architectures and hyperparameters, among which there is neural

architecture search [210] and automated machine learning [211].

It is thus to be expected that quantum models in a VQA-based RL setting also need
to be selected carefully. Even more so, it is still an open question whether VQAs are
suitable for function approximation in RL at all. This question is directly related to
choices made when defining an architecture for a VQA. There are three important
factors to consider: the structure (or ansatz) of the model, the data-encoding
technique, and the readout operators. For the choice of structure, there is a
trade-off between the expressivity and trainability of a model, as certain structures
are subject to the barren plateau phenomenon as described in Section 2.2.1.2. On
the other hand, overparametrization has been observed to simplify optimization
landscapes and lead to faster convergence for certain VQAs [212, 213]. Apart
from that, the choice of structure is also limited by hardware constraints like the

topology of a certain quantum device. While the model structure is an important
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factor in training VQAs that has received much attention in the QML community
[44, 49, 214, 47, 215, 216, 217], the authors of [169] have shown that the technique
used to encode data into the model plays an equally important role, and that
even highly expressive structures fail to fit simple functions with an insufficient

data-encoding strategy.

A less explored architectural choice in the context of QML is that of the observables
used to read out information from the quantum model. Considering that the readout
operator of a quantum model fixes the range of values it can produce, this choice
is especially important for tasks where the goal is to fit a real-valued function with
a given range, as is the case in many RL algorithms. This is in contrast to NNs,
which have no restriction on the range of output values and can even change this
range dynamically during training. In Q-learning, the goal is to approximate the
real-valued optimal Q-function, which can have an arbitrary range based on the
environment. Crucially, this range can change depending on the performance of
the agent in the environment, which is an impediment for quantum models with a

fixed range of output values.

A first step to study the influence of architectural choices on PQCs for policy-based
RL algorithms has been made in [150], who point out that data-encoding and
readout strategies play a crucial role in these types of RL tasks, though they leave
the open question if similar architectural choices are also required in a value-based
setting. Previous work on Q-learning with PQCs has addressed certain other
fundamental questions about the applicability of VQAs in a value-based context.
A VQA for Q-learning in discrete state spaces was introduced in [153], where the
quantum model’s output is followed by a layer of additive weights, and it has
been shown that the model successfully solves two discrete-state environments. A
VQA for Q-learning in environments with continuous and discrete state spaces
has been proposed in [154], who simplify the continuous environments’ potentially
infinite range of input values to a restricted encoding into angles of one initial
layer of rotation gates, and use measurements in the Z-basis to represent Q-values.
Notably, none of the models in [154] that were run for the continuous state-space
environment Cart Pole reach a performance that is considered to be solving the
environment according to its original specification [218], so it remains an open
question whether a value-based algorithm that utilizes a PQC as the function

approximator can solve this type of learning task.
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These initial works prompt a number of vital follow-up questions related to the
architectural choices that are required to succeed in arbitrary RL environments
with a quantum Q-learning agent. We address these questions in form of our
main contributions as follows: first, we propose a VQA which can encode states of
discrete and continuous RL environments and explain the intricate relationship
between the environment’s specification and the requirements on the readout
operators of the quantum model. We show how a quantum Q-learning agent only
succeeds if these requirements are met. Second, to enable the model to match the
environment’s requirements on the range of output values, we make this range itself
trainable by introducing additional weights on the model outputs. We show how the
necessity of these weights can be inferred from the range that the optimal Q-values
take in an environment. Third, we study the performance of our model on two
benchmark environments from the OpenAl Gym [219], Frozen Lake and Cart Pole.
For the continuous-state Cart Pole environment, we also study a number of data
encoding methods and illustrate the benefit of previously introduced techniques
to increase quantum model expressivity, like data re-uploading [168] or trainable
weights on the input data [168, 150]. Additionally, the state space dimension of
both environments is small enough so that inputs can be directly encoded into
the quantum model without the use of a dimensionality reduction technique. This
makes it possible to directly compare our model to a NN performing the same type
of Q-learning algorithm to evaluate its performance. Specifically, we perform an
in-depth comparison of the performance of PQCs and NNs with varying numbers
of parameters on the Cart Pole environment. We show that recent results in
classical deep Q-learning also apply to the case when a PQC is used as the function
approximator, namely that increasing the number of parameters is only beneficial
up to some point [220]. After this, learning becomes increasingly unstable for both
PQCs and NNs. As an empirical comparison between PQCs and NNs can only
give us insight into model performance on the specific environments we study, we
also explain when recent separation results for policy gradient RL between classical
and quantum agents [150] also hold in the Q-learning setting for restricted families

of environments.

The remainder of this chapter is structured as follows: we give a description of
our quantum Q-learning model in Section 5.1 and show when recent results for a
separation between classical and quantum algorithms for policy-based learning also
apply in the case of Q-learning in Section 5.2. In Section 5.3 we numerically evaluate

the performance of our algorithm and compare it to a classical approach, and
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finally discuss our findings in Section 5.4. The full code that was used to perform

the numerical experiments in this work can be found on Github [221].

5.1 Quantum Q-learning

In this work, we adapt the DQN algorithm to use a PQC as its Q-function
approximator instead of a NN. For this, we use a hardware-efficient ansatz [170]
as shown in Figure 5.1. This ansatz is known to be highly expressive, and is
susceptible to the barren plateau phenomenon for a large number of qubits and
layers, although this is not an issue for the small state and action spaces we consider
here. All other aspects of the Q-learning algorithm described in Section 3.2.2 stay
the same: we use a target network, an e-greedy policy to determine the agent’s
next action, and experience replay to draw samples for training the Q-network
PQC. Our Q-network PQC is then Up(s) parametrized by 6 and the target network
PQC is Ugé (s), where 85 is a snapshot of the parameters 6 which is taken after
fixed intervals of episodes ¢ and the circuit is otherwise identical to that of Ug(s).
We now explain how environment states are encoded into our quantum model, and

how measurements are performed to obtain Q-values.

5.1.1 Encoding environment states

Figure 5.1: PQC architecture used in this work. Fach layer consists of a
parametrized rotation along the Y and Z axes on each qubit, and a daisy chain of
CZ gates. The green boxes correspond to data encoding gates that encode data
as parameters of X rotations. When data re-uploading is used, the whole circuit
pictured is repeated in each layer, without data re-uploading only the variational

part without the initial X rotations is repeated.

Depending on the state space of the environment, we distinguish between two

different types of encoding in this work:
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Discrete state space: Discrete states are mapped to bitstrings and then input into
the model, where on an all-zero state the bits corresponding to ones in the input

state are flipped.

Continuous state space: For continuous input states, we scale each component x
of an input state vector @ to ¢’ = arctan(z) € [—7/2,7/2] and then perform a

variational encoding, which consists of X-rotations by the angles z’.

As shown in [169], when data is encoded into a PQC by local rotation gates along
the X-axis, the PQC can only model simple sine functions of its input. To further
increase the expressivity of the circuit, the data encoding can be repeated in
two ways: either in parallel by increasing the number of qubits and duplicating
the data encoding on them, or in sequence in an alternating fashion with the
variational layers of the circuit. The latter is also referred to as data re-uploading
in [168]. Where needed, we will introduce data re-uploading to our model in
Section 5.3.

The formalism introduced in [169] establishes a connection between PQCs and
partial Fourier series by showing that the functions a given PQC can model can be
represented as a Fourier series, where the accessible frequency spectrum depends
on the eigenvalues of the data encoding gates, and the coefficients depend on the
architecture of the variational part of the PQC and the observable that defines the
readout operation. They show that in models as ours, where data is encoded in
form of Pauli rotations, only Fourier series up to a certain degree can be learned,
where the degree depends on the number of times the encoding gate is repeated.
Additionally, the scale of the input data must match the scale of the frequencies
of the modeled function for the model to fit the target function exactly. Making
the scaling of input data itself trainable to increase a PQC’s expressivity has been
suggested in [168, 150], which we will also use by introducing a weight wg on the

input data. The input value 2} then becomes:
¥, = arctan(z; - wg, ) , (5.1)

where wg, is the weight for input x;. We will illustrate the advantage of these

enhanced data-encoding strategies numerically in Section 5.3.
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5.1.2 Computing Q-values

The Q-values of our quantum agent are computed as the expectation values of a
PQC that is fed a state s as

Q(s,a) = (0%"| U§(s)0aUs (s) [0°™), (5.2)

where O, is an observable and n the number of qubits, and our model outputs a
vector including Q-values for each possible O, as described in Section 3.2.2. Note
that in practice, we can only compute an approximation of Equation (5.2) on a
quantum device. The type of measurements we perform to estimate Q-values will
be described in more detail in Section 5.3 for each environment. Before that, we
want to highlight why the way Q-values are read out from the PQC is an important
factor that determines the success at solving the environment at hand. A key
difference between PQCs and NNs is that a PQC has a fixed range of output
defined by its measurements, while a NN’s range of output values can change
arbitrarily during training depending on its weights and activation function. To
understand why this is an important difference in a RL setting, we need to recall

that Q-values are an estimate of the expected return

Qr(s,a) = Ex[Gt|s: = s,ar = a]
H—1
=E, Z Yorirglse = s,a0 = a

k=0
This quantity is directly linked to the performance of the agent in a given environ-
ment, so the model needs to have the ability to match the range of optimal Q-values
in order to approximate the optimal Q-function. This means that the observables
in a PQC-based Q-learning agent need to be chosen with care, and highly depend
on the specific environment. To provide a simple example where an insufficient
range prevents an agent from solving an environment, consider tabular learning in
an environment that consists of a single state s and two actions a1 and asy, where
the agent should learn to always pick a;. One episode has a maximum length
of H = 10 when the agent picks a; in each time step, and otherwise terminates
when the agents picks action as. We consider a modification where the values in
the Q-table are capped at 1, i.e., Q-values can not become larger than one, and
both Q-values are initialized at zero. The environment is such that the reward for
each action is 1 and the Q-value corresponding to the optimal action is > 1. For

simplicity we set & = 1 and v = 1, which gives us an optimal value Q. (s,a;) = 10.
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We now perform an update on both Q-values according to the update rule in
Equation (3.19),

Q(st,at) < rep1 + argmax, Q(sey1, a).

For action ao, the transition from s leads to episode termination, so the update
rule yields Q(s,a2) = r41 = 1. For action aq, we get Q(s,a1) = 2, however,
due to the capped Q-table, we also get Q(s,a1) = 1 for this state-action pair.
We see that after a single update according to this update rule, both Q-values
will be one and due to the capped range of the Q-table the Q-values are already
saturated. No further update can change the Q-values, which means that the agent
can do no better than random guessing hereafter. This simple example illustrates
why it is essential in a tabular Q-learning setting that the range of values in the
Q-table accommodates the magnitude of optimal Q-values. Updates in the function
approximation case like in the gradient-based DQN algorithm are more complex
due to the regression task that the agent solves to perform parameter updates,
however, a similar saturation can still occur as the update rule for Q-values is the

same (see Equation (3.20)).

We have seen that it is crucial for a PQC-based Q-learning agent to have an output
range that matches that of the optimal Q-values that it seeks to approximate.
There are two ways to approach this issue: (i) multiply PQC outputs by a fixed
factor to increase their range in a way that accommodates the theoretical maximum
Q-value, (ii) make the output range itself a trainable model parameter. Multiplying
the outputs of the PQC by a fixed factor increases the range of output values, but at
the cost of potentially being close to the estimated maximum from the beginning,
which makes this approach more sensitive to randomness in model parameter
initialization. In particular, as Q-values are initialized randomly depending on the
initial parameters of the PQC, the Q-values for actions of a specific state might
have large differences. Considering that the reward which controls the magnitude
of change given by the Q-value updates in Equation (3.20) is comparatively small
and actions are picked based on the argmax policy argmax,Q(s,a), it may take
a long time before subsequent updates of Q-values will lead to the agent picking
the right actions. Even if we consider models that are initialized such that all
Q-values are close to zero in the beginning, the actual changes in the rotation
angles that the PQC needs to perform for Q-values of large ranges can become very
small. Especially on NISQ devices, these changes might be impractically small to

be reliably performed and measured on hardware. For these reasons, we focus on
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option (ii). We add a trainable weight w, € R to each readout operation, so that

the output Q-value Q(s, a) becomes
Q(s,a) = <O®"’ Ug(S)TOaUQ(S) ‘0®"> S W, s (5.3)

and each action has a separate weight w,,. We make the weights multiplicative
in analogy to weights in a NN. This gives the model the possibility to flexibly
increase the magnitude of Q-values to match the given environment. Notably, the
number of actions in an environment is usually small compared to the number
of parameters in the model, so adding one extra weight corresponding to each
action does not designate a large overhead. In Section 5.3.2.1, we numerically show
that the approach of using a trainable weight on the output value outperforms
multiplying the model output by a fixed factor that is motivated by the range of

optimal Q-values.

5.2 Separation between quantum and classical Q-

learning in restricted environments

In this section, we make formal statements about a separation between quantum
and classical models for Q-learning in a restricted family of environments. These
statements are based on recent results in supervised [128] and policy gradient based
reinforcement learning [150]. The latter work constructs families of environments
that are proven to be hard for any classical learner, but can be solved in polynomial
time by a quantum learner in a policy learning setting. Learning policies is closely
related to learning Q-values, however, Q-values contain more information about the
environment per definition as they cover the whole state-action space. This means
that it is not straightforward to generalize the results from [150] to a Q-learning
setting. In this section, we will show under which conditions optimal Q-values can
be inferred from optimal policies, so that the separation results in [150] also apply
to the Q-learning case. The environments constructed in [150] are based on the
supervised learning task introduced in [128], which are proven to be classically
hard assuming the widely-believed hardness of the discrete logarithm problem, but
can be solved by a quantum learner in polynomial time. To understand how a
separation in supervised learning can be generalized to a RL setting, it is important
to state that any classification task can be turned into an environment for RL.

To do this, rewards in the environment are assigned according to the prediction
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the agent makes. First examples of this were introduced in [222] for cases where
the environment allows quantum access to its states. A classification task like
the one proposed in [128] can be turned into a RL task by simply assigning a
reward of 1 (-1) for a correct (incorrect) classification, and defining an episode
as being presented with a set of training samples. In this section, we will briefly
revise the separation results for supervised learning given in [128] and those for
policy gradient RL given in [150], before we move on to characterize the types of
environments that allow a generalization of the results in [150] to a Q-learning

setting.

5.2.1 A classification task based on the discrete logarithm
problem

The authors of [128] construct a classification task that is intractable for any
classical learner, but can be solved by a quantum learner in polynomial time. The
classification task is based on the discrete logarithm problem (DLP), and the
separation relies on the the quantum learner’s ability to perform the algorithm
provided by Shor in [1] to solve the DLP efficiently.

Definition 5.1 (Discrete logarithm problem). Let Zj = {1,2,...,p — 1} be the
cyclic multiplicative group of integers modulo p for a large prime p, and g a
generator of this group. The DLP is defined as computing log,x for an input
x € Ly,

It is widely believed that no classical algorithm can solve the DLP efficiently,
however, it is proven that the algorithm provided by Shor can solve DLP in poly(n)
time for n = [logyp| [1]. Based on this, [128] construct a classification task

with a concept class C = { fs}seZ; and data points defined over the data space
X =17y C{0,1}" as

fo@) = {Jrl, if log, = € [s,s + 23] (5.4)

—1, otherwise,
where each concept fs: Zy — {—=1,1} maps one half of the elements in Zy to 1 and
the other half to —1, which yields a linearly separable set of data points in log-space.
A quantum learner can make use of the algorithm from [1] to compute the discrete
logarithm and solve the resulting trivial learning task. However, if a classical

learner could solve the above learning task this would imply that there exists an
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efficient classical algorithm that solves the DLP. This is contrary to the widely
believed conjecture that no efficient classical algorithm can solve the DLP, and

[128] proves that no classical learner can do better than random guessing.

To connect these results to the RL setting, it is useful to be a bit more precise and
define some terminology. The learning task is defined as finding a decision rule
f*, which assigns a label y € {—1,1} to data point x € X!, f* is learned on a set
of labeled examples S = {x;, y; }i=1,... m generated by the unknown decision rule,
or concept, f. An efficient learner needs to compute f* in time polynomial in n
that agrees with the labeling given by f with high probability, or in other words

reaches a high test accuracy on unseen samples,

acc(f*) = Pr [f(z) = f*(2)]. (5.5)

zeX

The authors of [128] prove that no efficient classical learner can achieve

1 1
accr(f)=-+———
1(f=5 poly (1)

unless an efficient classical algorithm that solves the DLP exists, while there exists

a quantum learner that achieves close to perfect accuracy with high probability in

polynomial time.

5.2.2 Learning optimal policies in environments based on
the DLP classification task

After stating the classification task based on the DLP in the previous section, we
now briefly review how the authors of [150] construct families of environments
based on the DLP classification task to transfer the separation results to RL. They
show that (i) solving these environments is classically hard for any learner unless
there exists an efficient classical algorithm that solves the DLP, (ii) there exists
a quantum learner that can solve these environments in polynomial time. To
understand how the DLP classification task can be used to construct a classically

hard to solve RL environment, it is important to note again that any classification

INote that we are adhering to the notation given in [128], where the asterisk stands for the
learned decision rule and the function without an asterisk stands for the decision rule we seek to
learn. This is the opposite of the notation used in Q-learning literature where Q. stands for the
optimal Q-values, which we have followed in previous sections. The authors of [150] have also
adopted the latter notation in their paper to describe the DLP classification task. We will stick

to denoting the learned decision rule with an asterisk in this section.
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task can be trivially turned into a RL task by letting each data point x € X denote
a state in the environment, and giving rewards to the agent depending on whether
it correctly assigns a state to its predefined label y. The rewards for the DLP
classification task are 1 (—1) for a correct (false) classification. While [128] are
interested in achieving a high test accuracy, in a RL setting we want to find an
agent with close-to-optimal performance in the given environment. The authors of
[150] measure this performance in terms of a value function V;(s) for policy = and

state s,
H-1
Va(s) =Eg [Z yiry|ss = s] (5.6)
t=0

which is the expected reward for following policy 7 for an episode of length H
in state s. Based on the DLP classification task from [128], the authors of [150]
define three different environments that are classically hard to learn, where the
value function of each of these environments is closely related to the accuracy in
Equation (5.5) of the policy on the classification task. This allows them to get
bounds on the value function as a function of bounds on the accuracy. Roughly
speaking, by Theorem 1 of [128] no classical learner can achieve performance better
than that of random guessing in poly(n) time on those environments, unless an
efficient classical algorithm to solve the DLP exists. We will briefly explain the
set-up of the quantum learner in [150], before going into more detail on one of the
families of environments they construct to show a separation between classical and

quantum learners for policy learning.

A RL agent can be trivially constructed from the classifier in [128], which is based
on a classical support vector machine (SVM) that takes the samples that have
been “decrypted" by a quantum feature map as an input. (This type of classifier is
also referred to as an implicit SVM). However, to get a learner that more closely
matches the parametrized training of a quantum learner done in [150], they use a
model where the feature embedding and classification task are both solved by a
PQC. This method is referred to as an ezplicit SVM. The explicit SVM comprises a
feature-encoding unitary U(x) applied on the all zero state, which they refer to as
|¢(x)) = U(x)|0%™), a variational part V(@) with parameters 8, and an observable
O. The feature-encoding unitary for the DLP task is the same as used in [128]
so that feature states take the following form for k = n — tlogn for a constant ¢

related to noisy classification (we refer the reader to [150] for a detailed description
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of classification under noise),

2k _1

|6() \F Z Ex (5.7)

These states can be efficiently prepared on a fault-tolerant quantum computer
by a circuit that uses the algorithm proposed by Shor in [1] as a subroutine. It
was proven in [128] that for all concepts fs the data points with labels 1 and —1,
respectively, can be separated by a hyperplane with a large margin, and that this
hyperplane always exists. The learning task of the PQC V(0) is then to find this

hyperplane. The hyperplanes are normal to states of the form

(p—3)/2
s b

for s" € Z;. A classifier hy (x) for these data points can then be defined as

|¢s/>

> (5.8)

b () = {1, i | (6(2) |6 6(a) 00 P/ > 1/2 .

—1, otherwise,

where A = 2p’“_+11 is the largest value the inner product | (¢(z)|¢s |d(z)|¢ps ) |?

takes and is used to renormalize it to [0,1]. The variational circuit is defined

as V() = V(s') which is similar in implementation to U(z;) with z; = ¢* and

k ~n/2, and a measurement operator O = [0®™) (0®"|.

The simplest way of turning the DLP classification task into an environment is to
define one episode as the agent being in a randomly chosen state corresponding
to a training sample, performing an action which assigns the predicted label, and
giving a reward of 1 (-1) for a correct (incorrect) classification. This family of
environments is referred to as SL-DLP in [150]. While the family of SL-DLP
environments is a straightforward way to generalize the results from [128] to
policy learning, it lacks the characteristics typically associated with RL, namely a
temporal structure in the state transitions, such that these depend on the actions
taken by the agent. To construct a family of environments based on the DLP
which includes this kind of structure, [150] introduce the family of Cliffwalk-DLP
environments, inspired by the textbook Cliffwalk environment from [109]. Here,
the goal is still to assign correct labels to given states, but now these states follow
a randomly assigned but fixed order. The agent has to “walk along the edge

of a cliff", where this edge is represented by the sequence of ordered states the
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environment takes. A correct classification leads to the next state in the sequence,
while an incorrect classification leads to “falling off the cliff" and immediate episode
termination. The authors of [150] show that the quantum learnability results of
the SL-DLP environment also hold for the family of Cliffwalk-DLP environments.
In the following section we will generalize these results to Q-values by giving a
definition of the types of environments where knowledge of an optimal policy lets

us infer optimal Q-values.

5.2.3 Estimating optimal Q-values from optimal policies

In Section 5.2.2, we revised how [150] construct an efficient quantum agent that
can achieve close-to-optimal policies in families of environments based on the
DLP. Now, we turn to generalizing their results to the Q-learning setting. The
classical hardness of the environment still holds irrespective of the learner that is
used. The remaining question is now whether there exists an efficient algorithm to
obtain optimal Q-values, given we have access to an optimal policy. Concretely,
our goal is to compute optimal Q-values Q. (s, a) for state-action pairs from an
environment, where s is given by the environment and a is determined by the

optimal policy.

One could imagine that Q. (s, a) can be easily estimated using Monte Carlo sampling
since the definition involves only the use of the optimal policy after the move (s, a)
(cf. Equation (3.16)). However, in general it is not possible for an agent to get to
arbitrary states s in poly time. We circumvent this problem by considering special
cases of environments that are classically hard, where there are only two actions
{a,a’}, and where the analytic values of Q.(s,a) and Q.(s,a’) are known. The
only unknown is which action a or @’ is the optimal one. In this case it is clear

that access to the optimal policy resolves the question.

As an example of such an environment, consider the SL-DLP family of environments
from [150]. In each episode, the agent needs to classify one random sample from
a set of samples corresponding to the DLP classification task from Section 5.2.1,
where a correct (incorrect) classification yields a reward of 1 (-1). If we set v = 0,
the two possible Q-values for a given state and the two possible actions are simply
the rewards corresponding to the result of the classification. To get the Q-value
Q(s,a), we query the policy m.(als) for the optimal action and assign the reward
for a correct classification to the corresponding Q-value. (Note that we can also

directly infer Q. (s,a’) for the wrong action o’ from this, as there are only two
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distinct Q-values.) This can also be trivially extended to episodes with a horizon
greater than one and 7 > 0. After querying the policy for the optimal action
given the initial state of the episode, the expected return is computed directly
assuming optimal actions until the end of the episode is reached. I.e., we simply

compute
H-1

Qu(st,a0) =B | Y Vripuqalsi =s,a0=a
k=0

for a; given by the optimal policy, where all rewards are one from time step ¢
onward. (For more details on settings with longer horizon and a discount factor
larger than zero, and an analytic expression of the Q-values in these cases, see
[150]).

In more general cases, the issue of approximation reduces to the problem of
reaching the desired state s efficiently. When this is possible (i.e., it is possible to
construct environments which allow this without becoming easy to learn), then
so is estimating Q-values given an optimal policy. Note that for all of the above,
the same caveat as in [150] applies, namely that this method of obtaining optimal
Q-values does not resemble Q-learning in the sense that we use a tabular or DQN-
type approach as shown in Section 3.2.2, and it is still an open question whether a
rigorous quantum advantage can be shown in these settings for either policy-based

RL or Q-learning.

5.3 Numerical results

In this section, we present results for our PQC model on two benchmark RL tasks
from the OpenAl Gym [219], Frozen Lake v0 [223] and Cart Pole v0 [218] (see
Figure 5.2). We ran an extensive hyperparameter search for both environments,
and present our results for the best sets of hyperparameters. A detailed description
of the hyperparameters we tuned and their best values can be found in Chapter 8.
Our experiments were run with TensorFlow Quantum [224] and Cirq [225], the
full code can be found on Github [221].

5.3.1 Frozen Lake

The Frozen Lake (FL) environment serves as an example for environments with a
simple, discrete state space and with a reward structure that allows us to use an

agent which performs measurements in the Z-basis to compute Q-values without
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b)

pole angle

cart position

Figure 5.2: Gym environments solved by the quantum model. a) Frozen Lake
environment, where an agent needs to learn to navigate from the top left of a grid to
retrieve the Frisbee at the bottom right without falling into any of the holes (dark
squares), b) Cart Pole environment, which consists of learning to balance a pole on

a cart which moves left and right on a frictionless track.

the need for trainable weights to scale the output range. It consists of a 4x4 grid
representing a frozen surface, where the agent can choose to move one step up,
down, left or right. The goal is to cross the lake from the top left corner to the
bottom right corner where the goal is located. However, some of the grid positions
correspond to holes in the ice, and when the agent steps on them the episode
terminates and it has to start again from the initial state. In each episode, the
agent is allowed to take a maximum number of steps m,,q.. The episode terminates
if one of the following conditions is met: the agent performs m,,q, = 200 steps,
reaches the goal, or falls into a hole. For each episode in which the goal is reached
the agent receives a reward of 1, and a reward of 0 otherwise. The environment
is considered solved when the agent reaches the goal for 100 contiguous episodes.

(See [223] for full environment specification.)

As the FL environment is discrete and the dimensions of the state and action
spaces are small, there is no true notion of generalization in this environment, as all
distinct state-action pairs are likely observed during training. On the other hand,
generalization to unseen state-action pairs is one of the key reasons why function
approximation was introduced to Q-learning. For this reason, environments like
Frozen Lake are not a natural fit for these types of algorithms and we refrain

from comparing to a classical function approximator. Note that we also refrain
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Figure 5.3: Agents with varying depth playing the Frozen Lake environment, and
their closeness to the optimal Q-values. The environment is solved when the agent
reaches the goal (receives a score of 1) for 100 contiguous episodes. a) Average score
over 10 agents for circuits of depth 5, 10, and 15, respectively. All agents manage
to solve the environment, higher circuit depth leads to lower time to convergence.
Shaded area shows standard deviation from the mean. b) Mean absolute error
between agents’ Q-values and the optimal Q-values Q. for all (s,a) pairs over
time steps in episodes, where one time step corresponds to one transition in the

environment. Shaded region shows standard error of the mean.
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from comparing to the tabular approach, as this is (i) guaranteed to converge
and (ii) not interesting beyond environments with very limited state and action
spaces. However, this environment is interesting from another perspective: there
are only 64 Q-values which we can compute exactly, and therefore we can directly
compare the Q-values learned by our model to the optimal Q-values @, which
is not possible for the continuous-state Cart Pole environment that we study in
Section 5.3.2.1. We show the difference between our agents’ Q-values and the
optimal Q-values during the course of training in Figure 5.3 b). Additionally, the
FL environment serves as a nice example for environments where a PQC with
simple measurements in the Z-basis can be used to solve a RL task, without

requiring additional post-processing, as we describe below.

The FL environment has 16 states (one for each square on the grid) of which four
are holes (marked as darker squares in Figure 5.2 a), and 4 actions (top, down,
left, right). We encode each position on the grid as one of the computational basis
states of a 4-qubit system, without use of trainable input data weights or data
re-uploading. The optimal Q-values for each state-action pair can be computed as
Q. (s,a) =P (cf. Equation (3.16)), where 3 is the number of steps following the
shortest path to the goal from the state s’ that the agent is in after the transition
(s,a). We will now motivate our choice of observables for the FL agent by studying
the range the optimal Q-values can take. Note that these optimal Q-values are
defined for the tabular case only, and serve as a reference for the Q-values we want
our Q-function approximator to model. We know that only one transition, that
from state 14 to the goal state 15, is rewarded. This corresponds to a Q-value
Q. (14, R) = 7. As the only other state adjacent to the goal (state 11) is a hole, no
other transition in this environment is rewarded. Through the recursive Q-value
update rule (see Equation (3.19)), all other Q-values depend on Q. (14, R), and are
smaller due to the discount factor and the zero reward of all other transitions. In
case of a function approximator, the Q-values may not be the same as the optimal
values, but the relationship between (14, R) and all other Q-values still applies
as the update rule in Equation (3.19) changes values according to the observed
reward and discounted expected reward. That is, if the function approximator
outputs values that match the range of optimal Q-values and is not fundamentally
limited in the updates that can be performed to it, the relationship above can be
replicated. This means that we have an upper bound on the range of Q-values
that we want to model which only depends on v < 1 and stays constant over all

episodes. Therefore we do not expect that Q-values need to become larger than
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for our agent to solve the environment, and only become larger in practice if the
initialization of our model happens to yield higher values for some state-action
pairs. Motivated by this, we represent the Q-values for the four actions as the
expectation values of a measurement with the operator Z; for each of the four
qubits ¢ € {1,...,4}, which we scale to lie between [0, 1] instead of [—1,1]. Note
that even when parameter initialization yields Q-values higher than the largest
optimal Q-value, they will still be close to this value as both optimal Q-values
and those of our model are upper-bounded by 1. Figure 5.3 a) shows the average
scores of ten agents, each configuration trained with a circuit depth of 5, 10, and
15 layers, respectively. All agents manage to solve the environment, and the time
to convergence decreases as the number of layers increases. Figure 5.3 b) shows
the averaged mean absolute error (MAE) between the optimal Q-values and the
Q-values produced by the agents at each time step during training. The agents
trained on circuits of depth 15 reach the lowest values and converge earlier to an
average MAE that is roughly 0.05 lower than that of the agents trained on a circuit
of depth 5. This illustrates that as we increase the complexity of the function
approximator, the optimal Q-values can be more accurately modelled. However,
the improvement between 10 and 15 layers is relatively small compared to that
between 5 and 10 layers, similar to a saturation in performance w.r.t. number of
parameters found in classical deep RL [220]. We will study this type of scaling
behaviour more in-depth and compare it to that of NNs in Section 5.3.2.1. At the
same time, we see that producing optimal Q-values is not necessary to solve an
environment, as we argue in Section 3.2.2. In the following section, we study an
environment where we are not able to compute the optimal Q-values analytically
due to the continuous state space, but where we compare to a classical approach

to assess the quality of our solution instead.

5.3.2 Cart Pole

In the previous section, we have seen that for an environment with discrete state
space and a reward function that results in an upper bound of Q-values of one,
a simple PQC without enhanced data encoding our readout strategies suffices
to solve the environment. Now we turn to an environment that is slightly more
complex: the continuous state space necessitates a more evolved data encoding
strategy, while the reward function results in Q-values that far exceed the range of
a Z-basis measurement. In the Cart Pole v0 environment, an agent needs to learn

to balance a pole upright on a cart that moves on a frictionless track. The action
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space consists of two actions: moving the cart left and right. Its state space is
continuous and consists of the following variables: cart position, cart velocity, pole
angle, and pole velocity at the tip. The cart position is bounded between +2.4,
where values outside of this range mean leaving the space that the environment
is defined in and terminating the episode. The pole angle is bounded between
+41.8 degrees. The other two variables can take infinite values, but are bounded in
practice by how episode termination is defined. An episode terminates if the pole
angle is outside of £12 degrees, the cart position is outside of +2.4, or the agent
reaches the maximum steps per episode my,q,; = 200. For each step of the episode
(including the terminal step) the agent receives a reward of one. At the beginning
of each episode, the four variables of the environment state are randomly initialized
in a stable state within the range [-0.05, 0.05]. The episode score is computed as
the cumulative reward of all steps taken in the episode. The environment is solved
when the average score of the last 100 episodes is > 195. (See [218, 109] for full

environment specification.)

As in Section 5.3.1, we now motive our choice of observables depending on how
rewards are received in this environment. For this, we recall that a Q-value gives

us the expected return for a given state-action pair,
o0

Qw(S, a) = Z’Yk?"t+k+1-
k=0

Cart Pole is an episodic environment with a maximum number of time steps
H = 200 in the version of the environment we study here, so the Q-value following
optimal policy 7, from a stable state s is

H—1
Qx«(s,a) = ’Vk‘
k=0
When following an arbitrary policy 7 and starting in a random stable state of the

environment, the Q-value is

where h < H is the length of the episode which is determined by the policy. The
longer the agent balances the pole, the higher h, with h = H the maximum number
of steps allowed in an episode. When not considering random actions taken by the

e-greedy policy, h depends solely on the performance of the agent, which changes
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as the agent gets better at balancing the pole. Consequently, the Q-values we want
to approximate are lower bounded by the minimum number of steps it takes to
make the episode terminate when always picking the wrong action (i.e., the pole
doesn’t immediately fall by taking one false action alone), and upper bounded
by the Q-values assuming the optimal policy, where h = H. We stress that this
upper bound applies to the optimal policy in one episode only, and that in practice
the upper bound of the magnitude of Q-values during training depends on the
performance of the agent as well as the number of episodes played. Compared to
the range of expectation values of computational basis measurements these values
can become very high, e.g. for v = 0.99 we get max Q.(s,a) ~ 86. Even when
considering that Q-values need not necessarily be close to the optimal values to
solve an environment, the range given by computational basis measurements is
clearly too small compared to the frequency with which rewards are given and the

number of episodes needed until convergence.

To give the agent the possibility to flexibly adjust it’s output range, we add
trainable weights on the output values as described in Section 5.1.2. The Q-values

now take the form

_ <0®4| UQ(S)TOQUQ(S) {0®4> +1
Qs.0) = !

W, s (5.10)

where Ou—1 = Z175 and O,—r = Z3Z4 are Pauli-ZZ operators on qubits (1,2)
and (3,4) respectively, corresponding to actions left and right. To further improve
performance, we also use data re-uploading and add trainable weights on the input

values as described in Section 5.1.1.

5.3.2.1 Comparison of data encoding and readout strategies

To illustrate the effect of data re-uploading and trainable weights on the input
and output values, we perform an ablation study and assess the impact of each
of these enhancements on learning performance. To illustrate that our proposed
architecture (i) performs better overall, and (ii) is less sensitive to changes in
hyperparameters, we show results for the best set of hyperparameters that were
found for a circuit of depth five, as well as a sub-optimal set of hyperparameters
with which it is less easy for the agents to solve the Cart Pole environment.
The hyperparameters we optimize over are: batch size, learning rates and update

frequencies of the Q-value-generating model and the target model (cf. Section 3.2.2)
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Figure 5.4: Comparison of data-encoding strategies for the optimal and one sub-

optimal set of hyperparameters for agents training in the Cart Pole environment.

The environment is solved when an agent has an average reward > 195 for the past

100 episodes, after which training is stopped. Results are averaged over 10 agents

each, where each agent consists of 5 layers of the circuit architecture depicted in

Figure 5.1.
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(see Chapter 8 for a detailed list of hyperparameter settings). Otherwise, we only
vary the hyperparameters of the enhancements we want to study. The average
performance of ten randomly initialized agents for each configuration is presented
in Figure 5.4 and Figure 5.5. Once an agent solves the environment, we stop
training and in the figures show the last encountered score for each agent in the
averages (i.e., to form averages over equal lengths of episodes, we assume that each
agent continues scoring the same value as it did in its last interaction with the

environment).

Figure 5.4 a) and b) show the effects of varying data encoding strategies. While both
data re-uploading and trainable weights on the input values alone do not produce
agents that solve the environment in up to 5000 episodes for both the best and
sub-optimal set of hyperparameters, combining both of these enhancements yields
agents that solve Cart Pole in 3000 and 600 episodes at most on average, respectively.
The fact that agents with trainable input weights and data re-uploading perform
much better than those without, emphasizes the importance of matching the PQC’s
expressivity to the learning task at hand, as described in [169]. In Figure 5.5 a)
and b), we compare agents with varying output ranges. Again, the green curves
represent agents that are enhanced with a trainable weight corresponding to each
Q-value that lets them flexibly adjust their output range during training, and
these agents succeed with both sets of the remaining hyperparameters. The purple
curves show agents with a fixed range of outputs of [0, 1], all of which stay at an
extremely low score during all 5000 episodes, as they fail to fit a good Q-function
approximation regardless of hyperparameters. The yellow curves show agents with
a fixed output range of maximally 90, which is motivated by the range of optimal
Q-values. These agents also solve the environment on average, however, they are
much more sensitive to parameter initialization and the remaining hyperparameters
than agents with a trainable output range. The low final value of the yellow agents
in Figure 5.5 a) is due to their last interaction with the environment achieving a

relatively low score on average.

As described above, the magnitude of Q-values crucially depends on the agent’s
ability to balance the pole in each episode, and as a general trend it will increase
over the course of training for agents that perform well. How large the final Q-values
of a solving agent are therefore also depends on the number of episodes it requires
until convergence, so a range which is upper bounded by 90 presumes agents that

converge relatively quickly. Considering the range of final Q-values of agents in
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Figure 5.5: Comparison of different readout strategies of the same agents as in

Figure 5.4 with the optimal and one sub-optimal set of hyperparameters.
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the green curves, they can become as high as approximately 176 for agents that
converge late. However, as we see for agents with a fixed output range of [0, 180]
(magenta curves), increasing the range to accommodate agents that converge later

can lead to complete failure depending on the remaining hyperparameters.

5.3.2.2 Comparison to the classical DQN algorithm

In addition to investigating the effects of varying data encoding and readout
strategies, we compare the performance of our PQC model to that of the standard
DQN algorithm that uses a NN as a function approximator. We do this for varying
numbers of parameters for both the PQC and NN, and study how performance
changes as the number of parameters increases. Note that because environments are
strictly defined with a fixed number of input state variables, we cannot change the
number of qubits arbitrarily for a certain environment. Studying varying system
sizes in terms of qubits requires either artificially adjusting the data encoding
to fit a certain number of qubits, or studying completely different environments
all together. Therefore we focus on studying different model sizes in terms of
number of parameters here. Additionally, the standard approach to increase model
performance in supervised and unsupervised learning in the classical and quantum
literature alike is often to add more parameters. However, it has been shown
that this strategy does often not lead to success in classical deep RL due to the
instability of training larger networks [220]. Instead, it is much more important
to find good settings of hyperparameters (including the random initialization of
model parameters), and it is preferable to use models which are less sensitive to

changes in these settings.

To study whether this effect is also present when the function approximator is
a PQC, we compare agents with up to 30 layers of the hardware efficient ansatz
depicted in Figure 5.1. All agents use the enhancements which have shown to yield
good performance in Figure 5.4 and Figure 5.5, namely data re-uploading and
trainable input and output weights. The other hyperparameters that yield to the
best performance for each depth are found through an extensive hyperparameter
search and include the three different learning rates (Q-network, input and output
weights), batch size, and update frequency of the Q-network and target network
(see Chapter 8 for detailed settings). Figure 5.6 a) shows the average performance
over 10 quantum agents of each configuration. We indeed observe that increasing

the number of parameters is only efficient up to a certain point, after which
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Figure 5.6: Comparison of classical and quantum agents with varying numbers of
parameters in the Cart Pole environment. Each sub-figure contains results averaged
over ten agents, and the vertical dashed line marks the average number of episodes
until solving the environment. We performed a hyperparameter optimization for
each parameter configuration separately, and show the best setting for each. (See

Chapter 8 for all settings and a list of hyperparameters that were searched over.)
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additional layers lead to slower convergence. The best-performing configuration on
average is a PQC with 25 layers and 302 parameters, which takes 500 episodes on

average to solve the Cart Pole environment.

To investigate the performance of the classical DQN algorithm which uses a NN as
the function approximator, we compare NNs with two hidden layers with varying
numbers of units. As simply increasing the depth of the NNs has not been beneficial
in a RL setting, it has been proposed to use shallow networks with increased width
instead [220]. Therefore we keep the depth of our NNs fixed at two, and vary the
width by changing the number of units in each hidden layer. This configuration is
also inspired by well-performing agents on the official OpenAi Gym leaderboard
[226].! We make the same observation for the NNs in Figure 5.6 b) as we did for
the PQCs — increasing the number of parameters does not necessarily improve
performance. The best-performing NN is one with 20 units in each of its hidden
layers, which yields a network with 562 parameters overall that solves the Cart Pole
environment in 250 episodes on average. Comparing the configurations of PQC
and NN that perform best on average, the best NN configuration takes roughly
half as many episodes on average to solve Cart Pole than the best PQC, and does
this with roughly twice as many parameters. Notably, the PQCs seem to suffer
more from an instability during training as the number of parameters is increased
than the NNs do. We also show a comparison of the best individual (not averaged)
PQC and NN agents in Figure 5.7. Here, the gap is relatively small: the best PQC
(5 layers, 62 parameters) takes 206 episodes to solve Cart Pole, while the best NN
(2 hidden layers with 30 units each, 1142 parameters) takes 186 episodes.

Finally, we note that unlike for the Frozen Lake environment, it is not straightfor-
ward to compute optimal Q-values for Cart Pole as its state space is continuous. A
trained model that is known to implement the optimal policy (i.e., correct ordering
of Q-values for all (s, a)-pairs) could be used as a baseline to compare other models
to, but the magnitudes of Q-values can highly vary even among agents that solve
the environment so this comparison will not provide much insight, which is why
we refrain from including it here. Nonetheless, we provide a visualization of the
Q-values learned by one of our best-performing quantum models in Chapter 8. We
observe that these Q-values have a maximum value close to what we expected

from an optimal agent (i.e., 86).

However, we note that it is hard to find reliable benchmarks on the Cart Pole environment in
classical literature, as it was already too small to be considered in state-of-the-art deep learning
when the DQN algorithm was introduced in [119].
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Figure 5.7: Best PQC and NN from the configurations we study in Figure 5.6. The
best PQC (orange, 5 layers, 62 parameters) takes 20 episodes longer to solve Cart
Pole than the best NN (blue, two hidden layers with 30 units each, 1142 parameters).

5.4 Conclusion

In this chapter, we have proposed a quantum model for deep Q-learning which
can encode states of environments with discrete and continuous state spaces. We
have illustrated the importance of picking the observables of a quantum model
such that it can represent the range of optimal Q-values that this algorithm
should learn to approximate. One crucial difference between PQCs and classical
methods based on NNs, namely the former’s restricted range of output values
defined by its measurement operators, was identified as a major impediment to
successfully perform Q-learning in certain types of environments. Based on the
range of optimal Q-values, we illustrate how an informed choice can be made for
the quantum model’s observables. We also introduce trainable weights on the
observables of our model to achieve a flexible range of output values as given
by a NN and empirically show the benefit of this strategy on the Cart Pole
environment by performing ablation studies. Our results show that a trainable
output range can lead to better performance as well as lower sensitivity to the
choice of hyperparameters and random initialization of parameters of the model.
We also perform ablation studies on a number of data encoding techniques which

enhance the expressivity of PQCs, namely data re-uploading [168] and trainable
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weights on the input [168, 150]. We show the benefit of combining both approaches
in the Cart Pole environment, where any of the two encoding strategies on its
own does not suffice to reliably solve the environment. Our results illustrate the
importance of architectural choices for QML models, especially for a RL algorithm
as Q-learning that has very specific demands on the range of output values the

model can produce.

Additionally, we investigated whether recent results in classical deep Q-learning also
hold for PQC-based Q-learning, namely that increasing the number of parameters
in a model might lead to lower performance due to instability in training. To
evaluate the performance of our model compared to the classical approach where
the same DQN algorithm is used with a NN as the Q-function approximator,
we study the performance of a number of classical and quantum models with
increasing numbers of parameters. Our results confirm that PQC-based agents
behave similarly to their NN counterparts as the number of parameters increases.
Performance only increases up to a certain point and then declines afterward. We
find that in both cases, the hyperparameter settings (and in case of the PQC
data encoding and readout strategies) are the determining factors for a model’s
success much more than the number of parameters. This is in contrast to previous
results for training PQCs on supervised and unsupervised learning tasks, where
additional layers are likely to increase performance [213, 212, 139]. The effect that
an increased number of parameters hampers performance in Q-learning also seems
to be more prominent in PQCs than in NNs, which raises the question whether we
need additional mechanisms to increase learning stability in this setting than the

ones from classical literature.

In addition to our numerical studies, we also investigated whether a recent proof
of quantum advantage for policy gradient RL agents [150] implies a separation
of classical and quantum Q-learning agents as well. We show how optimal Q-
values for state-action pairs can be efficiently computed given access to an optimal
policy in the SL-DLP family of environments from [150]. We explain additional
requirements on the structure of states in a given environment that need to be
fulfilled to allow efficiently inferring optimal Q-values from optimal policies in more
general environments. However, the separation results in [150] only guarantee
that quantum learners can be constructed in general, and not that the optimal
policy can be learned by policy gradient methods directly. It is an interesting open

question if a separation between classical and quantum agents can also be proven
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for learning algorithms that use policy gradient or Q-value updates as shown
in Equation (3.19). This opens up the path to future investigations of possible

quantum advantages of these types of quantum agents in relevant settings.
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CHAPTER

Equivariant quantum circuits for learning on

weighted graphs

In Chapter 5, we described that the three key architectural choices one has to
make for a variational QML model are i) the data encoding technique, ii) the
circuit ansatz, and iii) the observable to measure. In that chapter, we have focused
on how to encode data and pick suitable observables for a variational Q-learning
algorithm. In this chapter, we turn to the question of how to design ansatzes that

are tailored to a specific learning problem.

It is known that the right choice of ansatz is of key importance for the performance
of these models. Much work has been dedicated to understand how circuits have to
be structured to address problems in optimization [59, 227] or chemistry [71, 228].
For QML however, it is largely unknown which type of ansatz should be used for a
given type of data. In absence of an informed choice, general architectures as the
hardware-efficient ansatz [170] are often used [120]. It is known that ansatzes with
randomly selected structure scale badly as the width and depth of the circuit grows,
most prominently because of the barren plateau phenomenon [229, 52, 47] where the
gradients of a PQC vanish exponentially as the system size grows and thus render
training impossible, as we have described in detail in Section 2.2.1.2. This situation
can be compared to the early days of NNs, where fully connected feedforward NNs
were the standard architecture. These types of NNs also suffer from trainability
issues that prevent their large-scale usage [230]. Recent breakthroughs in deep
learning were in part possible because more efficient architectures that are directly
motivated by the training data structure have been developed [29, 30, 231]. In
fact, a whole field that studies the mathematical properties of successful NN

architectures has emerged in the past decade, known as geometric deep learning.
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Figure 6.1: Depiction of two functions that respect important symmetries of
graphs: a) The permutation equivariant function will yield the same output values
for each graph permutation, but reordered according to the reordering of nodes.
The above example shows a simple function that takes node features as an input
and multiplies them with a constant. b) An invariant function will yield the same
output, regardless of the permutation. The above example shows a simple function
that takes node features as input and computes their sum. Which type of symmetry

is preferable depends on the task at hand.

This field studies the properties of common NN architectures, like convolutional
NNs or graph NNs, through the lens of group theory and geometry and provides an
understanding of why these structured types of models are the main drivers of recent
advances in deep learning. The success of these models can largely be attributed to
the fact that they preserve certain symmetries that are present in the training data.
Graph NN, for example, take graph-structured data as input and their layers are
designed such that they respect one of two important graph symmetries: invariance
or equivariance under permutation of vertices [232], as depicted in Figure 6.1.
Graph-structured data is ubiquitous in real-world problems, for example to predict
properties of molecules [30] or to solve combinatorial optimization problems [108].
Even images can be viewed as special types of graphs, namely those defined on a
lattice with nearest-neighbor connections. This makes graph NNs applicable in
a multitude of contexts, and motivated a number of works that study quantum
versions of these models [149, 233, 234, 172]. However, the key questions of how to
design symmetry-preserving ansatzes motivated by a concrete input data structure
and how these ansatzes perform compared to those that are structurally unrelated

to the given learning problem remain open.
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In this work, we address these open questions by introducing a symmetry-preserving
ansatz for learning problems where the training data is given in form of weighted
graphs, and study its performance both numerically and analytically. To do this,
we extend the family of ansatzes from [172] to incorporate weighted edges of
the input graphs and prove that the resulting ansatz is equivariant under node
permutations. To evaluate this ansatz on a complex learning task where preserving
a given symmetry can yield a significant performance advantage, we apply it in a
domain where classical graph NNs have been used extensively: neural combinatorial
optimization (NCO) [108]. In this setting, a model is trained to solve instances of a
combinatorial optimization problem. Namely, we train our proposed ansatz to find
approximate solutions to the Traveling Salesperson Problem (TSP). We numerically
compare our ansatz to three non-equivariant ansatzes on instances with up to 20
cities (20 qubits), and show that the more the equivariance property of the ansatz
is broken, the worse performance becomes and that a simple hardware-efficient
ansatz completely fails on this learning task. Additionally, we analytically study
the expressivity of our model at depth one, and show under which conditions there
exists a parameter setting for any given TSP instance of arbitrary size for our
ansatz that produces the optimal tour with the learning scheme that is applied in

this work.

The neural combinatorial optimization approach presented in this work also pro-
vides an alternative method to employ near-term quantum computers to tackle
combinatorial optimization problems. As problem instances are directly encoded
into the circuit in form of graphs without the need to specify a cost Hamiltonian,
this approach is even more frugal than that of the quantum approximate optimiza-
tion algorithm (QAOA) [59] in terms of the requirement on the number of qubits
and connectivity in cases where the problem encoding is non-trivial. For the TSP

2 variables where n is the

specifically, standard Hamiltonian encodings require n
number of cities (or nlog(n) variables at the cost of increased circuit depth) [235],
whereas our approach requires only n qubits and two-body interactions. We do
note that the theoretical underpinnings and expected guarantees of performance
of our method are very different and less rigorous than those of the QAOA, so the
two are hard to compare directly. However, we establish a theoretical connection
to the QAOA based on the structure of our ansatz, and in addition numerically
compare QAOA performance on TSP instances with 5 cities to the performance of
the proposed neural combinatorial optimization approach. We find that our ansatz

at depth one outperforms the QAOA even at depth up to three. From a pragmatic
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point of view, linear scaling in qubit numbers w.r.t. number of problem variables,
as opposed to e.g. quadratic scaling as in the case of the TSP, dramatically changes

the applicability of quantum algorithms in the near- to mid-term.

Our work illustrates the merit of using symmetry-preserving ansatzes for QML on
the example of graph-based learning, and underlines the notion that in order to
successfully apply variational quantum algorithms for ML tasks in the future, the
usage of ansatzes unrelated to the problem structure, which are popular in current
QML research, is limited as problem sizes grow. This work motivates further study
of “geometric quantum learning” in the vein of the classical field of geometric deep
learning, to establish more effective ansatzes for QML, as these are a prerequisite
to efficiently apply quantum models on any practically relevant learning task in

the near-term.

6.1 Geometric learning - quantum and classical

Learning approaches that utilize geometric properties of a given problem have lead
to major successes in the field of ML, such as AlphaFold for the complex task of
protein folding [30, 31] and have become an increasingly popular research field
over the past few years. Arguably, the prime example of a successful geometric
model is the convolutional NN (CNN), which has been developed at the end of the
20th century in an effort to enable efficient training of image recognition models
[104]. Since then, it has been shown that one of the main reasons that CNNs are so
effective is that they are translation invariant: if an object in a given input image is
shifted by some amount, the model will still “recognize” it as the same object and
thus effectively requires fewer training data [100]. While CNNs are the standard
architecture used for images, symmetry-preserving architectures have also been
developed for time-series data in the form of recurrent NNs [236], and for graph
data with GNNs [107]. GNNs have seen a surge of interest in the classical machine
learning community in the past decade [107, 232]. They are designed to process
data that is presented in graph form, like social networks [107], molecules [106],

images [237] or instances of combinatorial optimization problems [108].

The first attempt to implement a geometric learning model in the quantum realm
was made with the quantum convolutional NN in [55], where the authors introduce
a translation invariant architecture motivated by classical convolutional NNs.

Approaches to translate the GNN formalism to QNNs were taken in [149], where
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input graphs are represented in terms of a parametrized Hamiltonian, which is
then used to prepare the ansatz of a quantum model called a quantum graph neural
network (QGNN). While the approach in [149] yields promising results, this work
does not take symmetries of the input graph into account.! The authors of [233]
introduce the so-called quantum evolution kernel, where they devise a graph-based
kernel for a quantum kernel method for graph classification. Again, their ansatz is
based on alternating layers of Hamiltonians, where one Hamiltonian in each layer
encodes the problem graph, while a second parametrized Hamiltonian is trained
to solve a given problem. A proposal for a quantum graph convolutional NN was
made in [234], and the authors of [238] propose directly encoding the adjacency
matrix of a graph into a unitary to build a quantum circuit for graph convolutions.
While all of the above works introduce forms of structured QML models, none of
them study their properties explicitly from a geometric learning perspective or

relate their performance to unstructured ansatzes.

The authors of [172] take the step to introduce an equivariant model family for
graph data and generalize the QGNN picture to so-called equivariant quantum
graph circuits (EQGCs). EQGCs are a very broad class of ansatzes that respect the
connectivity of a given input graph. The authors of [172] also introduce a subclass
of EQGCs called equivariant quantum Hamiltonian graph circuits (EH-QGCs),
that includes the QGNNs by [149] as a special case. EH-QGCs are implemented in
terms of a Hamiltonian that is constructed based on the input graph structure, and
they are explicitly equivariant under permutation of vertices in the input graph.
The framework that the authors of [172] propose can be seen as a generalization
of the above proposals. Different from the above proposals, EQGCs use a post-
measurement classical layer that performs the functionality of an aggregation
function as those found in classical GNNs. In classical GNNs, the aggregation
function in each layer is responsible for aggregating node and edge information in
an equivariant or invariant manner. Popular aggregation functions are sums or
products, as they trivially fulfill the equivariance property. In the case of EQGCs,
there is no aggregation in the quantum circuit, and this step is offloaded to a
classical layer that takes as input the measurements of the PQC. Additionally, the
EQGC family is defined over unweighted graphs and only considers the adjacency
matrix of the underlying input graph to determine the connectivity of the qubits.
The authors of [172] also show that their EQGC outperforms a standard message

1However, in an independent work prepared at the time of writing this manuscript, one of
the authors of [149] shows that one of their proposed ansatzes is permutation invariant [173].
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passing neural network on a graph classification task, and thereby demonstrate a
first separation of quantum and classical models on a graph-based learning task.
A work on invariant quantum machine learning models was published by the
authors of [173]. They prove for a number of selected learning tasks whether an
invariant quantum machine learning model for specific types of symmetries exists.
Their work focuses on group invariance, and leaves proposals for NISQ-friendly

equivariant quantum models as an open question.

Our proposal is most closely related to EH-QGCs, but with a number of deviations.
First, our model is defined on weighted graphs and can therefore be used for
learning tasks that contain node as well as edge features. Second, the initial state
of our model is always the uniform superposition, which allows each layer in the
ansatz to perform graph feature aggregation via sums and products of node and
edge features, as discussed in Section 6.3. Third, we do not require a classical
post-processing layer, so our EQC model is purely quantum. Additionally, in
its simplest form as used in this work, the number of qubits in our model scales
linearly with the number of nodes in the input graph, while the depth of each layer
depends on the graph’s connectivity, and therefore it provides one answer to the

question of a NISQ-friendly equivariant quantum model posed by [173].

6.2 Neural combinatorial optimization with rein-

forcement learning

The idea behind NCO is to use a ML model to learn a heuristic for a given
optimization problem based on data. When combined with RL, this data manifests
in form of states of an environment, while the objective is defined in terms of
a reward function, as we described in Section 3.2. To do NCO in this setting,
the reward function is defined such that maximizing the expected return (see
Equation (3.16)) corresponds to finding the optimum of the given combinatorial
optimization problem. In this work, we use a Q-learning agent as introduced in
Section 5.1 as the learning model in this NCO scheme, and train it in an evironment

that is specified to solve instances of the TSP.
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6.2.1 Solving the Traveling Salesperson Problem with rein-
forcement learning

To evaluate the performance gains of an ansatz that respects certain symmetries
relevant to the problem at hand, we apply our model to a practically motivated
learning task on graphs. The TSP is a low-level abstraction of a problem commonly
encountered in mobility and logistics: given a list of locations, find the shortest
route that connects all of these locations without visiting any of them twice.
Formally, given a graph G(V, ) with vertices V and weighted edges £, the goal
is to find a permutation of the vertices such that the resulting tour length is
minimal, where a tour is a cycle that visits each vertex exactly once. A special
case of the TSP is the 2D Euclidean TSP, where each node is defined in terms
of its  and y coordinates in Euclidean space, and the edge weights are given
by the Euclidean distance between these points. In this work, we deal with the
symmetric Euclidean TSP on a complete graph, where the edges in the graph are
undirected. This reduces the number of possible tours from n! to @ However,
even in this reduced case the number of possible tours is already larger than 100k
for instances with a modest number of ten cities, and the TSP is a well-known

NP-hard problem.

To solve this problem with a RL approach, we follow the strategy introduced in
[239]. In this work, a classical GNN is used to solve a number of combinatorial
optimization problems on graphs. The authors show that this approach can
outperform dedicated approximation algorithms defined for the TSP, like the
Christofides algorithm, on instances of up to 300 cities. One episode of this learning
algorithm for the TSP can be seen in Figure 6.3, and a detailed description of the

learning task as implemented in our work is given in Section 6.4.1.

6.2.2 Solving the TSP with the QAOA

The quantum NCO scheme that we propose in this work poses an alternative to the
well known quantum approximate optimization algorithm (QAOA), and for this
reason we provide a comparison to this algorithm in addition to the comparison to
non-equivariant ansatzes. The QAOA is implemented as a PQC by a Trotterization
of Adiabatic Quantum Computation (AQC) [59]. In general, for AQC, we consider
a starting Hamiltonian Hy, for which both the formulation and the ground state

are well known, and a final Hamiltonian Hp, that encodes the combinatorial

96



6.2 Neural combinatorial optimization with reinforcement learning

optimization problem to be solved. The system is prepared in the ground state
of the Hamiltonian Hy and then it is evolved according to the time-dependent
Hamiltonian:

H(t) :== (1 —s(t))Hy + s(t)Hp,
where s(t) is a real function called annealing schedule that satisfies the boundary

conditions: s(0) = 0 and s(T') = 1, with T the duration of the evolution. To

implement this as a quantum circuit we use the following approximation:
T
eAtB ~ (eée%) 7 — 400, (6.1)

which is knwon as the Trotter-Suzuki formula. By using this formula to approximate

the evolution according to H(t) and by parameterizing time we obtain:

e~ BpHog—ivpHp  —if1Ho,—iv1Hp (6.2)

All of these matrices are unitary since the Hamiltonians in the argument of the
exponential are all Hermitian. We define a parameter p (integer known as the
depth, or level) of QAOA which has the same role as r in Equation (6.1). Increasing
the depth p adds additional layers to the QAOA circuit, and thus more closely
approximates the H(t) [59].

In QAOA, all qubits are initialized to |+)®", which is the ground state of Hy =
> ot Alternating layers of H, and Hy are added to the circuit (p times),
parameterized by v and 8 as defined in Equation (6.2). The values of v and
are found by minimizing the expectation value of H,,, and thus approximate the
optimal solution to the original combinatorial optimization problem. When using
QAOA, we do not solve the TSP directly, but a QUBO representation of this

problem. This representation is well-known, and can be found in [235]:
N 2
Eij
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t=1

i€V (i,5) g€ t=1

Here, €; ; are the distances between two nodes 7,5 € V and W := max; jyee €i,j-
The variables x,,; are binary decision variables denoting whether node v is visited
at step t. We optimize the S and = parameters for p = 1 by performing a
uniform random search over the space [0, 27]?, and selecting the best configuration

found.
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6.3 Equivariant quantum circuit

In this section, we formally introduce the structure of our equivariant quantum
circuit (EQC) for learning tasks on weighted graphs that we use in this work.
Examples of graph-structured data that can be used as input in this type of
learning task are images [231], social networks [240] or molecules [30]. In general,
when learning based on graph data, there are two sets of features: node features
and edge features. Depending on the specific learning task, it might be enough to
use only one set of these features as input data, and the specific implementation of
the circuit will change accordingly. As mentioned above, an example of an ansatz
for cases where encoding node features suffices is the family of ansatzes introduced
in [172]. In our case, we use both node and edge features to solve TSP instances.
In case of the nodes, we encode whether a node (city) is already present in the
partial tour at time step ¢ to inform the node selection process described later
in Definition 6.2. For the edges, we simply encode the edge weights of the graph
as these correspond to the distances between nodes in the TSP instance’s graph.
In this work, we use one qubit per node in the graph, but in general multiple
qubits per node are also possible. We discuss the details of this in 77. We now
proceed to define the ansatz in terms of encoding node information in form of «
(see Definition 6.1) and edge information in terms of the weighted graph edges
€i5 € €. For didactic reasons we relate the node and edge features to the concrete
learning task that we seek to solve in this work, however, we note that this encoding
scheme is applicable in the context of other learning tasks on weighted graphs as

well.

6.3.1 Ansatz structure and equivariance

Given a graph G(V, ) with node features v and weighted edges £, and trainable

parameters 3, € RP, our ansatz at depth p is of the following form

|gaaa/8?7>p = UN(aaﬁp)UG(gafyp) UN(a761)UG(8771) ‘8> ) (63)

where |s) is the uniform superposition of bitstrings of length n,
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Un (e, B;) with Rx(0) = e~15X s defined as

Un(a, 8j) = Q) Rx(v - B;), (6.5)
=1
and Ug(€,7;) is
Uc(&,7;) = exp(—iv;Hg) (6.6)

with Hg =3 2; ;yee eijagi)agj) and £ are the edges of graph G weighted by €;;. A
5-qubit example of this ansatz can be seen in Figure 6.2.

For p =1, we have

|€7aaﬁa’7>1 = UN(aaﬁ)UG(577) |S>

1
==
Z COSM—lm-- —isin% — --~—isinanﬁ
2 2 2

ze{0,1}m

weighted bitflip terms

. i
- exp Z diag(Z; Z;) |y - —i 55 lz), (6.7)
(i,9)€E

edge weights

where diag(Z;Z;)|s) = £1 is the entry in the matrix corresponding to each Z;Z;
term, eg., [[1® - - ®Z; @, ®---® Z; ®---® I, corresponding to the basis state
|z). (E.g., the first term on the diagonal corresponds to the all-zero state, and
so on.) We see that the first group of terms, denoted weighted bitflip terms, is a
sum over products of terms that encode the node features. In other words, in the
one-qubit case we get a sum over sine and cosine terms, in the two-qubit case we
get a sum over products of pairs of sine and cosine terms, and so on. The terms in
the second part of the equation denoted edge weights is the exponential of a sum
over edge weight terms. As we start in the uniform superposition, each basis state’s
amplitude depends on all node and edge features, but with different signs and
therefore different terms interfering constructively and destructively for every basis
state. This can be regarded as a quantum version of the aggregation functions used
in classical graph NNs, where the k-th layer of a NN aggregates information over
the k-local neighborhood of the graph in a permutation equivariant way [100]. In
a similar fashion, the terms in Equation (6.7) aggregate node and edge information

and become more complex with each additional layer in the PQC.
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)
)
+)— U&r) H Ufap) — - — o [~
)
)

one layer

Figure 6.2: EQC used in this work. Each layer consists of two parts: the first part
Ug encodes edge features, while the second part Uy encodes node features. Each of

the two parts is parametrized by one parameter f;,~y;, respectively.

The reader may already have observed that this ansatz is closely related to an ansatz
that is well-known in quantum optimization: that of the quantum approximate
optimization algorithm [59]. Indeed, our ansatz can be seen as a special case of
the QAOA, where instead of using a cost Hamiltonian to encode the problem, we
directly encode instances of graphs and apply the “mixer terms" in Equation (6.5)
only to nodes not yet in the partial tour. This correspondence will later let us
use known results for QAOA-type ansatzes at depth one [241] to derive exact
analytical forms of the expectation values of our ansatz, and use these to study its

expressivity.

As our focus is on implementing an ansatz that respects a symmetry that is
useful in graph learning tasks, namely an equivariance under permutation of
vertices of the input graph, we now show that each part of our ansatz respects this

symimetry.

Theorem 6.1 (Permutation equivariance of the ansatz). Let the ansatz of depth p
be of the type as defined in Equation (6.3) with initial state |+)®"
B, € RP, that represents an instance of a graph G with nodes V and the list of edges

and parameters

& with corresponding edge weights ;5, and node features o € R™ with n = |V|. Let
o be a permutation of the vertices in V, P, € B"*" the corresponding permutation
]B2’IL><2’VL

matriz that acts on the weighted adjacency matriz A of G, and P, € a

matriz that maps the tensor product |v1) @ |va) ® --+ @ |v,) with |v;) € C? to
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’Uﬁa(1)> ® ’vﬁg(2)> R ® |vﬁg(n)>. Then, the following relation holds,
|5A7a7ﬂa7>p :pa ’g(PEAPg)anaala77>pa (68>

where £y denotes a specific permutation of the adjacency matriz A of the given

graph. We call an ansatz that satisfies this property permutation equivariant.

Proof of Theorem 6.1. We want to prove that our ansatz is equivariant under

permutations of the nodes of the input graph G(V,€),

‘g(PgAPg)7PZa7B7’Y>p :—150'|€A7a767’7>p' (69)

For this, we have to prove that the unitaries that are used to construct the full

circuit are permutation equivariant, i.e.,

PyUg(Ea,m) Pl = Ua(Eprap,) ) (6.10)

and
P,Un(a, B) P} = Un(Pla, By). (6.11)

We begin with the edge-encoding unitary Ug:

P,Ug(Ea, )Pl = P,e~"He pi (6.12)
= e P o Py (6.13)
_ S (6.14)
= UG(‘S(P(,TAP,,)a'Yl)v (6.15)

—iUHgU'

where line (6.13) holds because for any unitary U we have Ue™*#9UT = e ,
and line (6.14) holds because Hg = ) _.c €i;Z;Z; is defined completely through
the adjacency matrix and the edge weights of the input graph G, and P, and P,

are defined through permutations ¢ on the nodes of G. Similarly, we get

P,Un (. 1) P} = g@RX (evi, Bi) P (6.16)

_p 2 i 5t

=P, ®exp (—@2X) P! (6.17)
pd Qo101

- @ew <_12 X) (6.18)

= Un(F; e, ). (6.19)

101



6.3 Equivariant quantum circuit

As each of the unitaries in the circuit is equivariant under permutations of the
graph nodes, and the initial state is trivially permutation invariant |4+) = Py |+),

we arrive at Equation (6.9). O

As mentioned before, our ansatz is closely related to those in [172], and the authors
of this work prove permutation equivariance of unitaries that are defined in terms
of unweighted adjacency matrices of graphs. In order to prove equivariance of our
circuit, we have to generalize their result to the case where a weighted graph is
encoded in the form of a Hamiltonian, and parametrized by a set of free parameters
as described in Equation (6.3). In the non-parametrized case this is trivial, as
edge weights and node features are directly permuted as a consequence of the
permutation of the graph. When introducing parameters to the node and edge
features, however, we have to make sure that the parameters themselves preserve
equivariance, as the parameters are not tied to the adjacency matrix but to the
circuit itself. To guarantee this, we make the parametrization itself permutation
invariant by assigning one node and edge parameter per layer, respectively, and
this makes us arrive at the QAOA-type parametrization shown in Equation (6.3).
Another difference of our proof to that in [172] is that we consider a complete
circuit including its initial state, instead of only guaranteeing that the unitaries

that act on the initial state are permutation equivariant.

The above definition and proof are given in terms of a learning problem where we
map one vertex to one qubit directly. However, settings where we require more
than one qubit to encode node information are easily possible with this type of
architecture as well. In order to preserve equivariance of our ansatz construction,
three conditions have to hold: i) the initial state of the circuit has to be permutation
invariant or equivariant, ii) the two-qubit gates used to encode edge weights have
to commute, iii) the parametrization of the gates has to be permutation invariant.
In the case where each vertex or edge is represented with more than just one gate
per layer, one has freedom on how to do this as long as the above i)-iii) still hold. A
simple example is when each vertex is represented by m qubits: i) the initial state
remains to be the uniform superposition, ii) the topology of the two-qubit gates
that represent edges has to be changed according to the addition of the new qubits,
but ZZ-gates can still be used to encode the information, iii) the parametrization

is the same as in the one-qubit-per-vertex case.
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6.3.2 Trainability of ansatz

Our goal in this work is to introduce a problem-tailored ansatz for a specific data
type that provides trainability advantages compared to unstructured ansatzes. One
important question that arises in this context is that of barren plateaus, where
the variance of derivatives for random circuits vanishes exponentially with the
system size [229]. This effect poses challenges for scaling up circuit architectures
like the hardware-efficient ansatz [170], as even at a modest number of qubits and
layers a quantum model like this can become untrainable [44, 47, 52]. Therefore it
is important to address the presence of barren plateaus when introducing a new
ansatz. In a recent work [57], it has been proven that barren plateaus are not
present in circuits that are equivariant under the symmetric group 5, , namely
the group of permutations on n elements, in this case all permutations over the
qubits. While our circuit is also permutation equivariant, we define permutations
based on the input graphs and not the qubits themselves, so our approach differs
from the equivariant quantum neural networks in [57] as a) the incorporation of
edge weights into the unitaries prevents the unitaries from commuting with all
possible permutations of qubits, and b) multiple qubits can potentially correspond
to one vertex. While permutation equivariance poses some restrictions on the
expressibility of the ansatz and one would expect a better scaling of gradients
than in, e.g., hardware-efficient types of circuits, the results of [57] do not directly

translate to our work for the above reasons.

To get additional insight, one can also turn to results on barren plateaus related
to QAOA-type circuits, due to the structural similarity that our ansatz has to
them. The authors of [242] investigate the scaling of the variance of gradients of
two related types of ansatzes. They characterize ansatzes given by the following
two Hamiltonians: the transverse field Ising model (TFIM),

nf n

Hypivm = Z ZiZit1 + hy Z X, (6.20)
i=1 i=1
where ny =n — 1 (ny = n) for open (periodic) boundary conditions, and a spin
glass (SG),
Hgq = ZhZZlJrJUZZZJ +ZXZ, (621)
i<j i=1
with h;, J;; drawn from a Gaussian distribution. Based on the generators of those

two ansatzes, the authors of [242] show that an ansatz that consists of layers given

103
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by the TFIM Hamiltonian has a favorable scaling of gradients. An ansatz that
consists of layers given by Hgg, on the other hand, does not. Considering the
results for the two above Hamiltonians, one can expect that whether our ansatz
exhibits barren plateaus will strongly depend on the encoded graphs, i.e., the
connectivity, edge weights and node features. Which types of graphs lead to a
favorable scaling of gradients, and for what learning tasks our ansatz exhibits good
performance at a number of layers polynomial in the input size, is an interesting

question that we leave for future work.

Additionally to barren plateaus that are a result of the randomness of the circuit,
there is a type of barren plateau that is caused by hardware noise, called noise-
induced barren plateaus (NIBPs) [49]. This problem can not be directly mitigated
by the choice of circuit architecture, as eventually all circuit architectures are
affected by hardware noise, especially when they become deeper. We do not expect
that our circuit is resilient to NIBPs, however, the numerical results in Section 6.5
show that the EQC already performs well with only one layer for the environment
we study in this work as we scale up the problem size. This provides hope that,
at least in terms of circuit depth, the EQC will scale favorably in the number of
layers as the number of qubits in the circuit is increased, and therefore the effect
of NIBPs will be less severe than for other circuit architectures with the same

number of qubits.

Another important question for the training of ML models is that of data efficiency,
i.e., how many training data points are required to achieve a low generalization
error. Indeed, one of the key motivating factors behind the design of geometric
models that preserve symmetries in the training data is to reduce the size of the
training data set. In the classical literature, it was shown that geometric models
require fewer training data and as a result often fewer parameters as models that
do not preserve said symmetries [243]. Recent work showed that this is also true for
Sp-equivariant quantum models [57], where the authors give an improved bound
on the generalization error compared to the bounds that were previously shown to
exist for general classes of PQCs [244]. However, the results from [57] do again
not directly translate to our approach as stated in the context of barren plateaus

above.
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6.4 Quantum neural combinatorial optimization
with the EQC

Combinatorial optimization problems are ubiquitous, be it in transportation and
logistics, electronics, or scheduling tasks. These types of problems have also
been studied in computer science and mathematics for decades. Many interesting
combinatorial optimization problems that are relevant in industry today are NP-
hard, so that no general efficient solution is expected to exist. For this reason,
heuristics have gained much popularity, as they often provide high-quality solutions
to real-world instances of many NP-hard problems. However, good heuristics
require domain expertise in their design and they have to be defined on a per-
problem basis. To circumvent hand-crafting heuristic algorithms, machine learning
approaches for solving combinatorial optimization problems have been studied.
One line of research in this area investigates using NNs to learn algorithms for
solving combinatorial optimization problems [108, 245], which is known as NCO.
Here, NNs learn to solve combinatorial optimization problems based on data,
and can then be used to find approximate solutions to arbitrary instances of the
same problem. First approaches in this direction used supervised learning to find
approximate solutions based on NN techniques from natural language processing
[246]. A downside of the supervised approach is that it requires access to a large
amount of training data in form of solved instances of the given problem, which
requires solving many NP-hard instances of the problem to completion. At large
problem sizes, this is a serious impediment for the practicability of this method.
For this reason, RL was introduced as a technique to train these heuristics. These
RL-based approaches have been shown to successfully solve even instances of
significant size in problems with a geometric structure like the convex hull problem
[239], chip placement [247] or the vehicle routing problem [248]. To implement
NCO in this work we use Q-learning as described in Section 3.2 and Section 5.1
following [239].

In this section, we formally define the NCO task that we address in this work, and
the specific setup of the EQC and its observables. We show that each component
of the QNCO scheme is equivariant under permutation of the vertices, and then

analytically study the expressivity of our ansatz at depth one.
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6.4.1 Formal definition of learning task and figures of merit

Our goal is to use the ansatz described in Section 6.3 to train a model that, once
trained, implements a heuristic to produce tours for previously unseen instances of
the TSP. The TSP consists of finding a permutation of a set of cities such that
the resulting length of a tour visiting each city in this sequence is minimal. The
heuristic takes as input an instance of the TSP problem in form of a weighted
2D Euclidean graph G(V, £) with n = |V| vertices representing the cities and edge
weights e;; = d(v;,v;), where d(v;,v;) is the Euclidean distance between nodes
v; and v;. Specifically, we are dealing with the symmetric TSP, where the edges
in the graph are undirected. Given G, the algorithm constructs a tour in n — 2
steps. Starting from a given (fixed) node in the proposed tour T;—;, in each step ¢
of the tour selection process the algorithm proposes the next node (city) in the
tour. Once the second-before-last node has been added to the tour, the last one is
also directly added, hence the tour selection process requires n — 2 steps. This can
also be viewed as the process of successively marking nodes in a graph as they are
added to a tour. In order to refer to versions of the input graph at different time
steps where the nodes that are already present in the tour are marked, we now

define the annotated graph.
Definition 6.1 (Annotated graph). For a graph G(V, &), we call G(V, E,a) the

annotated graph at time step t. The vector o € {0, 7}™ specifies which nodes are

already in the tour T (agt) = 0) and which nodes are still available for selection
(@) =)

In each time step of an episode in the algorithm, the model is given an annotated
graph as input. Based on the annotated graph, the model should select the next
node to add to the partial tour T; at step t. The annotation can be used to
partition the nodes V into the set of available nodes V, = {Ui|042(»t) = 7} and the
set of unavailable nodes V,, = {vi|az(-t) = 0}. The node selection process can now

be defined as follows.

Definition 6.2 (Node selection). Given an annotated graph G(V,E,a®), the node
selection process consist of selecting nodes in a tour in a step-wise fashion. To add
a node to the partial tour T;, the next node is selected from the set of available

nodes V,. The unavailable nodes V,, are ignored in this process.

After n — 2 steps, the model has produced a tour 7;,. A depiction of this process

can be found in Figure 6.3. To assess the quality of the generated tour, we compare
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one episode

n-2 times
[0)
[0)4
[0 EQC oo 000
[0}
[0)+
input: graph state agent action output: tour

Figure 6.3: An illustration of one episode in the TSP environment. The agent
receives a graph instance as input, where the first node is already added to the
proposed tour (marked red), which can always be done without loss of generality. In
each time step, the agent proposes which node should be added to the tour next.

After the second-to-last node has been selected, the agent returns a proposed tour.

the tour length ¢(T},) to the length of the optimal tour ¢(7T™*), where

o)=Y e (6.22)

{i.j}€ér
is the sum of edge weights (distances) for all edges between the nodes in the
tour, with &0 C £. We measure the quality of the generated tour in form of the

approximation ratio
o(Ty)
c(T*)’

In order to perform Q-learning we need to define a reward function that provides

(6.23)

feedback to the RL agent on the quality of its proposed tour. The rewards in this
environment are defined by the difference in overall length of the partial tour T} at

time step ¢, and upon addition of a given node v; at time step t + 1:
T(Tt,vl) = _C(T(t+1,'ul)) + C(Tt)- (6-24)

Note that we use the negative of the cost as a reward, as a Q-learning agent will

always select the action that leads to the maximum expected reward.
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The learning process is defined in terms of a DQN algorithm, where the Q-function
approximator is implemented in form of a PQC (which is described in detail in
Section 6.3). Here, we define the TSP in terms of an RL environment, where the
set of states S = {G;(V,E,a®) fori=1,...,|X| and t = 1,...,n — 1} consists of
all possible annotated graphs (i.e., all possible configurations of values of a®)) for
each instance ¢ in the training set X'. This means that the number of states in this
environment is |S| = 2"7!|X|. The action that the agent is required to perform
is selecting the next node in each step of the node selection process described in
Definition 6.2, so the action space A consists of a set of indices for all but the
first node in each instance (as we always start from the first node in terms of

the list of nodes we are presented with for each graph, so agt) =0, Vt), and

Al =n—1.

The Q-function approximator gets as input an annotated graph, and returns as
output the index of the node that should next be added to the tour. Which index
this is, is decided in terms of measuring an observable corresponding to each of the
available nodes V,. Depending on the last node added to the partial tour, denoted

as v¢_1, the observable for each available node v; is defined as
Ov, = €v, 1,020, 1 %0 (6.25)

weighted by the edge weight €,, , .,, and the Q-value corresponding to each action

is

QG(V.£,a0),u) = (£,a1,8,9] Oy |80, 8,7) . (6.26)
p p

where the exact form of |€, a® 3, 'y>p is described in Section 6.3. The node that
is added to the tour next is the one with the highest Q-value,

argmame(gi(V,S,a(t))ml). (6.27)

All unavailable nodes v; € V,, are not included in the node selection process, so we

manually set their Q-values to a large negative number to exclude them, e.g.,
QG:(V,E,aM), v;) = —10000 ¥ v; € V.

We also define a stopping criterion for our algorithm, which corresponds to the agent

solving the TSP environment for a given instance size. As we aim at comparing

the results of our algorithm to optimal solutions in this work, we have access to a

labeled set of instances and define our stopping criterion based on these. However,
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note that the optimal solutions are not required for training, as a stopping criterion
can also be defined in terms of number of episodes or other figures of merit that
are not related to the optimal solution. In this work, the environment is considered
as solved and training is stopped when the average approximation ratio of the past
100 iterations is < 1.05, where an approximation ratio of 1 means that the agent
returns the optimal solution for the instances it was presented with in the past 100
episodes. We do not set the stopping criterion at optimality for two reasons: i) it is
unlikely that the algorithm finds a parameter setting that universally produces the
optimal tour for all training instances, and ii) we want to avoid overfitting on the
training data set. If the agent does not fulfill the stopping criterion, the algorithm
will run until a predefined number of episodes is reached. In our numerical results
shown in Section 6.5, however, most agents do not reach the stopping criterion
of having an average approximation ratio below 1.05, and run for the predefined
number of episodes instead. Our goal is to generate a model that is, once fully

trained, capable of solving previously unseen instances of the TSP.

6.4.2 Equivariance of algorithm components

We showed in Section 6.3.1 that our ansatz of arbitrary depth is permutation
equivariant. Now we proceed to show that the Q-values that are generated
from measurements of this PQC, and the tour generation process as described in
Section 6.4.1 are equivariant as well. While the equivariance of all components of an
algorithm is not a pre-requisite to harness the advantage gained by an equivariant
model, knowing which parts of our learning strategy fulfill this property provides
additional insight for studying the performance of our model later. As we show
that the whole node selection process is equivariant, we know that the algorithm
will always generate the same tour for every possible permutation of the input
graph for a fixed setting of parameters, given that the model underlying the tour
generation process is equivariant. This is not necessarily true for a non-equivariant
model, and simply by virtue of giving a permuted graph as input, the algorithm

can potentially return a different tour.

Theorem 6.2 (Equivariance of Q-values). Let Q(G(V,E,a),v) = Q(G,v;) be
a Q-value as defined in Equation (6.26), where we drop instance-specific sub-
and superscripts for brevity. Let o be a permutation of n = |V| elements, where

the [-th element corresponds to the I-th vertex v; and og be a permutation that
reorders the set of Q-values Q(G) = {Q(G,v1),...,Q(G,vn)} in correspondence
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to the reordering of the vertices by o. Then the Q-values Q(G) are permutation
equivariant,

Q(g) - JQQ(ga)a (628)
where G, is the permuted graph.

Proof. We know from Theorem 6.1 that the ansatz we use, and therefore the
expectation values (O,,), are permutation equivariant. The Q-values are defined
as Q(G,v) = €;;(O,,) (see Equation (6.26)) and therefore additionally depend on
the edge weights of the graph G. The edge weights are computed according to the
graph’s adjacency matrix, and re-ordered under a permutation of the vertices and

assigned to their corresponding permuted expectation values. O

As a second step, to show that all components of our algorithm are permutation
equivariant, it remains to show that the tours that our model produces as described

in Section 6.4.1 are also permutation equivariant.

Corollary 6.1 (Equivariance of tours). Let T(G, 3,7, vo) be a tour generated by a
permutation equivariant agent implemented with a PQC' as defined in Equation (6.3)
and Q-values as defined in Equation (6.26), for a fized set of parameters 3, and
a given start node vy, where a tour is a cycle over all vertices vy € V that contains
each vertex exactly once. Let o be a permutation of the vertices V, and or a
permutation that reorders the vertices in the tour accordingly. Then the output

tour is permutation equivariant,
T(g,ﬁ,’)’7vo) = O-TT(ngﬁ7’Y7UU(O))' (629)

Proof. We have shown in Theorem 6.2 that the Q-values of our model are permuta-
tion equivariant, meaning that a permutation of vertices results in a reordering of
Q-values to different indices. Action selection is done by vy41 = argmaXUQ(gft), v),
and the node at the index corresponding to the largest Q-value is chosen. To
generate a tour, the agent starts at a given node vy and sequentially selects the
following n — 1 vertices. Upon a permutation of the input graph, the tour now
starts at another node index v, (). Each step in the selection process can now be
seen w.r.t. the original graph G and the permuted graph G,. As we have shown
in Theorem 6.1, equivariance of the model holds for arbitrary input graphs, so in
particular it holds for each G and G, in the action selection process, and the output
tour under the permuted graph is equal to the output tour under the original

graph up to a renaming of the vertices. O
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6.4.3 Analysis of expressivity

In this section, we analyze under which conditions there exists a setting of 3, for
a given graph instance G; for our ansatz at depth one that can produce the optimal
tour for this instance. Note that this does not show anything about constructing the
optimal tour for a number of instances simultaneously with this set of parameters,
or how easy it is to find any of these sets of parameters. Those questions are
beyond the scope of this work. The capability to produce optimal tours at any
depth for individual instances is of interest because first, we do not expect that
the model can find a set of parameters that is close-to-optimal for a large number
of instances if it is not expressive enough to contain a parameter setting that is
optimal for individual instances. Second, the goal of a ML model is always to find
similarities within the training data that can be used to generalize well on the
given learning task, so the ability to find optimal solutions on individual instances
is beneficial for the goal of generalizing on a larger set of instances. Additionally,
how well the model generalizes also depends on the specific instances and the
parameter optimization routine, and therefore it is hard to make formal statements
about the general case where we find one universal set of parameters that produces

the optimal solution for arbitrary sets of instances.

For our model at p = 1, we can compute the analytic form of the expectation
values of our circuit as defined in Equation (6.25) and Equation (6.26) as the

following, by a similar derivation as in [241],

(Ou,) = €v,_1 w, - sin(B) sin(ey, ,.0,7) - H cos(€y, k), (6.30)
(vi,k)€E

k#ve_1
where v;_1 is the last node in the partial tour and v; is the candidate node.
Note that due to the specific setup of node features used in our work where the
contributions of nodes already present in the tour are turned off, these expectation
values are simpler than those given for Ising-type Hamiltonians in [241]. For
a learning task where contributions of all nodes are present in every step, the
expectation values of the EQC will be the same as those for Ising Hamiltonians
without local fields given in [241], with the additional node features . Due to
this structural similarity to the ansatz used in the QAOA, results on the hardness
to give an analytic form of these expectation values at p > 1 also transfer to our

model. Even at depth p = 2 analytic expressions can only be given for certain types
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of graphs [249, 250], and everything beyond this quickly becomes too complex. For

this reason, we can only make statements for p = 1 in this work.

In order to generate an arbitrary tour of our choice, in particular also the optimal
tour, it suffices to guarantee that for a suitable choice of (fixed) ~, at each step
in the node selection process the edge we want to add next to the partial tour
has highest expectation. One way we can do this is by controlling the signs of
each sine and cosine term in Equation (6.30) such that only the expectation values
corresponding to edges that we want to select are positive, and all others are

negative.

To understand whether this is possible, we can leverage known results about the
expressivity of the sine function. For any rationally independent set of {x1, ..., z,}
with labels y; € (—1, 1), the sine function can approximate these points to arbitrary

precision € as shown in [251], i.e., there exists an w s.t.

|sin(wz;) —yi| <efori=1,...,n. (6.31)

In general, the edge weights of graphs that represent TSP instances are not
rationally independent.! However, in principle they can easily be made rationally
independent by adding a finite perturbation €, to each edge weight. The results in
[251] imply that almost any set of points z1,...,z, with 0 < z; < 1 is rationally
independent, so we can choose € to be drawn uniformly at random from (0, €yax].
As long as these perturbations are applied to the edge weights in a way that does
not change the optimal tour, as could be done by ensuring that €,y is small
enough so that the proportions between edge weights are preserved, we can use
this perturbed version of the graph to infer the optimal tour. (Such an €y, can
be computed efficiently.) In this way we can guarantee that the ansatz at depth
one can produce arbitrary labelings of our edges, which in turn let us produce
expectation values such that only the ones that correspond to edges in the tour
of our choice will have positive values. We note that in the analysis we assume
real-valued (irrational) perturbations, which of course cannot be represented in the
computer. However, by using the results of [251] and approximating +1 within a

small epsilon, we can get a robust statement where finite precision suffices.

IThe real numbers z1, ...,y are said to be rationally independent if no integers k1, ..., kn
exist such that z1k1 + -+ + xnky, = 0, besides the trivial solution k; = 0 V k. Rational
independence also implies the points are not rational numbers, so they are also not numbers

normally represented by a computer.
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6.4 Quantum neural combinatorial optimization with the EQC

Theorem 6.3 (Ansatz can generate optimal tours for rationally independent edge
weights). There exists a setting (8,7)* for each graph instance of the symmetric
TSP such that the ansatz at depth one described in Section 6.3 will produce the
optimal tour T™ with the node selection process described in Definition 6.2, given

that the edge weights €;; of the graph are rationally independent and

eiﬂ;«é%—l—nﬂVneZ.

Proof. As known from [251], we can find a parameter w such that we can approxi-
mate an arbitrary labeling in [—1, 1] for our rationally independent edge weights
with the sine function. Given that this labeling exists, we now show how to use
this labeling to generate the optimal tour with the EQC at depth one.

For p = 1, we can compute the analytic form of the expectation values of our
circuit as defined in Equation (6.25) and Equation (6.26) as the following, by a
similar derivation as in [241],

<O'Ul> =ECv_q,u " Sin(ﬁﬂ-) Sin(gvtfhvz’)/) ' H COS(Evz,k’Y)v (632)

(’U{,k)Gg
k#ve_q

where v;_1 is the last node in the partial tour and v; is the candidate node. By

the identity cos(f) = sin(F — 0) we can rewrite Equation (6.30) as

. . LT
(Ou,) = €p,_, v, - SIL(B7) sin(ey, ,.0,7) - H sin (5 - Evhkv) . (6.33)
(vi,k)EE
k#vg_q

Let us now assume that we want to construct a fixed (but arbitrary) tour T'. First,
we notice that the term sin(fS7) does not depend on v;_; or v; and is the same
for all v;. This means that this term can merely flip the sign of all (O,,), and
from now on w.l.o.g. we assume that J is such that the term is positive. Now we
can again formulate the tour generation task in terms of a binary classification
problem, where we want to find a configuration of labels for our remaining sin
terms in Equation (6.33) s.t. the product will have the highest expectation value
in each node selection step for the edge that produces the ordering we have chosen
for T. Again, we can accomplish this for arbitrary settings of edge weights by
only considering the sign of the resulting product. This means that we have to
find an assignment of the edges €;; to the classes fi that at each step of the node
selection process will lead to the node being picked that we specify in T. As all
edges can occur in the above products multiple times during the node selection

process, this is a non-trivial task. However, if we can guarantee that each (O,,): at
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node selection step t contains at least one unique term that is only present in this
specific expectation value, we can use this term to control the sign of this specific
value. Each ¢;; occurs either in the leading term sin(e;;y) (corresponding to the
candidate edge to be potentially added in the next step) or in the product term as
sin(§ — €4;7) (corresponding to an outgoing edge from the current candidate). We
can easily see that the leading term only appears in the case when we ask for this
specific €;; to be the next edge in the tour, and from Definition 6.2 we know that
this only happens once in the node selection process. In all other expectations,
€5 appears only with the “offset” of 7. This means that this leading term is the
unique term that we are looking for, as long as sin(e;;7) # sin(§ — €4;7), so as
long as sin(g;7y) # cos(e4;y). We know that cos(f) = sin(f) for § = § + nm with
n € Z. So as long as

€Y # %—i—nanEZ,aij S (6.34)

and all €;; are unique, our ansatz can construct the desired tour 7T'. In this case,
we have a guarantee that we can construct the tour T for any configuration of
edges that fulfills Equation (6.34). In particular, this means that we can construct

the optimal tour in this way. O

However, we point out that the parameter  that leads to the construction of the
optimal tour can in principle be arbitrarily large and hard to find. We do not go
deeper into this discussion since in fact we do not want to rely on this proof of

optimality as a guiding explanation of how the algorithm works.

The reason for this is that in some way, this proof of optimality works despite
the presence of the TSP graph and not because of it. This is similar in vein
to universality results for QAOA-type circuits, where it can be shown that for
very specific types of Hamiltonians, alternating applications of the cost and mixer
Hamiltonian leads to quantum computationally universal dynamics, i.e., it can
reach all unitaries to arbitrary precision [195, 252], but these Hamiltonians are
not related to any of the combinatorial optimization problems that were studied
in the context of the QAOA. While these results provide valuable insight into
the expressivity of the models, in our case they do not inform us about the
possibility of a quantum advantage on the learning problem that we study in this
work. In particular, we do not know from these results whether the EQC utilizes
the information provided by the graph features in a way in which the algorithm

benefits from the quantumness of the model, at depth one or otherwise. As it is
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Figure 6.4: One layer of each of the circuits studied in this work. a) The EQC
with two trainable parameters 3, per layer. b) The same set of gates as in the
EQC, but we break equivariance by introducing one individual free parameter per
gate (denoted NEQC). ¢) Similar to the NEQC, but we start from the all-zero state
and add a final layer of trainable one-qubit gates and a ladder of CZ-gates (denoted
hardware-efficient with trainable encoding, HWETE). d) Same as the HWETE, but
only the single-qubit Y-rotation parameters are trained (denoted HWE).

known that the QAOA applied to ground state finding benefits from interference
effects, investigating whether similar results hold for our algorithm is an interesting

question that we leave for future work.

Additionally, we note that high expressivity alone does not necessarily lead to a
good model, and may even lead to issues in training as the well-studied phenomenon
of barren plateaus [229], or a susceptibility to overfitting on the training data. In
practice, the best models are those that strike a balance between being expressive
enough, and also restricting the search space of the model in a way that suits
the given training data. Studying and designing models that have this balance is
exactly the goal of geometric learning, and the permutation equivariance we have

proven for our model is a helpful geometric prior for learning tasks on graphs.

6.5 Numerical results

After proving that our model is equivariant under node permutations and ana-
lytically studying the expressivity of our ansatz, we now numerically study the

training and validation performance of this model on TSP instances of varying size
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in a NCO context. The training data set that we use is taken from [246], where the
authors propose a novel classical attention approach and evaluate it on a number
of geometric learning tasks.! To compute optimal solutions for the TSP instances
with 10 and 20 cities we used the library [253].

We evaluate the performance of the EQC on TSP instances with 5, 10 and 20 cities
(corresponding to 5, 10, and 20 qubits, respectively). As described in Section 6.4.1,
the environment is considered as solved by an agent when the running average of
the approximation ratio over the past 100 episodes is less than 1.05. Otherwise,
each agent will run until it reaches the maximum number of episodes, that we set
to be 5000 for all agents. Note that this is merely a convenience to shorten the
overall training times, as we have access to the optimal solutions of our training
instances. In a realistic scenario where one does not have access to optimal solutions,
the algorithm would simply run for a fixed number of episodes or until another
convergence criterion is met. When evaluating the final average approximation
ratios, we always use the parameter setting that was stored in the final episode,
regardless of the final training error. When variations in training lead to a slightly
worse performance than what was achieved before, we still use the final parameter
setting. We do this because as noted above, in a realistic scenario one does not
have knowledge about the ratio to the optimal solutions during training. Unless
otherwise stated, all models are trained on 100 training instances and evaluated

on 100 validation instances.

As we are interested in the performance benefits that we gain by using an ansatz
that respects an important graph symmetry, we compare our model to versions
of the same ansatz where we gradually break the equivariance property. We
start with the simplest case, were the circuit structure is still the same as for
the EQC, but instead of having one ;,~; in each layer, every X- and ZZ-gate is
individually parametrized. As these parameters are now tied directly to certain
one- and two-qubits gates, e.g. an edge between qubits one and two, they will not
change location upon a graph permutation and therefore break equivariance. We
call this the non-equivariant quantum circuit (NEQC). To go one step further,
we take the NEQC and add a variational part to each layer that is completely

unrelated to the graph structure: namely a hardware-efficient layer that consists

1'\We note that we have re-computed the optimal tours for all instances that we use, as the
data set uploaded by the authors of [246] erroneously contains sub-optimal solutions. This was
confirmed with the authors, but at the time of writing of this work their repository has not been
updated with the correct solutions.
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of parametrized Y-rotations and a ladder of CZ-gates. In this ansatz, we have a
division between a data encoding part and a variational part, as is often done in
QML. To be closer to standard types of ansatzes often used in QML, we also omit
the initial layer of H-gates here and start from the all-zero state (which requires
us to switch the order of X- and ZZ-gates)!. We denote this the hardware-efficient
with trainable embedding (HWETE) ansatz. Finally, we study a third ansatz,
where we take the HWETE and now only train the Y-rotation gates, and the
graph-embedding part of the circuit only serves as a data encoding step. We call
this simply the hardware-efficient (HWE) ansatz. A depiction of all ansatzes can
be seen in Figure 6.4.

We start by comparing the EQC to the NEQC on TSP instances with 5, 10 and
20 cities. We show the training and validation results in Figure 6.5. To evaluate
the performance of the models that we study, we compute the ratio to the optimal
tour length as shown in Equation (6.23), as the instances that we can simulate the
circuits for are small enough to allow computing optimal tours for.2 To provide an
additional classical baseline, we also show results for the nearest-neighbor heuristic.
This heuristic starts at a random node and selects the closest neighboring node
in each step to generate the final tour. The nearest-neighbor algorithm finds a
solution quickly also for instances with increasing size, but there is no guarantee
that this tour is close to the optimal one. However, as we know the optimal tours
for all instances, the nearest-neighbor heuristic provides an easy to understand
classical baseline that we can use. Additionally, we add the upper bound given by
one of the most widely used approximation algorithms for the TSP (as implemented
e.g. in Google OR-Tools): the Christofides algorithm. This algorithm is guaranteed
to find a tour that is at most 1.5 times as long as the optimal tour [254]. In the
case where any of our models produces validation results that are on average above
this upper bound of the Christofides algorithm, we consider it failed, as it is more
efficient to use a polynomial approximation algorithm for these instances. However,
we stress that this upper bound can only serve to inform us about the failure of
our algorithms and not their success, as in practice the Christofides algorithm
often achieves much better results than those given by the upper bound. We

also note that both the Christofides and nearest-neighbor algorithms are provided

1However, in practice it did not make a difference whether we started from the all-zero or
uniform superposition state in the learning task that we study.

2For reference, the authors of [246], who generated the training instances that we use, stop
comparing to optimal solutions at n = 20 as it becomes extremely costly to find optimal tours
from thereon out.

117



6.5 Numerical results

EQCTSPS Y5 EGC +
275 — EQCTSP10 B NEQC DR
—— EQC-TSP20 . NN .
2.50 NEQC-TSPS 14 ¢
£ NEQC-TSP10
8225 — NEQCTSP20 e
5 €13
2 200 ] N
£ 2 ‘
§17s 512 t
] g
° 2
Z 1.50
= 3 11
1.25 \k“‘ww
St X e Aot e fart
1.00 ~=r===m—————— -] 1.0
o 200 400 600 800 1000 TSP5 TSP10 TSP20
Episode
(a) Training performance, 1 layer (b) Validation performance, 1 layer
15
EQCTSPS . EQC ¢
2.75 —— EQCTSP10 [ NEQC LI ¢ +
—— EQC-TSP20 . NN
2.50 NEQC-TSP5 14 *
S NEQC-TSP10 N
§ 225 —— NEQC-TSP20 2
5 C13
: : .
3 2.00 2
£ g M
&17s g12 D
s s
s 2
g 1.50
11
125 \‘\ o o
B 20 W Moo b by o
1.00 1.0
o 200 400 600 800 1000 TSP5 TSP10 TSP20
Episode
(¢) Training performance, 4 layers (d) Validation performance, 4 layers

Figure 6.5: Comparison between the EQC and its non-equivariant version (NEQC)
in terms of approximation ratio (lower is better) of ten trained models on a set of 100
previously unseen TSP instances for each instance size. The boxes show the upper
quartile, median and lower quartile for each model configuration, the whiskers of the
boxes extend to 1.5 times the interquartile range, and the black diamonds denote
outliers. We additionally show the means of each box as white circles. In the NEQC
each gate is parametrized separately but the ansatz structure is otherwise identical
to the EQC, as described in Section 6.5. Results are shown on TSP instances with
5, 10 and 20 cities (T'SP5, TSP10 and T'SP20, respectively). To provide a classical
baseline, we also show results for the nearest-neighbor heuristic (NN). a) and b)
show the training and validation performance for both ansatzes with one layer, while
c¢) and d) show the same for four layers. The dashed, grey line on the left-hand side
figures denotes optimal performance. The dotted, black line on the right-hand side
figures denotes the upper bound of the Christofides algorithm, a popular classical
approximation algorithm that is guaranteed to find a solution that is at most 1.5
times as long as the optimal tour. Figures a) and ¢) show the running average over

the last ten episodes.
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here to assure that our algorithm produces reasonable results, and not to show
that our algorithm outperforms classical methods as this is not the topic of the
present manuscript. The bound is shown as a dotted black line in Figure 6.5 and

Figure 6.6.

Geometric learning models are expected to be more data-efficient than their
unstructured counterparts, as they respect certain symmetries in the training data.
This means that when a number of symmetric instances are present in the training
or validation data, the effective size of these data sets is decreased. This usually
translates into models that are more resource-efficient in training, e.g. by requiring
fewer parameters or fewer training samples. In our comparison of the EQC and the
NEQC, we fix the number of training samples and compare the different models in
terms of circuit depth and number of parameters to achieve a certain validation
error and expect that the EQC will need fewer layers to achieve the same validation
performance as the NEQC. This comparison can be seen in Figure 6.5. In Figure 6.5
a) and b), we show the training and validation performance of both ansatzes at
depth one. For instances with five cities, both ansatzes perform almost identically
on the validation set, where the NEQC performs worse on a few validation instances.
As the instance size increases, the gap between EQC and NEQC becomes bigger.
We see that even though the two ansatzes are structurally identical, the specific
type of parametrizations we choose and the properties of both ansatzes that result
from this make a noticeable difference in performance. While the EQC at depth
one has only two parameters per layer regardless of instance size, the NEQC’s
number of parameters per layer depends on the number of nodes and edges in
the graph. Despite having much fewer parameters, the EQC still outperforms the
NEQC on instances of all sizes. Increasing the depth of the circuits also does not
change this. In Figure 6.5 c¢) and d) we see that at a depth of four, the EQC still
beats the NEQC. The latter’s validation performance even slightly decreases with
more layers, which is likely due to the increased complexity of the optimization
task, as the number of trainable parameters per layer is w + n, which for the
20-city instances means 840 trainable parameters at depth four (compared to 8
parameters in case of the EQC). This shows that at a fraction of the number of
trainable parameters, the EQC is competitive with its non-equivariant counterpart
even though the underlying structure of both circuits is identical. Compared to
the classical nearest-neighbor heuristic, both ansatzes perform well and beat it
at all instance sizes, and both ansatzes are also below the approximation ratio

upper bound given by the Christofides algorithm on all validation instances. The
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box plots in Figure 6.5 show a comparison of the EQC and NEQC in terms of the
quartiles of the approximation ratios on the validation set. As it is hard to infer
statistical significance of results directly from the box plots, especially when the
distributions of data points are not very far apart, we additionally plot the means
of the distributions and their standard error, and compute p-values based on a
t-test to give more insight on the comparison of these two models in Chapter 8.
To show statistical significance of the comparison of the EQC and NEQC, we
perform a two-sample t-test with the null-hypothesis that the averages of the
two distributions are the same, as is common in statistical analysis, and compute
p-values based on this. The p-values confirm that there is indeed a statistical
significance in the comparison between models for the 10- and 20-city instances,
and that we can be more certain about the significance as we scale up the instance
size. The average approximation ratios in case of the 5-city instances are roughly
the same, as we can expect due to the fact that there exist only 12 permutations
of the TSP graphs of this size. However, even for these small instances the EQC
achieves the same result with fewer parameters, namely 2 per layer instead of the
15 per layer required in the NEQC.

Next, we compare the EQC to ansatzes in which we introduce additional variational
components that are completely unrelated to the training data structure, as
described above. We show results for the HWETE and the HWE ansatz in
Figure 6.6. To our own surprise, we did not manage to get satisfactory results with
either of those two ansatzes, especially at larger instances, despite an intensive
hyperparameter search. Even the HWETE, which is basically identical to the
NEQC with additional trainable parameters in each layer, failed to show any
significant performance. To gauge how badly those two ansatzes perform, we
also show results for an algorithm that selects a random tour for each validation
instance in Figure 6.6. In this figure, we show results for TSP instances with five
and ten cities for both ansatzes with one and four layers, respectively. Additionally,
we show how the validation performance changes when the models are trained
with either a training data set consisting of 10 or 100 instances, in the hopes of
seeing improved performance as the size of the training set increases. We see
that in neither configuration, the HWETE or HWE outperform the Christofides
upper bound on all validation instances. Additionally, in almost all cases those
two ansatzes do not even outperform the random algorithm. This example shows
that in a complex learning scenario, where the number of permutations of each

input instance grows combinatorially with instance size and the number of states
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Figure 6.6: Comparison between EQC and two hardware-efficient ansatzes where
we gradually break the equivariance of the original ansatz. We show results for TSP
instances with five and ten cities (T'SP5, TSP10 respectively) for models trained
on 10 and 100 instances, and with one and four layers. Each box is computed
over results for ten agents. The hardware-efficient ansatz with trainable embedding
(HWETE) consists of trainable graph encoding layers as those in the EQC, with an
additional variational part in each layer that consists of parametrized single-qubit
Y-gates and a ladder of CZ-gates. The HWE ansatz is the same as the HWETE, but
where the graph-embedding part is not trainable and only the Y-gates in each layer
are trained. We also show approximation ratios of a random algorithm, where a
random tour is picked as the solution to each instance. The dotted, black lines denote
the upper bound of the Christofides algorithm. We see that the HWE ansatzes
perform extremely badly and barely outperform picking random tours only in some

cases.
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in the RL environment grows exponentially with the number of instances, a simple
hardware-efficient ansatz will fail even when the data encoding part of the PQC is
motivated by the problem data structure. While increasing the size of the training
set and/or the number of layers in the circuit seems to provide small advantages in
some cases, it also leads to a decrease in performance in others. On the other hand,
the EQC is mostly agnostic to changes in the number of layers or the training data
size. Overall, we see that the closer the ansatz is to an equivariant configuration,
the better it performs, and picking ansatzes that respect symmetries inherent to

the problem at hand is the key to success in this graph-based learning task.

In Section 6.3 we have also pointed out that the EQC is structurally related to the
ansatz used in the QAOA. The main difference in solving instances of the TSP
with the NCO approach used in our work and solving it with the QAOA lies in the
way in which the problem is encoded in the ansatz, and in the quantity that is used
to compute the objective function value for parameter optimization. We give a
detailed description of how the TSP is formulated in terms of a problem Hamiltonian
suitable for the QAOA and how parameters are optimized in Section 6.2.2. As the
QAOA is arguably the most explored variational quantum optimization algorithm
at the time of writing, and due to the structural similarity between the EQC and
the QAOA’s ansatz, we also compare these two approaches on TSP instances with

five cities.

For p = 2 and 3, we optimized the circuit parameters using Constrained Opti-
mization BY Linear Approximation (COBYLA). In addition, similar to [255], we
employed a p-dependent initialization technique for the circuit parameters. Specifi-
cally, (p + 1)-depth QAOA circuit parameters were initialized with the optimal

parameters from the p-depth circuit, as follows:

Y= (’Yla"'ar)/p’vo)v
ﬁ: (ﬁla"'vﬁp’vo)'

This way we are allowing the parameter training procedure to start in a known
acceptable state based on the results of the previous step. In Figure 6.7 we show
our results for five-city instances of the TSP. The approximation ratio shown is
derived by dividing the tour length of the best feasible solution, measured as the
output of the trained QAOA circuit, by the optimal tour length of the respective
instance. In addition, we compute results for two different p = 3 QAOA circuits:

the first is trained in the procedure described above (where the parameters are
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Figure 6.7: Approximation ratio of QAOA up to depth three. Dashed black line
denotes average final performance of the EQC at depth one during the last 100
iterations of training on the same instances. Last box shows the results for the
best parameters found for one instance at p = 3 applied to all training instances,
following a parameter concentration argument. The dotted, black line denotes the
upper bound of the Christofides algorithm.

trained for each instance). The second uses the parameters of the best QAOA
circuit out of those for all instances evaluated at p = 3, following a concentration
of parameters argument as presented in [61]. The second method is closer to what
is done in a ML context, where one set of parameters is used to evaluate the

performance on all validation samples.

Due to the number of qubits required to formulate a QUBO for the TSP, we
were not able to run QAOA for all TSP instances. For example, an instance with
six cities already requires 25 qubits (we can fix the choice of the first city to be
visited without loss of generality, requiring only (n — 1)? variables to formulate
the QUBO). A different formulation of the QUBO problem presented in [256],
that needs O(nlog(n)) qubits, avoids this issue by modifying the circuit design.
However, this proposal increases the circuit depth considerably and is therefore
ill-suited for the NISQ era.

In Figure 6.7, we can see that finding a good set of parameters for QAOA to
solve TSP is hard even for five-city instances. We note that the performance

of QAOA improves with higher p, however, QAOA performance is still far from
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matching the approximation ratios obtained by EQC even for p = 3, which can be
seen in Figure 6.7 as a black dashed line. Furthermore, we note that significant
computational effort is required to obtain these results: methods like COBYLA
are based on gradient descent, which requires us to evaluate the circuit many times
until either convergence or the maximum number of iterations is reached. We also
note that due to the heuristic optimization of the QAOA parameters themselves,
we are not guaranteed that the configuration of parameters is optimal, which may
result in either insufficient iterations to converge or premature convergence to
sub-optimal parameter values. In an attempt to mitigate this, we tested several
optimizers (Adam, SPSA, BFGS and COBYLA) and used the best results, which
were those found by COBYLA.

We see in Figure 6.7 that already on these small instances, the QAOA requires
significantly deep circuits to achieve good results, that may be out of reach in a
noisy near-term setting. The EQC on the other hand i) uses a number of qubits
that scales linearly with the number of nodes of the input graph as opposed to the
n? number of variables required for QAOA, and ii) already shows good performance
at depth one for instances with up to 20 cities. In addition to optimizing QAOA
parameters for each instance individually, we also show results of applying one
set of parameters that performed well on one instance at depth three, on other
instances of the same problem following the parameter concentration argument
given in [61] and described in more detail in Section 6.2.2. While we find that
parameters seem to transfer well to other instances of the same problem in case of
the TSP, the overall performance of the QAOA is still much worse than that of
the EQC.

6.6 Discussion

After providing analytic insight on the expressivity of our ansatz, we have numeri-
cally investigated the performance of our EQC model on TSP instances with 5,
10, and 20 cities (corresponding to 5, 10, 20 qubits respectively), and compared
them to other types of ansatzes that do not respect any graph symmetries. To
get a fair comparison, we designed PQCs that gradually break the equivariance
property of the EQC and assessed their performance. We find that ansatzes that
contain structures that are completely unrelated to the input data structure are
extremely hard to train for this learning task where the size of the state space

scales exponentially in the number of input nodes of the graph. Despite much
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effort and hyperparameter optimization, we did not manage to get satisfactory
results with these ansatzes. The EQC on the other hand works almost out-of-the
box, and achieves good generalization performance with minimal hyperparameter
tuning and relatively few trainable parameters. We have also compared using the
EQC in a neural combinatorial optimization scheme with the QAOA, and find
that even on TSP instances with only five cities the NCO approach significantly
outperforms the QAOA. In addition to training the QAOA parameters for every
instance individually, we have also investigated the performance in light of known
parameter concentration results that state that in some cases, parameters found
on one instance perform well on average for other instances of the same problem.
While this is true in the case of the TSP instances we investigate here as well, the

overall performance is still worse than that of the EQC.

Comparing our algorithm to the QAOA is also interesting from a different per-
spective. In Section 6.3 we have seen that our ansatz can be regarded as a special
case of a QAOA-type ansatz, where instead of encoding a problem Hamiltonian
we encode a graph instance directly, and in case of the specific formulation of the
TSP used in this work, include mixing terms only for a problem-dependent subset
of qubits. This lets us derive an exact formulation of the expectation values of
our model at depth one from those of the QAOA given in [241]. For the QAOA,
it is known that in the limit of infinite depth, it can find the ground state of the
problem Hamiltonian and therefore the optimal solution to a given combinatorial
optimization problem [59]. Additionally, it has been shown that even at low depth,
the probability distributions generated by QAOA-type circuits are hard to sample
from classically [180]. These results give a clear motivation of why using a quantum
model in these settings can provide a potential advantage. While our model is
structurally almost identical to that of the QAOA, in our case the potential for
advantage is less clear. We saw in Equation (6.30) that at depth one, in each step
the expectation value of each edge that we consider to be selected consists of i) a
term corresponding to the edge between the last added node and the candidate
node, and ii) all outgoing edges from the candidate node. So our model considers
the one-step neighborhood of each candidate node at depth one. In the case of the
TSP it is not clear whether this can provide a quantum advantage for the learning
task as specified in Section 6.4.1. In terms of QAOA, it was shown that in order to
find optimal solutions, the algorithm has to “see the whole graph” [257], meaning
that all edges in the graph contribute to the expectation values used to minimize

the energy. To alleviate this strong requirement on depth, a recursive version of

125



6.6 Discussion

the QAOA (RQAOA) was introduced in [258]. It works by iteratively eliminating
variables in the problem graph based on their correlation, and thereby gradually
reducing the problem to a smaller instance that can be solved efficiently by a
classical algorithm, e.g. by brute-force search. The authors of [258] show that the
depth-one RQAOA outperforms QAOA with constant depth p, and that RQAOA

achieves an approximation ratio of one for a family of Ising Hamiltonians.

The node selection process performed by our algorithm with the EQC used as the
ansatz is similar to the variable elimination process in the RQAOA, where instead
of merging edges, the mixer terms for nodes that have already been selected are
turned off, therefore effectively turning expectation values of edges corresponding
to unavailable nodes to zero. Furthermore, the specific setup of weighted Z;Z;-
correlations (see Equation (6.25)) that we measure to compute Q-values in our RL
scheme to solve TSP instances are of the same form as those in the Hamiltonian

for the weighted MaxCut problem,
1
Hytaxcut = _§ Zw”(l - ZZZ])
ij

The MaxCut problem and its weighted variant have been studied in depth in the
context of the QAOA, and it has been shown that it performs well on certain
instances of graphs for this task [59, 259, 260, 61]. While the TSP and weighted
MaxCut are clearly very different problems, the similarity between our algorithm
and the RQAOA raises the interesting question whether the mechanisms under-
lying the successful performance of both models in those two learning tasks are
related. Based on this, one may ask the broader question of whether QAOA-type
ansatzes implement a favorable bias for hybrid quantum-classical optimization
algorithms on weighted graphs, like the RQAOA or the quantum NCO scheme
in this work. Specifically, by relating the mechanism underlying the variable
elimination procedure in RQAOA, which eliminates variables based on their largest
(anti-)correlation in terms of Z;Z; operators, to the node selection process in our
algorithm that solves TSP instances, we can establish a connection between the
EQC and known results for the (R)QAOA on weighted MaxCut. It is an interesting
question whether results that establish a quantum advantage of the QAOA can
be related to the EQC in a NCO context as we present here, and we leave this

question for future work.
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CHAPTER

Robustness of quantum reinforcement learning

under hardware errors

One of the reasons that VQAs have gained increased interest in the past years
is that their hybrid nature, where a large part of the computation is offloaded
to a classical device, is hypothesized to make them robust to quantum hardware
noise to some extent [261, 14]. This hypothesis is also inspired by classical neural
networks, which are robust under certain types of noise. In the classical setting,
one can broadly distinguish between two types of noise: benign noise that does not
severely impact the training procedure or can even improve generalization [262,
263, 264, 265], and adversarial noise which is deliberately constructed to study
where neural networks fail [266, 267, 268, 269]. Furthermore, we can distinguish
between noise that is present during training, and noise that is present when
using the trained model. Adversarial noise is usually of the latter case, where
a trained neural network can produce completely wrong outputs due to small
perturbations of the input data [270]. The benign type of noise mentioned above
on the other hand is usually present at training time in form of perturbations of
the input data, activation functions, weights or structure of the neural network,
and has even been established as a method to combat overfitting in the classical
literature [262, 263, 264, 265, 271].

These results inspired the hypothesis that variational quantum algorithms possess a
similar robustness to certain types of noise and may even benefit from its presence
when trained on a quantum device. However, thorough investigations that confirm
such robustness of VQAs against hardware-related noise, or even a beneficial
effect from it, are still lacking. In terms of negative results for the trainability

of VQAs under noise, it has been shown that optimization landscapes of noisy
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Figure 7.1: Summary of the scenarios analysed in the present work. We consider two
models for quantum reinforcement learning (QRL) agents and test their performances
on two environments, CartPole and the Travelling Salesperson Problem (TSP). We
analyse the performances of the agents when these are trained and used in the
presence of most common noise sources found on real quantum hardware, namely
statistical fluctuations due to shot noise, coherent errors due to imperfect control or
calibration of the device, and finally incoherent errors coming from the unavoidable

interaction of the quantum hardware with its environment.

quantum circuits become increasingly flat at a rate that scales exponentially with
the number of qubits under local Pauli noise when the circuit depth grows linearly
with the number of qubits [49]. In the case of the variational quantum eigensolver,
where the goal is to find the ground state of a given Hamiltonian, the presence of
noise has been shown to lead to increasing deviation from the ideal energy [272].
Similar effects have been studied in the context of the quantum approximate
optimization algorithm (QAOA) [59], where the goal is to find the ground state
of a Hamiltonian that represents the solution to a combinatorial optimization
problem [273, 68].

When it comes to QML, in-depth studies on the effect of noise on the trainability
and performance of VQAs are scarce. Apart from the work mentioned above on
noise-induced barren plateaus [49], the authors of [166] provided first insights into
how the data encoding method used in a quantum classifier influences its resilience
to varying types of noise. As for the potential benefit of noise, the authors of [274]
show that the stochasticity induced by measurements in a QML model can help
the optimizer to escape saddle points. The above results show that, on the one
hand, too much noise will make the model untrainable, while on the other hand,

modest amounts of noise can even improve trainability [274]. However, it remains
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unclear how large the gap is between tolerable and harmful amounts of noise [261],
and it is not expected that this can be answered in a general way for all different

types of learning algorithms and noise sources.

In this chapter, we shed light on this question from the angle of variational
quantum reinforcement learning. Classical reinforcement learning models have
been shown to be sensitive to noise, either during training [275] or in the form
of adversarial samples [276, 277]. Additionally, it is known that a bottleneck
of RL algorithms is their sample inefficiency, i.e., many interactions with an
environment are needed for training [278]. Still, RL resembles human-type learning
most closely among the main branches of modern ML, and therefore motivates
further studies in this area. Among these studies, RL with VQAs has been
proposed and extensively investigated in the noise-free setting over the past few
years [153, 154, 150, 75, 157, 199, 76, 279, 156]. These results provide promising
perspectives, as quantum models have empirically been shown to perform similarly
to neural networks on small classical benchmark tasks [75, 76], while at the same
time an exponential separation between classical and quantum learners can be
proven for specific contrived environments based on classically hard tasks [150, 75].
These results motivate further studies on how large the above-mentioned gap
between tolerable and too much noise is in the case of variational RL algorithms,
and how close the algorithm performance can get to the noise-free setting for

various types of noise that can be present on near-term devices.

We investigate this for two types of variational RL algorithms, Q-learning and the
policy gradient method, by performing extensive numerical experiments for both
types of algorithms with two different environments, CartPole and the Travelling
Salesperson Problem, and under the effect of a wide class of noise sources, namely
shot noise, coherent and incoherent errors. In Figure 7.1 we summarise the
approach of the present work showing the QRL models, environments and noise
sources considered in the analysis. We start by considering the trade-off between the
number of measurement shots taken for each circuit evaluation and the performance
of variational agents. As the number of shots required by a QML algorithm can be
a bottleneck on near-term devices and RL is known to require many interactions
with the environment to learn, we propose a method for Q-learning to reduce
the number of overall measurements by taking advantage of the structure of
the underlying RL algorithm. Second, we model coherent errors with a random

Gaussian perturbation of the variational parameters, and analytically study the
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effect of these perturbations on the output of parameterised quantum circuits,
similarly to [280]. We provide an upper bound on the perturbation induced by such
Gaussian coherent noise based on the Hessian matrix of the circuit, and theoretically
and numerically show that hardware-efficient ansédtze may be particularly resilient
against this type of error due to small second derivatives [51]. Finally, we analyse
the performance of the above algorithms under the action of incoherent errors
coming from the unavoidable interaction of the qubits with the environment which
we have no control over. To study this type of noise, we start by investigating the
effect of single-qubit depolarization channels. In addition, we consider a custom
noise model that combines various types of errors present on hardware, and study
the effect of this noise model with error probabilities that are present in currently
available superconducting quantum hardware. Our results show that both policy
gradient methods and Q-learning exhibit a robustness to noise that may enable
successfully running them on near-term devices. This motivates further study in
the quest to find a real-world problem of interest where a quantum advantage for

variational RL could be possible.

7.1 Environments and implementation

Our goal is to get insight into the effect of noisy training on quantum RL algorithms.
For this, we consider quantum versions of the two main paradigms in RL that
have been introduced in previous sections: value-based methods (see Section 3.2.2)
and policy gradient methods (see Section 3.2.3). As we are interested in the
effect of noisy training on models that have otherwise been proven to work well in
the noise-free setting, we study models and environments that have been already
investigated in this setting before [150, 75, 174]. In this way, we have evidence
that the models and hyperparameters that we choose are suitable for the studied
environments, and can focus our efforts on understanding the effect that noise
has on the training and performance of these agents. The code that was used to

generate the numerical results in this work can be found on Github [281].

7.1.1 CartPole

The first environment that we study is the CartPole environment from the OpenAl
Gym [282] that was also studied in Chapter 5. For a detailed description of
the environment and the implementation of the quantum Q-learning agent, we

refer the reader to Section 5.1. For the policy gradient method, we follow the
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Figure 7.2: Parameterised circuits used in this work. (a) Hardware-efficient ansatz
for Q-learning in the CartPole environment from [75], (b) hardware-efficient ansatz
for policy gradient method in the CartPole environment from [150], (c¢) equivariant
quantum circuit for Q-learning and policy gradient method in the TSP environment
from [174]. For (a) and (b) we use 5 repetitions of the template shown above, while

for (c) we use just one layer.

131
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implementation used in [150] and made available at [283], which uses five layers
of the same hardware-efficient ansatz used for the Q-learning agent, except that
each layer has an additional trainable rotation around the z-axis on each qubit
(see Figure 7.2(b)), and the action observables are defined as Oy, = Z1 227574 and
Or =1—0yp,. As before, input features are multiplied with an additional trainable
parameter each. Since the policy is a probability distribution, a final SOFTMAX
layer is used to map the expectation values (Oq), o € [—1,1] to the appropriate
range [0, 1], and so probabilities for each action eventually become

H0a). 0

T PO
a

mo(als) = (7.1)
where 8 € R is a also a trainable parameter. A depiction of both circuits can be

seen in Figure 7.2 a) and b).

7.1.2 Traveling Salesperson Problem

The second environment that we study is the TSP environment from Chapter 6,
where again the Q-learning agent and the environment are implemented as described
in Section 6.2 and the ansatz can be seen in Figure 7.2 ¢). For policy gradient
agents the ansatz is the same as in the Q-learning case, but as the policy has to
be a probability distribution we again use a final SOFTMAX layer with a trainable
inverse temperature 8 on the observable, as in Equation (7.1). The authors of [150]
have shown that using this type of final layer can be highly beneficial for policy
gradient training, compared to only using the probability distribution resulting
from the quantum state directly. This is due to the fact that the trainable inverse
temperature enables the agent to tune its level of exploration of the state space.
As the optimal solutions to TSP instances are deterministic, it is favourable in
this environment to have a tunable inverse temperature that allows exploration of
the large state space early in training, as well as close-to-deterministic decisions

towards the end.

7.2 Shot noise

We start our studies with the type of noise that is arguably the simplest to
characterize: noise induced by statistical errors that result from the probabilistic
nature of quantum measurements. For each circuit evaluation, be it for action

selection of the RL agent or for computing parameter updates via the parameter
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shift rule, we take a fixed number of measurements M and compute the resulting
expectation value. The precision € of this expectation value depends on M and

scales as € ~ 1/4/ M, as we will explain in more detail below.

Variational algorithms often require a very large number of measurements to be
executed, and this problem is exacerbated in QML tasks that typically involve
separate circuit evaluations for all training data points. For this reason, it is
not only important to understand the effect of shot noise on the trainability and
performance of QML models, but it is also desirable to develop methods that
lead to a smaller shot footprint than simply assigning a fixed number of shots to
each circuit evaluation. Depending on knowledge of the algorithm itself, it can be
possible to make an informed decision on the number of shots that suffice in each
step. In this section, we develop such a method specifically for Q-learning that is

a natural extension to the original algorithm.

7.2.1 Reducing the number of shots in a Q-learning algo-

rithm

As described in Section 3.2.2, a Q-learning agent selects actions based on the

following rule (see Equation (3.18))

ay = argmaXaQﬂ' (St7 a; 0),

1

that is, it chooses actions according to the largest Q-value." Now, consider a

quantum agent that only has access to noisy estimates of the Q-values Q(st, as; 0)
resulting from the statistical uncertainty of a measurement process involving a finite
number of shots M. If the sample size is large enough M > 1, then by the central

limit theorem each noisy Q-value can be described as a random variable

Q(st,a;0) = Q(st, a;0) + ¢, (7.2)
where Q(s¢, at;0) is the true noise-free value, and € is a random variable sampled
from a Gaussian distribution centered in zero p. = Ele] = 0, and with standard

deviation inversely proportional to the square root of the number of measurement

shots 0. = Std[e] ~ 1/v/ M. Since actions are selected through an argmax function,

n the e-greedy policy (see Section 3.2.2) we consider here, the agent picks either the action
corresponding to the argmax Q-value, or a random action. As no circuit evaluation is required to
pick a random action, we only consider the steps with actual action selection by the agent in this
section.
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the perturbation € will not affect the action selection process as long as the order
between the largest and the remaining Q-values remains unchanged. Then, one
may ask: is there a minimal number of shots that suffice to reliably distinguish

the largest Q-value Q4. and the second-largest Q-value Q2?

When the observables associated to the actions are non-commuting, they have to
be estimated independently from each other, and one has the freedom of choosing
how to allocate the measurement shots among the observables of interest, possibly
in a clever way. In our case, the goal is to estimate which of the observables has
the highest Q-value while trying to be shot-frugal, and this task can be related to
the theory of multi-armed bandits [284]. The multi-armed bandit is a RL problem
in which an agent can allocate only a limited amount of resources between a
number of choices, e.g., a number of arms on a bandit machine, and is asked to
determine which of these choices leads to the highest expected reward. There exists
a trade-off between exploration (i.e., trying the different arms) and exploitation
(always choosing the arm that appears best according to the current knowledge),
and the upper confidence bound (UCB) [285, 286] algorithm shows how to use
statistical confidence bounds to allocate exploratory resources. The UCB algorithm
could be used in the scenario described above where a number of non-commuting
observables have to be estimated, and we want to find the optimal strategy to
allocate a fixed budget of measurement shots to the task of identifying the largest

Q-value.

However, in the specific implementations of QRL agents based on recent literature
that we study in this work [150, 75, 174], only commuting observables are used,
hence it is not necessary to apply the UCB procedure to determine which one
should be measured more often. Nonetheless, inspired by the UCB algorithm, we
can still define a rather general simple heuristic that can be used to reduce the
overall number of shots required to train the Q-learning models as those studied in
this work. The idea is to use the knowledge about the scaling of the estimation error
with respect to the number of measurements (see Equation (7.2)), to determine
with confidence whether we have taken enough shots to determine the maximum

Q-value.

The procedure goes as follows. First, we take a small number of initial measurements
Minit, for example myy;y = 100, of all observables to compute the estimates
Qmim(st, a), V a € A. Based on these values, we compute the absolute difference

between the largest and the second largest Q-values. If this difference is larger
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Algorithm 1 Algorithm to reduce the number of measurements in Q-learning

IHPUt MMinit, Minc; Mmax
Output meg
Mest <~ Minit

while Mgt < Mpax do

Q(st,a1) = (Oay ),
Q(Staa2) = (Oaz ) meet
AQ = |Q(St7a1) - Q(St,02)|
if AQ <2/,/Mes; then
Mest €~ Mest + Minc
else
return min(Mest, Mmax)
end if
end while

return min(Mest, Mmax)

than twice the estimation error € = 2/,/miyi; (as both of the Q-values are noisy),
we have found the largest Q-value with high confidence and we stop here. On
the other hand, if the difference is smaller, we increment the sample size with
additional m;,. measurements each, and recompute the estimated Q-values with
the minc + Minit shots. We again compute the absolute difference of the two largest
Q-values and determine whether the number of measurements suffices based on
the error € = 2//Minit + Minc. This measure-and-compare scheme is performed
until either the two largest Q-values can be distinguished with high confidence,
or a fixed shot budget mmax is reached. In Algorithm 1 we provide a description
of this procedure, where for the sake of simplicity we describe the case where
there are only two possible actions, and we therefore only have to find the larger
of two Q-values. However, the scheme can be used for an arbitrary number of
Q-values, as it is only important to distinguish between the highest and the second-
highest Q-value with high confidence. The algorithm takes as input the number
of initial measurements mjy;t, the number of additional measurements in every
step Minc, and the maximum number of measurements that are allowed in one
run of the shot-allocation algorithm (i.e., finding the largest Q-value) mpay. The
output is the number of measurements meg that are sufficient to find the argmax
Q-value with high confidence based on the rules above. The values (Og,;)m.., are

the expectation values of observables O,, corresponding to action a;, estimated
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with mes; shots. Note that the proposed scheme works both for commuting or
non-commuting observables, where in the former case one can spare shots by
computing the observables from the same set of measurement outcomes. Moreover,
note that we ignore the coefficients in the statistics of the Q-values coming from 77,
when considering the measurement stopping criterion. This choice has no impact
on the effectiveness of the proposed method, as it is always found to be very well

performing in the presented form.

While this algorithm can clearly determine the optimal number of shots in the
action selection process in a methodical manner, one should check that this will
not introduce errors in the remaining parts of the variational Q-learning model, i.e.,
during the parameter update step. Recall that each parameter update of the model

is computed based on the output of the model itself (see Equation (3.19))
Qnr(8t,01:0) < 7111 + 7y max Qr(st41,0;0),

which means that in the parameter update step we do not need to perform action
selection, but instead care about the actual Q-values in order to compute the
loss function. The question is now to what precision we need to approximate the
Q-values in order to learn a good Q-function. Technically, even the noise-free
Q-function is only an approximation of the true Q-function, which is the whole
point of doing Q-learning with function approximators. This suggests that there is
some leeway to make even the approximate function itself an approximation by
taking only as many measurements as are necessary to find the argmax Q-value
with high confidence. Indeed, it has been shown in [75] that even the Q-functions
of agents that successfully solve an environment can produce Q-values that are far
from the optimal Q-values, and that learning the correct order of Q-values is more
important in this setting than approximating the optimal Q-value as precisely as
possible. Consequently, when we compute the Q-values that are used to perform
parameter updates, we use the same algorithm as that in Algorithm 1 to determine

the number of measurements to take.

7.2.2 Numerical results

We now numerically compare the performance of agents in the CartPole and TSP
environments in settings where a fixed number of shots is used in each circuit
evaluation, and where the number of shots in each step is determined by the

algorithm we introduced in Section 7.2.1. To give an overview of the number of
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Figure 7.3: Comparison of the cumulative number of shots per observable over a full
training run, for the flexible shot allocation technique (blue) and for a standard fixed
measurement scheme using the same number of shots for every circuit evaluation
(orange), both for CartPole (triangles) and TSP (circles). Each data point shows
the average over ten trained agents.

shots used in one training run under varying hyperparameter settings, we show
the average cumulative number of shots for different settings in Figure 7.3. For the
CartPole environment (triangles), the number of cumulative shots grows quickly
with the number of shots in each step in the fixed setting (orange). This is not
true for the flexible shot allocation technique (blue), where for values of mpyax €
{100, 1000, 10000} the cumulative number of shots is relatively similar. As we see
in Figure 7.4 a), a low number of shots such as 1000 is already sufficient to achieve
close to optimal performance in the CartPole environment. Therefore, we focus
on comparing settings with 100 and 1000 (maximum) shots per circuit evaluation
in that figure. Comparing the cumulative number of shots for mgyeq = 100 and
Mmax = 1000 in Figure 7.3, we see that these two configurations use almost the
same number of measurements overall. Still, the final performance of the agents
trained with the flexible shot allocation technique is almost optimal, while those
trained with a fixed number of shots in each circuit evaluation are below a final
score of 175 on average. However, as we allow agents to use even less than 100 shots
per evaluation with the flexible allocation method of Algorithm 1, performance

starts to degrade, so at least 100 shots are required in this setting. To not clutter
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the figure we show the results for agents that use fewer than 100 shots per circuit

evaluation in Figure 6 in the Appendix.

In the TSP environment, each step in an episode constitutes of a constant and
(compared to CartPole) relatively low number of circuit evaluations. We still see
that the higher the setting for the (maximum) number of shots is, the bigger the
gap in average cumulative number of shots becomes. For agents trained in the TSP
environment, shown in Figure 7.4 b), the final performance remains unchanged by
the additional noise introduced by the flexible shot allocation technique, and agents
reach the same accuracy of those trained with a corresponding but fixed number of
shots per circuit evaluation. The only difference between the two approaches is that
the agents using the flexible shot allocation method take slightly longer to converge
in some cases. Independently from the estimation method used (flexible or fixed),
it is clear from Figure 7.4 that it is the number of shots available that plays the
major role in determining the performance of the noisy agents, as measured by the
proximity to the average approximation ratios reached in the noise-free scenario,
namely when agents have access to exact the expectation values (M — o00). In this
environment, there is a trade-off between delayed convergence due to less precision
in the approximation of the Q-function, and using a higher number of shots to

arrive at the same final performance.

To summarize, we have seen that Q-learning models can be successfully trained
even in the presence of statistical noise introduced by a measurement processes
carried out with a limited number of shots. In addition, by leveraging the specifics
of the Q-learning algorithm, we introduced an easy-to-implement and effective
method that can be used to reduce the number of shots needed to train variational
Q-learning agents. How many shots one can save during training with this method
depends on the agents’ resilience to shot noise, as well as the specific characteristics
of the environment. In the CartPole environment, where one bad decision does not
lead to immediate failure, the additional noise introduced by estimating expectation
values with a low number of measurements and approximating an imprecise Q-
function does not affect performance severely. In the TSP environment on the
other hand, where one bad choice of the next city in the tour can lead to a much
longer path, we observe that the number of measurements has to be relatively
high to get close to optimal performance. However, even in this setting we can
achieve a reduction in the overall number of measurements by taking an informed

approach at when to measure an observable more often.
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Figure 7.4: Comparison of Q-learning with shot noise using the informed shot-
allocation method (labeled “max shots") proposed in this work, and a standard
measurement scheme that simply assigns a fixed number of shots to each circuit
evaluation (labeled “shots"). Results are averaged over ten agents for each config-
uration. (a) Shows results for agents trained in CartPole environment, (b) shows
results for agents in the TSP environment.
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7.3 Coherent noise

In this section, we turn our attention to coherent noise, that is, errors that preserve
the unitary evolution of the quantum circuit but still change its output [287].
In our analysis, we model coherent noise as an over- or under-rotation of the
parametrized gates, by adding a random Gaussian perturbation to the variational

parameters in the considered circuits.

This type of error could occur in real quantum devices as a drift in the parameters
for example due to an imperfect control of the system or a miscalibration of
the hardware, and it is therefore an important component of the overall picture
of an imperfect quantum device. Specifically, we assume that the perturbation
remains unchanged during the estimation a given observable, i.e. it does not change
considerably between repeated measurements on the same experimental setup.
However the perturbation amount change whenever the experiment is changed,
for example due to measuring a different observable, or using the circuit with a

different set of parameters.

Gaussian coherent noise is also an interesting model because it lends itself very
well to theoretical analysis, and one can estimate the effect of such an error on
the output of a parameterised quantum circuit. In the following, we first proceed
with an analytical treatment of the error introduced by Gaussian perturbations
on variational circuits, and then proceed with the numerical results for the two

environments considered in this work.

7.3.1 Effect of Gaussian coherent noise on circuit output

Consider a general parametrized quantum circuit acting on a system of n qubits,
with unitary U(6) € C?* x C?" and parameter vector @ = (y,...,05) € RM. Let
O be on observable and p = |0)0| the initial state of the quantum system, the

outcome of the variational circuit is the expectation value
£(8) = (0)g =Tx[OU(6)pU"(6)]. (7.3)
Suppose that the parameters are affected by a noise process that adds a perturba-

tion
60— 0+40, (7.4)
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where 60 = (001, ...,605) € RM are i.i.d. according to a Gaussian distribution

2

N (u, ) with zero mean = 0 and equal variance o2, namely

591' ~ N(O,U2) ;
E[66;] =0, vie{l,..., M} (7.5)
E[&Gléej] = UQ(Sij .

As discussed earlier, in our analysis in this section and in the numerical simulations
in section 7.3.3.1, we assume that the perturbed parameters remain the same
during the evaluation of a single expectation value. In a real experiment on
quantum hardware, this would mean that for all measurements used to estimate
the expectation value, the perturbations stay at least approximately unchanged. Of
course, without this assumption, the resulting noise model could not be considered
unitary, and one may then resort to a noise channel formulation of Gaussian noise
as proposed in [261, 280]. Hence, in the following we restrict our attention to the

setting described above.

The effect of Gaussian noise on the circuit can be evaluated by Taylor expanding the
circuit around the unperturbed parameters 6. For ease of explanation, we hereby
report only the main ideas and results, and we refer to Appendix 8 for a complete

and detailed derivation of all the calculations performed in this section.

Let f(0 + 060) be the function evaluated on the perturbed parameters, its Taylor

expansion up to fourth-order reads

M
1 *f(6)
2 £« 96,00, 06:06;
=1
M

w (7.6)
1 ofe) . o 4
) 189i89j89k60159J59k+0(50 ).

,],R=

M
F(O+050) ~f(0)+Y Lgé‘?) 50; +
i=1 g

With this expression one can evaluate the expected value of the noisy func-
tion E[f(0 4 00)] over the distribution of the Gaussian perturbations, E(:) =

Esp,~Ar(0,02)(+). Since every odd moment of a Gaussian distribution vanishes, using
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relations (7.5) in the expansion (7.6) one obtains

E[f(6 +36)] = f(6) + % ' gg: g?lm[(saiaej]

80 89

~ f(6) + 502 T{H(6)] +0(0"),

where Tr[H (0)] denotes the trace of the Hessian matrix

9°f(6)
96,00,

H;;(0) = i, 7=1..., M. (7.8)
Thus, the first non-vanishing correction term caused by the noise is proportional
to the noise variance o2, and the Hessian of the parametrized quantum circuit,
which conveys geometric information about the curvature of the function landscape

around the unperturbed point 6.

Higher-order terms in the expansion can be evaluated in a similar way, specifically
making use of so-called Wick’s relations for multivariate normal distributions as
shown in Appendix 8. If all the derivatives of the function f(0) are bounded, as
it is the case for parametrized quantum circuits, then it is possible to derive an
upper bound on the error induced by the perturbations which only depends on
the noise strength o2 and the total number of parameters M, as we show in the

following.

Using the parameter shift rule [33, 39], one can show that any derivative of
a parametrized quantum circuit can be expressed as a linear combination of
circuit outcomes evaluated at specific points in parameter space [280, 51]. Let
a = (ai,...,apy) € NM be a multi index keeping track of the order of partial

derivatives, define the derivative operator

0% o] 7.9
R i
where |a := ZiV; «;. By nested applications of the parameter shift rule, one can
show that
olex|

9> f(0) = 2‘0“ Z m f(O (7.10)
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where s, € {£1} are signs, and 6,,, are parameters obtained shifting the parameter
vector @ along different directions. Now, since the measurement outcome of every
circuit is bounded by the maximum absolute eigenvalue of the observable, i.e.
|£(0)] < ]|O||co, consequently it also holds that |0%*f(0)] < ||O|| (see Appendix
8). Note that we only consider bounded observables here, like the Pauli operators

commonly used in variational RL algorithms [153, 154, 150, 75].

Since all the derivatives of the function are bounded, it is possible to bound every
term in the Taylor series and then compute an upper bound to the error caused
by the perturbation. In fact, defining the absolute (average) error caused by the
noise as

€0 := [E[f(0 +00)] — f(6)], (7.11)

one can prove that this is upper bounded by (see Appendix 8)
20 < O]l (/2 = 1) (7.12)

Note that since eg < 2||O||, is always true, the bound is informative only as long
as e” M/2 _1 <2,

This expression only depends on the noise strength o2, the total number of noisy
parameters M, and the operator norm of the observable ||O]|, and it can be used
to estimate a sufficient condition on the noise strength to guarantee a desired error
threshold e¢. Rearranging Equation (7.12), a sufficient condition to have error g

not larger than ¢, is to have Gaussian perturbations satisfying

2 €
oc<4/—1lo (l—i—). 7.13
Va5 T ol (7.13)

As the allowable error is small € < 1, by approximating the logarithm log(1 4 z) ~

x, one derives that the perturbations must follow the scaling

€
— . .14
<0 (5o o

Note that a similar scaling law was recently derived also in [280], though via a
slightly different method based on the moment generating function of the probability

distribution characterising the perturbations.

To provide an example, assume one is willing to tolerate an error of ¢ = 10%),
that ||O||,, = 1 as for measuring a Pauli operator and that the PQC consists

of M = 100 noisy parametrized gates, then one can be sure of such accuracy if
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o ~ 0.1/4/100 = 0.01. However, we stress again that the scaling Equation (7.13)
is only a sufficient but not necessary condition for achieving an error e. In fact,
apart from the requirement of bounded derivatives, Equation (7.13) is agnostic
with respect to the specifics of the function, and such bound can be quite loose in
real instances where a much larger noise level still causes a small error, as shown

in Figure 7.5.

In Figure 7.5, we report simulation results obtained by simulating the parametrized
ansatz depicted in Figure 7.2(b) subject to Gaussian coherent noise of increasing
strength. It is clear that the output of the circuit closely follows the approximation
of Equation (7.7) given by the Hessian even at moderately large value of the noise
o < 0.15. When the noise is too strong (o > 0.2), the circuit becomes essentially
random, and the average expectation value when measuring a Pauli operator is
zero. This is a consequence of PQCs often behaving like unitary designs upon
random initialization of the parameters [229, 44], a fact which we discuss in detail
in Sec. 7.3.2. At last, as discussed earlier, while the upper bound (7.12) holds, it
is indeed very loose and only holds tightly at small o < 0.01.

We now proceed discussing why hardware-efficient parametrized quantum circuits
can be resilient to Gaussian coherent noise. Roughly, this is because such circuits are
found to behave like random unitaries upon random assignment of the parameters,
which implies that the derivatives of such circuits tend to vanish as the system

size grows large [51].

7.3.2 Resilience of Hardware-Efficient ansatzes to Gaussian

coherent noise

The previous analysis showed that Gaussian perturbations induce an error depend-
ing on the Hessian of the circuit (see Equation (7.7)), so that up to fourth order in
the perturbation it holds that
1

E[f(0 + 60)] ~ f(0) + 502 Tr[H(6)]. (7.15)
This equation tells us that if the optimization landscape is flat or close to being
flat, then the Hessian is small, and so the perturbation will have little effect on the
output of the circuit. On the contrary, in the presence of a very curved landscape,

noise will have a great impact and the output of the circuit may change sensibly. It

is known that the curvature of the optimization landscape produced by a PQC is
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Figure 7.5: Effect of Gaussian coherent noise on the output of the parametrized

quantum circuit shown in Figure 7.2(b). The plot is obtained by first choosing a

parameter vector 8y € R%2 corresponding to a the ideal noise-free expectation value

f(80) = (O) with O = Z®*. With this baseline fixed, random Gaussian perturbations

are added to the angles O,0isy = B9 + 06, and the resulting noisy expectation vales

(O)noisy are computed. Each point in the plot is the average over N = 10° different

perturbation vectors sampled from a multivariate Gaussian distribution of a given o.
The experiments are then repeated for increasing values of the noise strength o. The
error bars show the statistical error of the mean. For small noise levels, the output of
the quantum circuit closely follows the behaviour predicted by Equation (7.7), where
the Hessian is evaluated at the unperturbed value H = H(6p). When the error is
too large the circuit behaves as a random circuit whose output is on average zero,
hence the error plateaus to the unperturbed expectation value € = [(O)| = | f(60)|).
The upper bound predicted by Equation (7.12) is very loose in general, and holds
tightly only for very small values of o 5 0.01.

145



7.3 Coherent noise

closely related to the barren plateau phenomenon [229, 44, 48], where the variance
of the first and second derivative vanishes exponentially in the number of qubits
and layers in a random circuit. Additionally, the hardware-efficient ansatz we use
for some of the environments in this work is known to suffer from barren plateaus
when the system size is large. As the curvature of the optimization landscape
of these types of circuits is very flat, it can also be expected that the type of
noise induced by the Gaussian perturbations on parameters that we study in this
work should not affect circuits that generally produce small first and second order
derivatives. While circuits that are in the barren plateau regime are obviously
undesirable as they quickly become untrainable, one can consider circuits of the
size such that the variance in gradients is relatively small, but the circuit has
not yet converged to an approximate 2-design, as shown in [229]. We make this

statement more formal in the following.

We can use standard results on averages of unitary designs [288, 289] to characterize
the Hessian of hardware-efficient circuits, and thus gain insight on their performance
under Gaussian noise. We report the main results of our analysis here, full
derivations can be found in Chapter 8. In the following, we suppose that sampling
a random value of the parameter vector 6 in the parametrized circuit U(8), is
equivalent to sampling a unitary from a unitary 2-design, defined as a set of unitary
matrices that match the Haar distribution up to the second moment. Also, we
consider observables O being Pauli strings, so that Tr[O] = 0 and Tr[O?] = 2".
In order to distinguish from the previous notation where averages were computed
over the Gaussian distribution of the perturbations, we use Ey[-] and Vary[-] to

denote average values and variances evaluated over the random unitaries.

Then, under reasonable and usual assumptions on parts of the parametrized
quantum circuit being 2-designs, it is possible to show that the diagonal elements
of the Hessian H;; = 8 f(0)/002 satisfy [51] (see also Appendix 8 for an explicit
derivation)
1

EU[H“] =0, VarU[Hi,;] € O<2n> (716)
That is, in addition to first order derivatives, also second order derivatives of
random parameterized quantum circuits are found to be zero on average, and with

a variance which is exponentially vanishing.
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Figure 7.6: Simulation results of evaluating the trace of the Hessian matrix for the
circuit shown in Fig. 7.2(b) with random assignments of the parameters and O = Z®*.
The simulations are performed by sampling 2000 random parameter vectors {6, }292)
with 6; ~ Unif][0, 27| and then evaluating the trace of the corresponding Hessian
matrix Tr[H (0.,)]. These values are used to build the histogram showing the fre-
quency distribution of Tr[H]. The length of the arrows are, respectively: “Numerical
20" (black solid line) twice the numerical standard deviation, “Approximation"
(dashed red) twice the square root of the approximation in Eq. (7.18), “Bound"
(dashed-dotted green) twice the square root of the upper bound in Eq. (7.17).

Starting from the results above, one can calculate the statistics of the trace of the
Hessian, for which it holds

Ey[Tr[H]] =0, Vary[Tr[H]] < M

ST (7.17)
Furthermore, our numerical simulations suggest that the variance of the trace of the
Hessian is actually smaller, and is well captured by the following expression
MM+1) 1M 2

Vary [Tr[H]| ~ T Y1

(7.18)

a fact which we justify and discuss in Chapter 8.

In Figure 7.6 we report simulation results of evaluating the trace of the Hessian
matrix for the circuit shown in Figure 7.2(b). The histogram represents the
frequency of obtaining a given value of the trace of the Hessian Tr[H (0)] upon
random assignments of the parameters. Indeed, there is a very good agreement
between the variance obtained via numerical simulations (black solid line), and

the one calculated with the approximation (7.18) (dashed red line).

The circuit used has M = 92 parameters and n = 4 qubits, and plugging these
values in Equation (7.18) yields a standard deviation oy = Stdy[Tr[H]] ~ 11.
Then, if the behaviour of the PQCs in practical scenarios is well described by its
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Figure 7.7: Q-learning agents on the CartPole environment trained and evaluated
at varying perturbations o. Panel (a) shows training performance, while panel (b)
shows the performance of the same agents after training and evaluated under different
perturbation levels than those present during training. Each point is computed as

the average score of the 10 agents under the perturbation indicated on the x-axis.
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Figure 7.8: Policy gradient agents on the CartPole environment trained and

evaluated at varying perturbations o. Panel (a) shows training performance, while

panel (b) shows the performance of the same agents after training and evaluated

under different perturbation levels than those present during training. Each point is

computed as the average score of the 10 agents under the perturbation indicated on

the z-axis.
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random parameter regime, one expects the trace of the Hessian to be on average
zero and in general not much bigger (in absolute value) than oy ~ 11. With this
order of magnitude for the trace, the first order correction Equation (7.15) even

with a Gaussian noise level of ¢ = 0.1 is very small, as it amounts to

E[f(6 + 60)] — £(8)] ~ %U2|’I&"[H(0)]| ~ 0.05.

Summing up, for those PQCs whose cost landscape is close to being flat, then
Gaussian perturbations on the variational parameters will have a limited impact

on the output of the quantum circuit.

7.3.3 Numerical results
7.3.3.1 CartPole

First, we evaluate the performance of policy gradient and Q-learning algorithms
when Gaussian perturbations are applied at each circuit evaluation during training.
In Figure 7.7 (a) and (b), we show the training and evaluation performance,
respectively, of Q-learning agents in the CartPole environment with perturbations
in the range o € {0,0.1,0.15,0.16,0.17,0.18,0.19,0.2}. Only the agent trained
with noise level o = 0.1 learns the environment successfully and remains close to
optimal performance. As suggested by our theoretical analysis in Section 7.3.1,
performance starts to degrade as we consider higher perturbations of ¢ > 0.1,
and none of those agents manage to achieve a better performance than a score of
125 on average. In Figure 7.7 (b) we evaluate the performance of trained agents
when they act in an environment with different perturbation levels than those
present when they were trained. Even agents that do not perform well during
training achieve close to optimal performance when evaluated in the noise-free
setting. This suggests that despite their bad training performance due to the added
perturbations, these agents still learn a good Q-function. Notably, the agents
trained without noise perform worst when they are evaluated under various levels

of perturbations.

Results for agents trained with the policy gradient method are shown in Figure 7.8
(a). While again only the agents trained with a perturbation of ¢ = 0.1 perform
well and even reach optimal performance, agents with higher perturbations also
largely stay close to optimal performance with a final score of 125 on average.

Even the agent trained with a relatively high o = 0.2 is robust in this setting, even
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Figure 7.9: Comparison of average learned policies (PG) and Q-functions (QL) of
agents from Figure 7.7 and Figure 7.8, in the noise-free setting (blue) and with a

perturbation level o = 0.2 (yellow).
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though it requires by far the most training episodes to get to a good score. This
positive trend is also visible in Figure 7.8(b), where we see that all agents achieve
close to optimal performance when evaluated with perturbation levels o < 0.1,
which is again in line we our theoretical analysis in section 7.3.1. The difference
between agents trained with Gaussian perturbations and those trained without is
not as large as in the Q-learning setting, and at evaluation time both algorithms
perform similarly. Another observation about the policy gradient agents is that
those trained with ¢ = 0.2 achieve optimal or close to optimal performance in
the environment under various perturbation levels at evaluation time, and are the
most robust out of all agents trained in this setting. Overall, the policy gradient
method shows a larger resilience to Gaussian noise in our experiments for the
CartPole environment. It is an open question why this is the case, however, we
did not observe better performance of the policy gradient algorithm under noise in

general, as results in later sections will show.

In addition to studying the performance of Q-learning and policy gradient agents
at training and evaluation time, we visualize the learned policies and Q-functions
of both in the noisy and noise-free setting in Figure 7.9. As learned policies and
Q-functions can look different even when training the same agent twice, we show
averages of the ten agents shown in Figure 7.7 and Figure 7.8 for both algorithms,
and for perturbation levels of ¢ = 0 (blue) and o = 0.2 (yellow), respectively.
The CartPole environment has four inputs: cart position and velocity, and pole
angle and velocity. To visualize the learned policies and Q-functions, we show the
probabilities and Q-values for taking the action “right” as a function of pairs of
state values. The state inputs that are not in the figure are set to zero, and for the
sake of clarity we do not apply perturbations to the parameters when visualizing
the policy. In Figure 7.9 (a), (c), and (e), we see results for policy gradient agents.
Overall, it can be seen that the agents trained without perturbations learn smoother
policies, hence for most states there is a clear decision on which action to take.
Training with perturbations makes the policies slightly more rippled, but they still

mostly follow the contours of the policy learned under ideal conditions.

The approximated Q-functions can be seen in Figure 7.9 (b), (d), and (f). One
observation we make here is that the range that Q-values take blows up considerably
compared to the noise-free setting. This is due to the trainable output weights that
the expectation values are multiplied with in the Q-learning setting (see Section 7.1)

becoming considerably larger for agents trained in the noisy setting. However, as
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we can see in the Appendix in Figure 7, the shapes of the learned Q-functions of
the noise-free and noisy agents are still very similar, which explains why even the
agents trained with ¢ = 0.2 perform almost optimally when evaluated without
perturbations in Figure 7.7 (b). We also note that the range of Q-values of both
the noisy and noise-free agents is much larger than the range of optimal Q-values
given in [75]. This can be understood as the agent consistently overestimating the
expected return, a problem known to arise in classical Q-learning, and which is
exacerbated by noise [290]. However, the authors of [75] also point out that in the
function approximation setting, it is more important to learn the order of Q-values
for each state (i.e., preserving that the argmax Q-value corresponds to the optimal

action) than learning a close representation of the optimal Q-values.

7.3.3.2 Traveling Salesperson Problem

In this section, we study the performance of Q-learning and policy gradient
algorithms with Gaussian coherent noise in the TSP environment. Panels (a) and
(b) in Figure 7.10 show the training and evaluation performance of Q-learning

agents in this environment under perturbations in the range
o €{0,0.1,0.15,0.16,0.17,0.18,0.19,0.2}.

We note that the Q-learning agents trained without noise already converge after
600 episodes on average, but to get an equal runtime in terms of episodes for
all settings, we also let them run for 10000 episodes. This unnecessarily long
runtime causes the optimizer to leave the local minimum again, which we ignore
as an artifact here and consider the lowest average approximation ratio for the

comparison with the other models.

For the TSP environment, we observe that with increasing levels of Gaussian
perturbations, convergence of agents is delayed and their final approximation ratio
becomes worse compared to the noise-free agents’ performance. Still, all agents
seem to learn very similar policies despite being trained with different settings
of o, as we can see by their almost identical performance at evaluation time
shown in Figure 7.10 (b). Despite a drop in performance during training, the final
performance of the models on a test set of previously unseen TSP instances stays
almost unaffected by the noise present during training. While we see that agents
trained with more noise seem to learn more noise-robust policies as in the case

of the CartPole environment, this effect is not as pronounced here. Additionally,
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Figure 7.10: Training and evaluation of Q-learning agents in the TSP environment
under various perturbations o. Panel (a) shows the effect of perturbations during
training, panel (b) shows results for the same agents evaluated on varying perturba-
tion levels after training, different to those present at training time.
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Figure 7.11: Training and evaluation of policy gradient agents in the TSP envi-
ronment under various perturbations o. Panel (a) shows the effect of perturbations

during training, panel (b) shows results for the same agents evaluated on varying
perturbation levels after training, different to those present at training time.
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we again see that performance of trained models in Figure 7.10 (b) starts to drop
at 0 > 0.1, as indicated by our theoretical analysis in Section 7.3.1. While the
policy gradient method shows a certain robustness to noise during training in the
CartPole environment, this is not the case for the TSP environment, as we show
in Figure 7.11 (a). The only agent that gets close in performance to the noise free
agent is the one trained with ¢ = 0.1, while higher perturbations yield agents that
are relatively bad with an approximation ratio between 1.4 and 1.6 on average.
However, again, all agents seem to learn similar policies as indicated by their test
performance in Figure 7.11 (b). Similar to CartPole, the agents’ performance on
the test set under varying perturbation levels closely matches that of the noise-free
agents, and again we see a large drop in performance for perturbations that are
higher than ¢ = 0.1.

Overall, the Q-learning algorithm performs better in the TSP environment than the
policy gradient method. The optimal tour for each TSP instance is deterministic, so
using a stochastic policy as in the policy gradient approach introduces an additional
source of error, as there is always a non-zero probability to chose a non-optimal
action. This leads to an increased susceptibility to the Gaussian perturbations
present during the evaluation of the policy gradient algorithm. This is not the case
for Q-learning, where choices are made based on the argmax Q-value. Additionally,
the ansatz that we use does not separate between data encoding and trainable
parameters as described in Section 7.1. As the optimal tour of a TSP instance does
not change upon small perturbations of the edge weights, this leads to a relative
robustness of this ansatz used in conjunction with Q-learning to Gaussian coherent

noise in this environment.

7.4 Incoherent noise

The Gaussian perturbation noise that we studied in Section 7.3 is well-suited to
model coherent errors due to imprecision in the control of the quantum device, but
it does not reflect noise that results from undesired interactions of the quantum
system with its environment. To study the effect of this type of incoherent noise

we perform additional experiments in this section.

We simulate this type of noise with TensorFlow Quantum (TFQ) [224], where they
are implemented through a Monte-Carlo trajectory sampling method [291, 292]

that approximates the effect of noise by averaging over state vectors generated from
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a probabilistic application of the noise channel. This method of simulating noise
essentially trades off the overhead in memory needed to store the 2™ x 2™ sized
density matrices necessary to simulate incoherent noise, with a runtime overhead.
The precision of this approximation is determined by the number of repetitions,
which specifies how many “noisy” state vectors are used. This adds a stochastic
element to the simulation of the noise channels, and we get closer to simulating
the exact noise model as the number of trajectories increases. Depending on the
environments, we choose the number of trajectories so that it is possible to perform
simulations in a reasonable time frame, and specify this number individually for
each of the experiments below. We note that the runtime requirements for CartPole
when simulating this type of noise are especially high, as the number of time steps
in each episode, as well as the number of episodes itself depends strongly on the
performance of the agent. In particular, agents that perform neither very well
nor very poorly, which are exactly the noise configurations we are interested in
studying here, take especially long to simulate, as they do not converge early by
solving the environment, but still take on the order of 100 time steps in each
episode. Therefore we focus our attention mainly on the TSP environment in this

section.

7.4.1 Depolarizing noise

Depolarizing noise affects a quantum state by either replacing it with the completely
mixed state with probability p, or leaving it untouched otherwise [293]. Let p be
the density matrix of a qubit, then depolarizing noise is defined by the map

Dy(p) = (1 —p)pﬂ%- (7.19)

We model depolarization noise with Cirq [291] and TFQ [224] by appending a layer
of local depolarizing channels to every qubit after each time step of the computation,
where a time step is defined as the largest set of gates that can be implemented
simultaneously. This implementation takes into account the possibility of cross-talk
between qubits [294]. Also, note that while the use of depolarizing channels alone
may not be a good approximation of real single qubits errors, it may become a
good effective description of the overall noise process for the case where many

qubits and layers are used [295].

In our simulations, we assume that both single- and two-qubits gates are noisy, and

consist of a composition of the ideal gates followed by local depolarizing channels
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7.4 Incoherent noise

of equal probability p, acting independently on each qubit. In particular, the
application of a depolarizing noise channel is implemented by performing one out
of four actions at each circuit execution (trajectory): do nothing with probability
1 — p, or apply at random one of the three Pauli operators with probability p, and
then average over the results. We remark that the average gate error of single-qubit
gates in currently available superconducting quantum computing hardware is of
the order of r < 0.01, with gate fidelities exceeding > 99%. Finally, we note that
one can relate the depolarisation strength p to the average gate error r over single
qubit Cliffords, as measured by Randomized Benchmarking (RB) [296, 294, 296]
and commonly reported for quantum devices [297, 298], via r = p/2. However, our
circuits do not only use Cliffords, and moreover, estimates for the gate error in RB
depend on the basis gates available on the device. Therefore, one should consider
our simulations with depolarizing noise of strength p as a proxy for a quantum
device whose average error rate r is of the same order of magnitude of p. While a
single-qubit error noise model may not be accurate enough to closely mimic the
behaviour of a real quantum device, it gives us the possibility to study the effect
of single-qubit errors separately, before we go on to study a noise model that also

includes two-qubit gate errors in section 7.4.2.

As mentioned above, simulating incoherent noise has high runtime requirements, so
in the following we limit our studies to: (i) Q-learning in the CartPole environment,
and (ii) the policy gradient method in the TSP environment. We pick these settings
as they were the ones that were more sensitive to Gaussian coherent noise in our
studies in Section 7.3, and in that sense represent the worst case instances from
the previous section. To simulate the noisy quantum circuits, we use the Monte
Carlo sampling as described above, where the number of trajectories used depends
on the environment. As the CartPole environment requires a very high number
of environment interactions (the better the agent, the more circuit evaluations
are required per episode), we use 100 trajectories in this setting. In the TSP
environment, the number of steps in each episode is constant and therefore we can
use a higher number of 1000 trajectories and still perform simulations in a timely

manner.

Figure 7.12 shows results of Q-learning agents trained in the CartPole environment
with various error probabilities p. Agents with a realistic error probability of up to
p = 0.01 still solve the environment in less than 2000 episodes on average. Agents

trained with error probability p = 0.005 reach higher scores almost as quickly as
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Figure 7.12: Q-learning agents trained with varying probabilities p of depolarization
errors, and five layers of the circuit depicted in Figure 7.2 a). Noise is simulated
with 100 Monte Carlo trajectories. The noisy curves are averaged over 5 agents, the

exact one is averaged over 10 agents as in previous figures.
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Figure 7.13: Policy gradient agents trained in the TSP environment with varying
probabilities p of depolarization error, with one layer of the circuit depicted in
Figure 7.2 c¢). Noise is simulated with 1000 Monte Carlo trajectories. All curves are

averaged over 10 agents.
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7.4 Incoherent noise

agents trained in the noise-free setting, but stay somewhat unstable until they
solve the environment after 3500 episodes on average. When the noise probability
is increased to p = 0.1, we see that agents fail to make any learning progress at
all.

Figure 7.13 shows the performance of the policy gradient method under one-qubit
depolarization errors in the TSP environment. In this setting, agents trained
with error probability p = 0.01, as is a realistic assumption on current devices,
perform noticeably worse than agents in the noise-free setting with a drop in
approximation ration of around 0.2 on average. Only when we consider an error
probability of p = 0.001 do we get performance that is almost exactly the same as
that in the noise-free case. Similar to the results of the Q-learning agent in the
CartPole environment, agents trained with an error probability of p = 0.1 show no

meaningful learning progress.

7.4.2 Noise model based on current hardware

After studying the effect of single-qubit depolarization errors in Section 7.4.1, we
now study the performance of the Q-learning algorithm in the TSP environment
in the presence of a more realistic noise model that captures the behaviour of a
near-term superconductive quantum device. The error sources we incorporate into
this noise model are the following: single-qubit and two-qubit depolarization errors,
single qubit amplitude damping error, and measurement noise. While hardware
providers like IBM and Google offer the possibility of simulating noise models of
specific devices, we do not want to take device-specific factors like qubit topology
and native gate sets into account in this work, as the performance in these settings
also depends strongly on the quality of the circuit compiled to the native gate set
and qubit connectivity [299]. Instead, we define a custom noise model based on
gate fidelities published by hardware vendors, but do not take the above details
into account. To determine realistic settings for the error probability of each noise
source, we use calibration data published by IBM [300] at the time of writing. The

noise model used in our simulation is specified as follows:

e Depolarization error: Single qubit depolarization channels with p = 0.001
are applied after every single qubit gate. Two-qubit depolarization errors,
defined by properly adjusting the definition in Equation (7.19), with po = 0.01

are applied after every two-qubit gate on the corresponding pair of qubits.
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7.4 Incoherent noise

Error source a) b) c) d)
Depolarization (1Q) 0.001  0.001 0.01 0.1
Depolarization (2Q) 0.01 001 01 02
Amplitude damping 0.0003 0.03 0.03 0.1
Bitflip (measurement) 0.01 0.01 01 0.1

Table 7.1: Error strengths for the configurations of the custom noise model
used in Figure 7.14. Depolarization (1Q) indicates the single qubit depolarising
channel applied after each single-qubit gate, and similarly for 2Q for two-qubit gates.
Configuration a) in bold is based on error rates published by IBM at the time of

writing, as described in the main text.

¢ Amplitude damping error: Amplitude damping channels with decay
parameter v = 0.003 are applied after each single- and two-qubit gate on the
corresponding qubits. Such a decay rate is valid for real devices having single
qubit gate durations of t = 35ns, and average qubit decay times T ~ 100us,
which correspond to a decay parameter of v =1 — exp(—t/7'1) ~ 0.0003.

e Measurement noise Measurement errors are modeled by appending a
bit-flip channel with probability p = 0.01 to every qubit right before the

measurement process.

We recall that the circuit ansatz for the TSP environment is the one depicted
in Figure 7.2(c), where input information about the edge weights of the TSP
instance is encoded by means of two-qubit gates. We therefore chose to study this
ansatz in the context of a noise model that incorporates two-qubit errors, as we
expect that these types of errors will affect performance of an ansatz that encodes
crucial information in two-qubit gates more severely. Additionally, it is hard to
perform simulations in this setting for the CartPole environment in a reasonable
amount of time, as discussed above. For these reasons, we restrict our attention to

the TSP environment in this section.

Figure 7.14 shows results averaged over five Q-learning agents in the TSP environ-
ment for each of the error probability configurations of the custom noise model
described above. We show the specific error probabilities used for the simulations
in Table 7.1. Configuration a) corresponds to error probabilities that are consistent
with those present on current quantum hardware as described above. Based on
this, we specify three other error probabilities b) - d) by increasing the error on

varying error sources. We note that while the error probabilities themselves in
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Figure 7.14: Q-learning agents trained in the TSP environment with one layer of
the circuit depicted in Figure 7.2 ¢) and custom noise model, using 1000 Monte Carlo
trajectories. The labels indicate the custom noise configurations defined in Table 7.1,
results are averaged over five agents in each curve, except for the exact curve which

is averaged over ten agents as done in previous figures.

configuration a) are consistent with those on current hardware, our simulation is
only an approximation of this error due to the Monte Carlo trajectory sampling
method described in Section 7.4. To perform simulations in a reasonable time
frame, we use 1000 trajectories for each circuit evaluation. The circuit that we
simulate has 145 gates (counting a ZZ-gate as two CNOTs and one Z gate), and
for small error probabilities the chance of applying each of the noise channels is
relatively small. This means that in each trajectory, a relatively small number
of noise channels is applied. Hence we expect that the results in Figure 7.14 are
slightly better than what we would get if the exact noise model was simulated (i.e.,
in the limit of a large number of trajectories, or by considering the full density

matrix).

Looking at the results in Figure 7.14, we see that for configuration a) (blue), the

performance of the agents matches those of the noise-free ones (dotted black)
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almost exactly, and the noise model based on realistic error strengths of current
devices does not affect training. We see a slight drop in performance when we
increase the error probability of the amplitude damping channels from 0.0003
to 0.03 (orange), as described in Table 7.1, column b). For configuration c), we
also increase the other remaining error sources’ probabilities, which leads to a
considerable drop in performance. In configuration d), we assume extremely high
error probabilities for each of the noise channels, which leads to a complete failure

of the agents to make any meaningful learning progress in this environment.

7.5 Conclusions

Our goal in this chapter was to evaluate the resilience of variational RL algorithms
to various types of noise that are present on real quantum hardware. First, we
investigated shot noise, which results from the probabilistic nature of quantum
measurements. We introduced a method to reduce the number of shots to train
a Q-learning agent, motivated by the specific structure of the underlying RL
algorithm. Our shot allocation technique enables a more shot-frugal training of
variational Q-learning models with little or no effect on the final performance of

the agents.

After considering shot noise, we moved on to study the effect of Gaussian coherent
errors that can arise on real hardware due to miscalibration of the device, or
imprecise pulse sequences that implement the parameterised gates in the quantum
circuit. We gave an analytic expression for how this type of noise affects the output
of a quantum RL agent, and provided a bound on the standard deviation of the
Gaussian error that elucidates the tolerable magnitude of the error on the output
of a quantum model. We confirm this bound in our simulations, where we study
the effect of various levels of Gaussian perturbations on the performance of training
policy gradient and Q-learning agents in two different environments. For one of
these environments, we find that agents trained with higher noise probabilities
also learn more robust policies and Q-functions, in the sense that under evaluation
of different perturbation levels, these agents achieve optimal or close to optimal

performance more often.

Finally, we studied incoherent noise that emerges in real hardware due to undesired
interactions of the qubits with the surrounding environment, as the device is not

completely shielded from external effects. To this end, we consider single-qubit
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depolarization errors, as well as a custom noise model that combines single- and two
qubit depolarization errors, amplitude damping errors, and bitflip (measurement)
errors. For the latter, we perform simulations with realistic error probabilities for
each of the noise channels, in line with data published for IBM devices at the time

of writing.

Overall, we find that the effect of noise on training variational RL algorithms for
Q-learning and the policy gradient method depends strongly on the strength of
the noise, as well as the type of noise itself. For some cases, like decoherence errors
with realistic error probabilities of current devices, the drop in performance is
relatively small. On the other hand, we find that large Gaussian perturbations
as well as errors induced by the probabilistic nature of quantum measurements
can affect performance in highly detrimental ways. Additionally, we find that for
Gaussian coherent noise agents that are trained with higher perturbations learn
more noise-robust policies in some cases, similar to results in classical literature,

where noise is used as a regularization technique.

While our results were performed in a regime that is still efficiently simulable on
classical computers, it is an interesting question for future work to consider the
implications of noise-robustness of large-scale quantum models in light of recent
results which show that in certain settings, the outputs of noisy quantum circuits
can be efficiently approximated classically [50, 301]. This raises the question to
what extent an inherent noise-robustness of hybrid variational quantum machine
learning affects the possibility to achieve a quantum advantage with these types of

models.

On the practical side, the optimization procedures that we used in this work were
the same as those commonly used to train models in noise-free simulations and are
not tailored to account for quantum hardware specific noise. This raises the question
on how optimization methods that are tailored for the special characteristics of
variational quantum models could further improve the performance of these types
of models in a noisy setting. For the optimization of PQC parameters in the
combinatorial optimization or quantum chemistry setting, it is known that some
optmization methods, like simultaneous perturbation stochastic approximation
(SPSA), actually become better with noise. It is an interesting area of future
research to design quantum-specific optimization routines for machine learning
that address or even combat specific types of noise, for example leveraging effective

quantum error mitigation techniques [302, 303, 304]. This work motivates the study
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of these types of optimization methods, as well as continued efforts to find learning

tasks where variational RL algorithms can potentially provide an advantage.
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CHAPTER

Conclusion

Throughout this thesis, we have investigated how to design and train variational
quantum machine learning models, with a focus on reinforcement learning. We
identified four main areas that influence the performance of VQAs in Chapter 1: i)
the way in which data is fed in to and read out from the circuit, ii) the structure
of the ansatz of the PQC that is used, iii) the classical optimization method used
to find the parameters of the circuit, and iv) the influence of noise present on
quantum hardware on the training of variational models. We dedicated a chapter

to each of these areas.

In Chapter 4, we studied how the classical optimization routine used in a VQA
can help to mitigate the barren plateau phenomenon for certain types of circuits.
For this, we introduce a method to build the ansatz in an iterative fashion, and
partition the set of parameters that are trained in the circuit in a way that prevents
the onset of barren plateaus during the optimization routine. We compared this
approach to the standard technique of training a fixed ansatz and updating all
parameters in every step, and found that our algorithm achieves a lower error on
the test set, as well as requiring less wall-clock time considering a realistic sampling

rate of a current device.

We address the question of how the data-encoding technique, as well as the choice
of observables to read out actions from a quantum Q-learning agent where the
PQC is used as a Q-function approximator, influence its performance on two
benchmark environments from classical RL literature in Chapter 5. In addition to
this, we establish a theoretical separation between classical and quantum learners
in a Q-learning setting, and perform an in-depth empirical comparison between

quantum Q-learning and the classical DQN algorithm, where we find that the
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quantum model achieves the same performance as its classical counterpart with a

fraction of the parameters.

After this, we address the question of how to design problem-tailored ansatzes for
a certain input data type, namely weighted graphs, in Chapter 6. In this chapter,
we introduce an ansatz that is equivariant under permutations of the nodes of
the input graphs, meaning that the outcome of the PQC does not depend on
the order in which representations of nodes are fed into the circuit. We establish
a connection to the field of classical geometric deep learning, that is concerned
with the design of efficient NN architectures that preserve certain symmetries.
We study our ansatz in the context of a learning task on graphs, where a QML
model is trained to solve instances of a combinatorial optimization problem by
using reinforcement learning. First, we theoretically study the expressivity of
our model and find that for our ansatz at depth one, there exists a setting of
parameters, for arbitrarily sized instances of the optimization problem that we
study, so that our model produces the optimal solution. After establishing that our
model is theoretically expressive enough to solve instances of the given optimization
problem, we numerically compare our ansatz to general hardware-efficient ansatzes
that are unrelated to the problem structure, and find that our equivariant ansatz

outperforms them by a large margin.

Finally, we turn to the question of how noise that is present on quantum hardware
influences the performance of variational RL models for policy gradients and
Q-learning. This study is motivated by a common folklore in the QML community,
that conjectures that variational QML models are robust to hardware noise to some
degree, due to the classical parameter optimization scheme. In addition, certain
results in the classical literature of training neural networks hint at the possibility
that a small amount of noise can even be used as a method to combat overfitting.
We analytically and numerically study the effect of various noise sources present on
quantum hardware: shot noise that is based on the probabilistic nature of quantum
measurements, coherent errors due to imperfect control of the quantum device, and
incoherent errors that occur due to the device’s interaction with its environment.
We find that there indeed exists a regime where noise does not prevent quantum
RL agents from successfully performing in a given environment, and that there
exist cases when training under noisy conditions leads to more robust policies.
Additionally, we provide an algorithm to flexibly determine the number of shots

required for estimating Q-values, such that the overall number of shots is reduced
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compared to setting a fixed number of measurements for each circuit evaluation

when training a Q-learning agent.

As alluded to in Chapter 1, the goal of this thesis is to contribute to the knowledge
of how to successfully train variational QML models, with the aim to foster
empirical studies of areas where these types of models can eventually become
useful in the future. This is motivated by theoretical results that show that there,
indeed, are functions that can only be efficiently learned in a quantum setting, but
which are somewhat contrived and not applicable to real-world problems, as well as
the historical development of heuristics and machine learning, which showed that
often large progress is made when improved hardware becomes available. We hope
that, similarly to the development of classical deep learning, the availability of
large-scale quantum hardware will lead to the discovery of interesting and valuable

applications of quantum machine learning.

“We are only one creative algorithm away from valuable near-term

applications.”

— Arute et al. [2]
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Appendix

Layerwise learning for quantum neural networks

As alluded to in Section 4.1, LL and CDL perform similarly in a perfect simulation
scenario, where we assume neither shot nor hardware noise. Figure 1 a) shows
a comparison of LL and CDL under perfect conditions, i.e. infinite number of
measurements and a batch size that corresponds to the number of samples, which
enables computation of exact gradients. Here, the magnitude of gradients doesn’t
affect the learning process severely, as the Adam optimizer uses adaptive learning
rates for each parameter and can therefore handle different ranges of gradient
magnitudes well as long as there is some variance in the computed gradients. In

this regime, both approaches show similar performance.

The convergence rate of a PQC increases proportionally to the number of parameters
in a model [188], so the number of experiment repetitions is almost equal for LL
and CDL. LL has less parameters and needs more epochs to converge due to this,
whereas CDL needs more calls to the quantum device for one update step, but in
turn needs less epochs to converge. In terms of cross entropy, both LL. and CDL
converge to a value of roughly 0.51. The corresponding test error of all approaches,
except for the randomly initialized CDL, reaches almost 0 but doesn’t converge
there and settles around an error of roughly 0.1 eventually, as seen in Figure 1
b).
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Figure 1: a) Cross entropy of LL and CDL during training with exact gradient
calculation corresponding to infinite number of measurements. When one assumes
the unphysical situation of infinite measurements (m = oo) all methods seem to
perform similarly. In particular, we compare LL to CDL with zero and random
initialization, where the initial parameters for the latter are chosen uniformly from
[0,27). The hyperparameters for all configurations were set to m = oo, b = 100 and
17 = 0.01. (For computing the number of experiment repetitions as defined in
Section 4.2.3, we drop m.) b) Test error corresponding to the runs shown in Figure
1. This further supports the observation that when one allows unphysical, arbitrary

precision queries(m = o0), all tuned training strategies seem to perform similarly.
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Quantum agents in the Gym: A variational quan-

tum algorithm for deep Q-learning

Visualization of a learned Q-function
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Figure 2: Visualization of the approximate Q-function learned by a quantum
Q-learning agent solving Cart Pole. Due to the 4 dimensions of the state space in
Cart Pole, we represent the Q-values associated to the actions “left” (green) and
“right” (blue) on 3 subspaces of the state space by fixing unrepresented dimensions to
0 in each plot. As opposed to the analogue values (i.e., unnormalized policy) learned
by policy-gradient PQC agents in this environment [150], the approximate Q-values
appear nicely-behaved, likely due to the stronger constraints that Q-learning has on

well-performing function approximations.

Model hyperparameters

In the following, we give a detailed list of the hyperparameters for each configuration
in fig. 5.3, fig. 5.4, fig. 5.5, fig. 5.6 and fig. 5.7. The hyperparameters that

we searched over for each model were the following (see explanations of each
hyperparameter in table 1):
e Frozen Lake v0: update model, update target model, n
e Cart Pole v0, quantum model: batch size, update model, update target
model, 7, train wq, train we, Nw,, Nw,
e Cart Pole v0, classical model: number of units per layer, batch size, update

model, update target model, n
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Hyperparameter explanation
qubits number of qubits in circuit
layers number of layers
vy discount factor for Q-learning
train wq train weights on the model input as defined in section 5.1.1
train w, train weights on the model output as defined in section 5.1.2
n model parameter learning rate
Thwy input weight learning rate
T, output weight learning rate
batch size number of samples shown to optimizer at each update
€init initial value for e-greedy policy
€dec decay of e for e-greedy policy
€min minimal value of e for e-greedy policy
update model time steps after which model is updated
update target model time steps after which model parameters are copied to target model
size of replay memory | size of memory for experience replay
data re-uploading use data re-uploading as defined in section 5.1.1

Table 1: Description of hyperparameters considered in this work

Frozen Lake v0, fig. 5.3 | Cart Pole v0, optimal | Cart Pole v0, sub-optimal

qubits 4 4 4
layers 5, 10, 15 5 5

v 0.8 0.99 0.99
train wq no yes, no yes, no
train w, no yes, no yes, no
n 0.001 0.001 0.001
Nwa - 0.001 0.001
T, - 0.1 0.1
batch size 11 16 16
€init 1 1 1
€dec 0.99 0.99 0.99
€min 0.01 0.01 0.01
update model 5 1 10
update target model 10 1 30
size of replay memory 10000 10000 10000
data re-uploading no yes, no yes, no

Table 2: Hyperparameter settings of PQCs in fig. 5.3, fig. 5.4 and fig. 5.5
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layers 5 10 15 20 25 30
qubits 4 4 4 4 4 4
o' 0.99 0.99 0.99 0.99 0.99 0.99
train wq ves ves ves ves ves ves
train w, yes yes yes ves ves ves
n 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001
Nwy 0.001 | 0.001 | 0.001 | 0.001 | 0.001 | 0.001
o, 0.1 0.1 0.1 0.1 0.1 0.1
batch size 16 64 32 16 64 16
€init 1 1 1 1 1 1
€dec 0.99 0.99 0.99 0.99 0.99 0.99
€min 0.01 0.01 0.01 0.01 0.01 0.01
update model 1 10 10 10 10 10
update target model 1 30 30 30 30 30
size of replay memory | 10000 | 10000 | 10000 | 10000 | 10000 | 10000
data re-uploading ves ves ves yes yes yes

Table 3: Hyperparameter settings of PQCs in fig. 5.6 a)

units in hidden layers | (10, 10) | (15, 15) | (20, 20) | (24, 24) | (30, 30) | (64, 64)
Y 0.99 0.99 0.99 0.99 0.99 0.99
n 0.001 0.001 0.001 0.001 0.001 0.001
batch size 64 16 64 64 64 16
€init 1 1 1 1 1 1
€dec 0.99 0.99 0.99 0.99 0.99 0.99
€min 0.01 0.01 0.01 0.01 0.01 0.01
update model 1 1 1 1 1 1
update target model 1 1 1 1 1 1
size of replay memory 10000 10000 10000 10000 10000 10000

Table 4: Hyperparameter settings of NNs in fig. 5.6 b)

175



Equivariant quantum circuits for learning on weighted

graphs

Additional results on statistical significance of comparison
between EQC and NEQC

To make statements on the statistical significance of the difference between the
performance of the EQC and NEQC shown in Figure 6.5, we perform a two-sample
t-test on the two models for the same instance sizes (i.e., for the data in the two
boxes for each instance size) with the null hypothesis that the averages of the two
distributions are the same. Based on this, we compute p-values to quantify the

statistical significance of the differences between models.

Figure 3 a) shows p-values for the depth-one EQCs and NEQCs from Figure 6.5 b).
For the 5-city instances, we can not reject the null hypothesis. Indeed, it is already
visible by looking at the boxes that the distributions are very similar, which can
be expected as the number of permutations of a graph with five vertices is small.
However, as we scale up the instance size to ten cities, the corresponding p-value
is much smaller than 0.05, which means that we can reject the null hypothesis that
the two distributions have the same average with high confidence. This is also the

case for the instances with twenty cities, where the p-value is less than 0.01.

Figure 3 b) shows p-values for the depth four EQCs and NEQCs from Figure 6.5
d). Again, the p-value of the 5-city instances is very high with 0.74, so that we
can not reject the null hypothesis. Also similarly to the above, the p-values get
smaller as we scale up the instance size. For the depth-four ansatzes, the p-value is

smallest for the twenty city instances, with a value much smaller than 0.05.

To provide additional insight, we also plot the means and their standard error
for both the 1-layer (EQC-1, NEQC-1) and 4-layer (EQC-4, NEQC-4) models in
Figure 6.5. As a rule of thumb, one can expect that when the error bars given by
the standard errors of two means do not overlap, the p-value can be smaller than
0.05, while in the case that they do overlap, the p-value is likely much larger. The
error bars in Figure 4 are in line with this statement, where we see that the error
bars for the five-city instances overlap for both circuit depths, while this is not the
case for the larger instance sizes and in addition the distance between the means

increases for those instance sizes. Remarkably, we also see that the difference
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Figure 3: P-values for comparison of EQCs and NEQCs at depth one and four
from Figure 6.5 b) and d).
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Figure 4: Mean and standard error of the mean for the one- and four-layer EQCs
and NEQCs in Figure 6.5 b), d).

between the EQC at depths one and four is very small, and that increasing the

circuit depth does not provide much benefit on this learning task.
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Robustness of quantum reinforcement learning un-

der hardware errors

Gaussian Noise Analysis

In this Appendix we perform the noise analysis of a scalar function whose pa-
rameters are corrupted by independently distributed Gaussian perturbations.
Let f : RM — R be the function under investigation, whose parameters 8 =
(01,...,0p) € RM are corrupted by a Gaussian noise 6; — 6; + 860; with zero mean

2

and variance o<, i.e.

60; ~N(0,0%) Vi=1,...,M,
E[66:] =0, (1)
IE[(59159J} = 025”- .

Since the perturbations are independently distributed and Gaussian, all higher
order moments can be evaluated starting from two-point correlators of the form
E[66,00,], as dictated by Wick’s formulas for multivariate normal distributions
[305]

E[aell e 50i2n,+1] = 07
E[30;, - 00,,,] = > E[00x, 00k, - - E[60k,, 00, (2)
P

where with P we denote all the possible distinct (2n—1)!! pairings of the n variables,
as these can be used to express all higher order even moments in terms of products of
second moments. Note that all the terms involving an odd number of perturbations
d6; vanish, and only even moments remain. For example, expression (2) for the

fourth-order moment (n = 4) amounts to

E[50;60;001,00,,] = E[50;60;] E[501,00,] + E[56:00)] E[50;00,,] + E[56;50,,] E[00,;60,]

=gt (5ij6km + 6ik6jm + 6im5jk) :
(3)

We now proceed considering the multi dimensional Taylor expansion of the function
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f(@ 4 60) around the noise-free point. Up to arbitrary order, this reads

M
L 9°f(6)
£(6.+38) = £(6) + Z 2 0i00s
2' Py 692803
M 3
L SO 550,600+ ... (1)

3! = 189i80j89;€

1,,k=

where we used the equal sign because we are considering the full Taylor series, and
we assume that this converges to the true function (this statement can be made
precise by showing that the remainder term of the expansion goes to zero as the

order of expansion goes to infinity).

Before proceeding, we simplify the notation to make the calculation of the Taylor
expansion easier to follow. First, we denote the partial derivatives with respect to
parameter 6; as 9; := 0/96;, and similarly for higher order derivatives, for example
di; = 0%/00,00;. Also, we suppress the explicit dependence of the function on
0, using the short-hand f instead of f(0). At last, we make use of Einstein’

summation notation where repeated indexes imply summation.

With this setup, using Eqgs. (1), (2) and (3) in (4), one can evaluate the expectation

value of the function over the perturbations’ distributions as
1 1
E[f(0 4 60)] = f(6) + 0 f E[06;] + iaijfE[‘Sei(sej] + iaijkf E[66;60;00)]
1

2 4
= f(0) + iaijf 0ij + iaijkmf (0ij0km + 0ikOjm + dim0jx) +

+*ZW+ ar 2892862

where in the last line we simplified the fourth order term as

ot

41

o o f o' f
= 4'( . 92067 Z 692692 Zm: aegaeg)

at o*f
- a’ zj: 002003

E[f(4)] Oijkmf (5ij5km + 5ik6jm + 5im5jk)
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Since the expectation values involving an odd number of perturbations vanish,

only the even order terms survive, and these can be expressed as

UQn 82nf 0
oy (2n— DU | > M. (6)

B[] =

where the coefficient (2n — 1)!! is the number of distinct pairings of 2n objects,

which comes from Eq. Equation (1).

Thus, the full Taylor series can be formally written as

> 2n M 92" £(0
E[f(6 +60)] = Z (2n —1)! Y ﬁ (7)
n:l i1yeeyin=1 1 "7 in
0.2 e O.Qn M 82nf(0)
= f(O)+ < Th[H(9)] + n; @(m — 1 221 T 601‘58)

where we introduced the Hessian matrix H(0), whose elements are given by
[H(0)];; = 0;;f(0), and we see that this term represent the first non-vanishing

correction to the function caused by the perturbation.

Our goal is to bound the absolute error

0o on M 82n 9
co = [E[f(6+60)] - Z jen-1t 3 92%.(3)92(9)

i1,00in=1

caused by the gaussian noise, and we can do that by using the property that all the
derivatives of most PQC (Parametrized Quantum Circuit) are bounded. In fact,
for those circuits for which a parameter-shift rule holds [? ? ], one can show that
any derivative of the function f(8) = (O) = Tr[OU(6) |0)X0| UT(8)] obeys

6041+~--OLM f(g)

<o 10
opeogsy | < 19l (10)

where ||O|| is the infinity norm of the observable, namely its largest absolute

eigenvalue. We give a proof of this below in Sec. 8.

Plugging this in Eq. (9), we can obtain an upper bound to the error eg as desired.

Indeed, remembering that for even numbers the double factorial can be expressed
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as (2n — 1)Il = (2n)!/(2™n!), it holds

> 2n M 2n
o 0 (7]
o =l am® oV 2 g f(a)92 (11)
n=1 i1yeein=1 i1
e 2n M 2n
o 9" f(6)
= Z_:I(Qn)!@”*l)”_ Zfl 907 .. 962
<[IOlleo
e o2n
< Y g D1IO] M (12)
n=1 :
_ L@ o o~ (Mo?/2)"

— ||O||OO(602M/2 _ 1)
— 2o = [E[f(8+660)] — /()] < O]l (M2 = 1), (13)

where in the last line we used the definition of the exponential function e* =

n

> oo
n=0 n!"-

One can see that the noise variance o2

must scale as the inverse of the number of
parameters o2 € (’)(M _1) in order to have small deviations induced by the noise.
Also, note that since the difference between the noise-free function f(0) and its
perturbed version f(6 4 60) cannot be larger than twice the maximum eigenvalue
of O, |f(0+0)— f(0) < |f(6@+66) + |f(0) = 2[0]|, the bound (11) is
informative only as long as exp[Mo?/2| —1 < 2.

It is worth noticing that an identical procedure can be used to bound the average
error obtained by approximating the perturbed function with its first non-vanishing
correction given by the Hessian. Indeed, starting from Eq. (8) are repeating the

same calculation from above, one obtains

B0+ 60)] - 50) ~ % W) < [0l (472 1= 22)

2

Parameter-Shift rule and bounds to the derivatives

Let f(8) = Tr[OU(0)|0)0| UT(8)] be the expectation value of an observable O on
the parametrized state [1)(6)) = U(0) |0) obtained with a parametrized quantum
circuit U(#). When the variational parameters & € R enter in the quantum

circuit via rotation gates of the form V(6;) = exp[—if;P/2] with P? = 1 being
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Pauli operators, then the parameter-shift rule can be used to evaluate gradients of

the expectation value [39, 33|, as described in Section 2.2.1.1,

U OROS ) N

where e; is the unit vector with zero entries and a one in the i—th position
corresponding to angle 6;. Similarly, by applying the parameter-shift rule twice
one can express second order derivatives as follows using four evaluations of the
circuit [280, 3006]

9*f(6) 1[0 ™ 0 ™
96,0, 2 {aeﬂc(e +3e) - %f(e - 263')] (16)
1
= JlFo+ gej + gei) —f(O+ gej - gei) (17)
(0 Zej+Tes) + F(0-Zes— Zei). (18)

In particular, for the diagonal elements 7 = j, one has

o’fe) _ 1
90? 1
1

= (O +me:) — f(6)], (19)

[f(0 +7ei) —2f(0) + f(6 — me;)]

where we used the fact that f(0 + me;) = f(0 — we;). This last equality can be
seen intuitively from the 27 periodicity of the rotation gates or by direct evaluation.
In fact, let U(0) = Uz exp[—i0;P;/2] U1 be a factorization of the parametrized
unitary where we isolated the dependence on the parameter 6; to be shifted. Then,
since exp[—i2nP/2] = coswI — isinm P = —I, one has
(0 — me;)) = Uz exp[—i(0; — m)P;/2] Uy |0)
= Uy exp|—i(0; — m)P; /2] — exp[—i 27 P; /2] Uy |0)

i (20)
= —Us exp[—i(0; — 7+ 2m) P, /2]Us |0)

=—[¥(6 +me;)) ,
and thus (Y(0 — we;)|OY(0 — 7e;)) = (Y (0 + 7e;)|O)Y(0 + me;)).

Hence, using Eq. (19) it is possible to estimate the diagonal elements of the Hessian

matrix with just two different evaluations of the quantum circuit.
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By repeated application of the parameter-shift rule one can also evaluate arbitrary
higher-order derivatives as linear combinations of circuit evaluations [280, 51]. Let
a = (ai,...,ay) € NM be a multi-index keeping track of the orders of derivatives,
and let || = Z —, @;. Then

olel

oled
7510) = ger g = g 2 on S0 (21)

where s, € {£1} are signs, and 0,,, are angles obtained by accumulation of shifts

along multiple directions.

Since the output of any circuit evaluation is bounded by the infinity norm

(i.e, the largest absolute eigenvalue) of the observable |0l = max{|o;|, O =
22 0iloifoil}
1£(8)] = Tx[O p(0)]] < [Ollsllp(8)]1 = O]l VO € R, (22)

then one can bound the sum in Eq. (21) simply as
1 glex
0 £ STZ( m)| < 10]loo - (23)

Average value of the Hessian of random PQCs

In this section we derive the formulas (7.16) and (7.17) for the expected value
of the Hessian as shown in the main text. Consider a system of n qubits
and a parametrized quantum circuit with unitary U(0) € U(2"), where U(2")
is the group of unitary matrices of dimension 2. Given a set of parameter
vectors {601,0,...,0k}, one can construct the corresponding set of unitaries
U={U,,U,,..., Uk}, with U; = U(0;) and clearly U € U(2").

It is now well known that sampling a parametrized quantum circuit from a random
assignment of the parameters is approximately equal to drawing a random unitary
from the Haar distribution, a phenomenon which is at the root of the insurgence
of barren plateaus (BPs) [48, 229, 44]. Specifically, it is numerically observed that
parametrized quantum circuits behave like unitary 2-designs, that is averaging over
unitaries U; sampled from U yields the same result of averaging over Haar-random

unitaries, up until second order moments.

As standard in the literature regarding BPs, in the following we assume that the

considered parametrized unitaries (and parts of them) are indeed 2-designs, and so
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we make use of the following relations for integration over random unitaries [289,
307, 288, 48, 44]

EU[UAUT] _ /d,u(U) UAUT = ]ITQI;l[A] (24)
B, [AUBUCUDUT] — Tr[BD] Tr[C};an—i—_Tlr[B] Tr[D]AC (25)
_ Tx[BD]JAC + Tr[B] Tr[C] Tr[D]A (26)

2n (227 — 1)

Statistics of the Hessian

Let f(8) = Tr[OU(6) |0)0| U(0)'] and assume that the observable O is such that

Tr[O] = 0 and Tr[O?] = 2", as is the case of measuring a Pauli string. As shown

in Eq. (19), diagonal elements of the Hessian matrix H can be calculated as
_0’f(e) 1

Hi; = 062 = §[f(9 +me;) — f(0)]. (27)

For simplicity, from now on we drop the explicit dependence on the parameter
vector @ when not explicitly needed. The variational parameters enter the quantum
circuit via Pauli rotations e~ %i/2 with P; = PZ-T and P? = 1, and so the shifted

unitary U(6 + me;) can be rewritten as
U0 +me;) = Upe ™/2Up = —i U, PUg, (28)

where Uy, and Ugr form a bipartition of the circuit at the position of the shifted
angle, so that U(6) = ULUg.

Assuming that the set of unitaries Uy, generated by Uy, is at least a 1-design, one
has that

Ev, [(8 + mei)] = Ev, [Tr[0 UL PUR |0X0| UL U] | (29)
- {0 Ey, [ULP,» U [0)0| U;PiUlﬂ (30)

[ PUR[0KOIUR|E] 10

T
: o on

=0, (31

where in the first line we exchanged the trace and the expectation value since
both are linear operations, and in the second line we made use of Eq. (24) for the

first moment of the Haar distribution. Similarly, one can show that if Ug forms a
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1-design, then averaging over it yields the same result, namely Ey,[f(0 +7e;)] = 0.
The same calculation for f(@) shows that Ey,.[f(0)] = Ey, [f(0)] = 0.

Thus, for every diagonal element of the Hessian, if either Uy, or Uy is a 1-design

(that is Eq. (24) hold), then its expectation value vanishes

Ev, v, [Hii) =0 Vi if either Uy or Ug is a 1-design. (32)

The variance of the diagonal elements can be calculated in a similar manner, even
though the calculation is more involved. Substituting Eq. (27) in the defition of

the variance, one obtains
(3]~ E[H]” = E[H?]

[E[f(0 + me:)’] + E[f(6)*] — 2E[f(0 + me,) f(0)]] . (33)

In order to use Eq. (26) for second moment integrals, we can rewrite these expec-

tation values as follows

E[f(0 + we;)?] = E [Tr {0 UL P,Ug |0Y0] U;PiU,i] 2}

]E[Tr [0 ULPUg |0Y0| UITZPZ-UH <0|U£HU£OULP1-UR|O>}
E

[Tr [O UL PUg [0X0| UL P,US OUL PUR [0X0) U;PiUzﬂ

Tr [E[O UL PiUR |0)0| UL P,UL OUL PUR [0)0] U;HU}E]} , (34)

and similarly for the remaining two terms. Assuming that the set of unitaries Ug

generated by Uyp is a 2-design, then

By, [f(0 + 7e;)?] = Tr |Ey, [0 Ur, PUR|0)0| UL P, Ul OUL, PUR 0)0|ULP U]
L B B
(35)
o [ Tr[B?] Tr[0]0 + Tr[B]?0®  Tr[B*|0? + Tr[B])* Tr[0]O
22n — 1 2n(22n — 1)
' (36)
_ T[OP+Tr[0?]  Tr[0* +Tr[O 1 37
22n — 1 2n(22n — 1) 2n 41”7

where in the second line we made use of Eq. (26), and the third line the used that
Tr[B] = Tr[B?] = 1 since B = P,Ug |0)(0] UIT%Pi is a projector, and that Tr[O] = 0
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and Tr [02] = 2". Similarly, one can show that integration over Ug yields the same

result. Also, the same calculation leads to Ey, [f(0)%] = Eu,[f(0)?] = 1/(2" + 1).
Thus, if either Uy, or Ug is a 2-design then

1
C2n41

Eunu, [£(0)%] = By, v, [f(0+7e;)?] Vi if either Uy or Ug is a 2-design.

(38)

Now we evaluate the correlation term E[f(0 + we;)f(0)]. If Uy is a 2-design,
then

Eur, [/(0 + 7€) [(0)] = Tr [Eu, [0 UL PiUR 10X0| ULULOULUR 00| UL PUT |

2
Tr[aUR|o><0| UH 0? 02
- 22n 1 T (22— 1)
1 [ e
= o |2 Tr[BURm)(()\UR] ~1]. (39)

While if Uy is a 2-design instead it holds

Eu[(8 + 7ei) £(8)] = Tr [0 ULP, Eu, |Ur [0X0| URULOULUR |00 U P.UT

(2" —1)UjouU,

=T
g on(22n — 1)

OULP; PUL

_ ! ; i
@™ lou,pUjouLPU}|. (40)

If both of them are 2-designs, then continuing from Eq. (40), one obtains

Eu, 0alf(0 + 7€) f(8)] = ﬁ ™ [y, [0ULPUOUL P |
1 Te[P]?0% + Te[P?] Te[0]O  Tr[P?]O? + Tr[P;)° Tr[0]O
= Tr —
n(2n 1) G (22 — 1)
B 1 Tr[P?] Tx[O?] 1 a
T @) 22 —1) @ D@ -1)° 0(2™)
(41)
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Finally, plugging Eqgs. (39), (40) and (41) in Eq. (33), one has Vi =1,..., M

Var, v, [Hil = ELF(6)°] ~ JEIF(6 +7e))f(6)]

1 2
o1 [zn Tr [R-UR |0)0] UIE] - 1} Vi, if Uy 2-design

1 1 1
=5 5\ o s Lr|OU PiUTOU PiUJr Vi . if Up 2-desi
227 +1) 2272 +1) [ L&V YYL L} i,if Ur 2-design

1
_ @ D@ D) Vi,if Uy, Ug 2-designs

(42)
where Ug = Ug) and Uy, = U(Li) are defined as in Eq. (28) and actually depend on
the index ¢ of the parameter.

Not surprisingly, as it happens for first order derivatives, also second order deriva-
tives of PQCs are found to be exponentially vanishing [51, 48], as from Eq. (42)
one can check that Var[H;] € O(27™).

Statistics of the trace of the Hessian

The average value of the trace of the Hessian is easily found to be zero using
Eq. (32), in fact

M
Evg,u, [TI‘[HH = Z EU}%"')in") [H“] =0, (43)
i=1

where we assume that for every parameter ¢ either Ug) or [U(Li) is a 1-design. The

variance of the trace is instead

M M M

i=1 i<j

Vary, v, [Tr[H]] = Var

We can upper bound this quantity using the covariance inequality [308],

(Cov[Hyg, Hyj]| < \/Var[Hy] VarlH;) ~ Var ],

were we assumed that Var[H;;] ~ Var[H;;|Vi,j. Using that Var[H;;] € O(27")
one finally has

M M M2
Vary,, v, [Te[H]| <> Var[H;] +2 ) Var[H] € O <2n> , (45)
i=1 i<j
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Alternatively, one can obtain a tighter yet qualitative approximation by explicitly
considering the nature of the sums in Eq. (44). First, by using Eq. (27), the

covariance term is explicitly
Cov[Hi;, Hjj| = E[H;i Hjj]
1
= 1Bl = N5 = 1] (46)
1 1 1 1
= Z]E[fz} + ZE[fifj] - ZE[fif] - ZE[fjf] )

where for case of notation we defined f; ; = f(0 + we; ;) and f = f(6). Note that
except for the first term which is always positive, all remaining correlations terms
can be both positive and negative. Also, all of these terms are bounded from above

by the same quantity, as via Cauchy-Schwarz it follows

1 1
B(fif5) < BRI = 5oy end [ELAA) < R = 5
(47)
where we have used E[f?] = E[f?] = 1/(2" + 1) from Eq. (38). Then, the variance

can be written as

M M
VarUR,UL [TI‘[H]] = ZV&I‘[H“] + QZE[H”H_”}
i=1

i<j

-y E[f?] ~Elfif] >y E[f?] + E[fi f;] = E[fif] — B[f; f]

: 2 o 4
i=1 1<J
1 M M 1 M M M 1 M
=5 2o+ 2 | =5 | DUELASI+ D EUffl+ Y EIff] | +5 3 Elfif]
=1 1<]J =1 1<J 1<J 1<J
_ M(M+1) M & 1 &
=—F —Elf-3 ;E[ﬁf} +5 ;E[fifj] : (48)

A

Numerical simulations In addition to Figure 7.6 in the main text, in Figure 5
we report numerical evidence for the trace of the Hessian for two common hardware-
efficient parametrized quantum circuit ansatzes. The histograms represent the
frequency of obtaining a given value of the trace of the Hessian Tr[H (6)] upon
random assignments of the parameters. The length of the arrows are, respectively:
“Numerical 20" (black solid line) twice the statistical standard deviation computed

from the numerical results, “Approximation" (dashed red) twice the square root of
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I —— Numerical 20 ] Numerical 20
-== Approximation | M -=~ Approximation
- —-= Bound —-= Bound
100 ] 1. 100}
"l N "
Eh—T) 0 10 0 BT —T) 0 10 20
Tr[H] Tr[H]

Figure 5: Simulation results of evaluating the trace of the Hessian matrix for two
different hardware-efficient ansatzes with random values of the parameters. The
plot on the left is obtained using the layer template shown in the figure for n = 6
qubits and I = 6 layers. The plot on the right instead with n = 5 and [ = 5 layers of
the template shown in the corresponding inset. The simulations are performed by
sampling 2000 random parameter vectors 0, with 6; ~ Unif[0, 27|, evaluating the
trace of the Hessian matrix Tr[H (0)], and then building the histogram to show its
frequency distribution. In both experiments the measured observable is Z®™. The
length of the arrows are respectively: “Numerical 20" (black solid line) twice the
numerical standard deviation, “Approximation" (dashed red) twice the square root
of the approximation in Eq. (49), “Bound" (dashed-dotted green) twice the square
root of the upper Bound in Eq. (45). These parametrized circuits correspond to the
templates BasicEntanglinLayer and Simplified2Design defined in Pennylane [?

|, and used for example in [44] to study barren plateaus.
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the Eq. (48) with A =0, “Bound" (dashed-dotted green) twice the square root of
the upper Bound in Eq. (45).

All simulations confirm the bound (45), and, more interestingly, both the circuit
on the left of Fig. 5 and the one in Fig. 7.6 in the main text, have a numerical
variance which is very well approximated by Eq. (48) with A = 0. We conjecture
this is due to the fact that all correlation terms in Eq. (48) are roughly of the
same order of magnitude (see Eq. (47)), and can be either positive and negative,
depending on the parameter and the specifics of the ansatz. Thus, one can expect
the whole contribution to either vanish A = 0, or be negligible with respect to the
leading term. If this is the case, then substituting E[f?] = 1/(2" + 1), the variance
of the Hessian is approximately

M(M+1) 1M 2

T on (49)

M(M+1
ME e Sl ? AP ,
427 +1) 4 2n

Vary, v, [Tr[H]] = 1

[f?]
which is four times smaller then the upper bound Eq. (45), but clearly has the
same scaling. While we numerically verified it also at other number of qubits, more
investigations are needed to understand if and when this approximation holds, and

we leave a detailed study of this phenomenon for future work.
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Additional results for flexible vs. fixed number of shots in
Q-learning

200
175
150
125
100

75

50

25 —— 100 shots
—— 100 max shots

0 1000 2000 3000 4000 5000

Figure 6: Performance of agents trained with a fixed number of 100 shots (blue)
and Mmmax = 100 with flexible shot allocation (purple), compared to model trained

without shot noise (black dotted curve).
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Visualization of CartPole policies obtained with Q-learning

=0.4-0.3-0.2_¢.1 00 01 02 03 0.4 -

(a) o=0

(b) 0 =02

Figure 7: Visualization of the Q-functions learned in the noise-free (a) and noisy
(b) settings. The red surface shows Q-values for pole angle and cart position, orange

for pole angle and cart velocity, and magenta for pole angle and pole velocity.
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Summary

Variational quantum machine learning models are often described as the quantum
analog of classical neural networks due to the similarity in their training procedure,
and are therefore also referred to as quantum neural networks. Unlike for their
classical counterparts however, there are still numerous open questions about how
to design trainable and performant quantum neural networks. Examples of this
include the questions of how to encode classical data into a quantum model, how
to structure the gates in the circuits that are used to implement models, and how
to avoid pitfalls in the trainability of these models that are unique to the quantum
setting. Assuming that similarly to the history of classical machine learning,
the development of more performant quantum hardware will facilitate large-scale
empirical studies on the usefulness of variational quantum machine learning, it is
of key importance to build an understanding of how these models can be trained
successfully. This thesis aims to contribute to this understanding by studying

various aspects of training variational quantum machine learning models.

We start by giving a basic introduction to the topics of quantum computing,
machine learning, and their intersection in Chapters 2 and 3, respectively. In
Chapter 4, we study how a fundamental issue in the training of variational quantum
circuits, namely barren plateaus in the training landscapes, can be addressed by
the classical training algorithm to aid scaling up the size of quantum models.
To this end, we provide a training scheme that alleviates the problem of barren
plateaus for specific cases and compare it to standard training procedures in the
existing literature. While this type of training procedure can in principle be used
for arbitrary types of machine learning, we focus our attention on a specific type
of learning in subsequent chapters, namely on RL. First, we study in Chapter 5
how the architectural choices made for a PQC-based quantum agent influence

its performance on two classical benchmark tasks from RL literature, where we
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specifically consider the question of encoding data into, and reading information
out of the quantum model. In addition, we establish a theoretical separation
between classical and quantum models for the specific type of RL algorithm that
we use, and also perform an in-depth empirical comparison of the quantum model
developed in our work to a classical neural network that performs the same task.
In addition to the questions of how to encode data and read out information
from a PQC, the third key question in the performance of a variational quantum
machine learning model is how to design the structure of the circuit itself, also
referred to as the ansatz. For this reason, we move on to study this question in
Chapter 6 and introduce an ansatz that is tailored to a specific type of input data,
namely to weighted graphs. To do this, we take inspiration from the classical
field of geometric deep learning, and design a PQC that preserves an important
symmetry in graph-based input data. We analytically study the expressivity of
this type of circuit, and then go on to numerically compare it to ansatzes that
are not tailored to the specific training data at hand. Finally, another important
consideration in the study of algorithms for the NISQ era is how the given learning
algorithms and models are influenced by quantum hardware-induced noise. In
Chapter 7, we study this for two of the variational RL paradigms from recent
literature. We investigate analytically and numerically how various types of errors,
namely coherent, incoherent, and measurement-based errors, affect the training
performance of variational RL algorithms and the robustness of the learned policies.
In particular, this study includes an evaluation of the performance of the models
we introduced in Chapter 5 and Chapter 6 under various types of noise that are

expected to be present on near-term hardware.

With the above, this thesis aims to contribute to building a foundation of knowledge
about how to successfully train variational quantum machine learning models,
in the hope that similarly to classical machine learning, this knowledge will one
day, when quantum hardware has sufficiently matured, aid demonstrations of the

practical usefulness of these types of algorithms.

225



Samenvatting

Variational quantum machine learning modellen worden vaak gezien als het quan-
tum analoog van klassieke neurale netwerken vanwege de gelijkenis in hun train-
ingsprocedure. Ze worden daarom ook wel quantum neurale netwerken genoemd.
In tegenstelling tot hun klassieke tegenhangers zijn er echter nog veel open vragen
over hoe trainbare en performante quantum neurale netwerken ontwerpen kunnen
worden. Bijvoorbeeld, hoe kan je standaard data in een quantum model represen-
teren; hoe moeten operaties in de circuits gestructureerd worden; of hoe kunnen
optimaliseringsprobelem, die specifiek voor quantum circuits zijn, verhinderd wor-
den. Net als klassieke hardware een game changer was voor de ontwikkeling van
machine learning, kan een verbetering van quantum hardware een grote invloed
hebben op de ontwikkelen van variational quantum machine learning modellen.
Het is daarom van groot belang een begrip te ontwikkelen van hoe deze mod-
ellen met succes getrained kunnen worden. Dit proefschrift draagt bij aan dit
begrip door zulke aspecten van variational quantum machine learning modellen te

bestuderen.

We beginnen met een inleiding tot de quantum computing, machine learning en
hun interactie in hoofdstukken 2 en 3. In hoofdstuk 4 bestuderen we hoe een
fundamenteel probleem in het trainen van variational quantum circuits, namelijk het
ontstaan van ,barren plateaus” in de traininglandschappen, kan worden aangepakt
door een bestaande leermethoden, die dan tot een vergroting van quantum modellen
gebruikt kan worden. Hiertoe bieden we een trainingsprocedure dat het probleem
van ,barren plateaus” voor specifieke gevallen verlicht en vergelijken we het met

standaard trainingsprocedures uit de literatuur.

Hoewel dit type trainingsprocedures in principe voor alle soorten machine learn-
ing kan worden gebruikt, richten we onze aandacht in de volgende hoofdstukken

specifiek op een bepaald type, namelijk op reinforcement learning (RL). Allereerst
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bestuderen we in hoofdstuk 5 hoe de architecturale keuzes voor een quantumagent
gebaseerd op een parameterized quantum circuit (PQC) de prestaties beinvloeden
in twee benchmarks uit de RL-literatuur, waarbij we specifiek kijken naar de vraag
hoe gegevens te coderen zijn in, en informatie te lezen is uit het quantummodel.
Daarnaast stellen we een theoretische scheiding vast tussen klassieke- en quantum-
modellen voor het specifieke type RL-algoritme dat we gebruiken, en vergelijken
het quantummodel empirisch met een klassiek neuraal netwerk. Naast de vragen
hoe gegevens te coderen en te lezen uit een PQC, is de derde belangrijke vraag hoe
de structuur van een variational quantum machine learning model ontworpen moet
worden. Daarvoor gaan we in hoofdstuk 6 verder met het onderzoeken van deze
vraag en introduceren we een structuur die is aangepast aan een specifiek type
input, namelijk aan gewogen grafen. Hiervoor nemen we inspiratie uit het gebied
van geometrical deep learning, en ontwerpen we een PQC dat een belangrijke
symmetrie behoudt in graaf-gebaseerde input. We bestuderen de expressiviteit
van dit type circuit analytisch, en vergelijken het daarna numeriek met structuren
die niet aangepast zijn aan de specifieke input. Ten slotte is een andere belangrijk
overweging bij het bestuderen van algoritmen voor het NISQ-tijdperk hoe de
gegeven trainingsprocedures en modellen worden beinvloed door de ruis veroorza-
akt door de quantumhardware. In hoodstuk 7 bestuderen we dit voor twee van de
variational RL-paradigma’s uit recente literatuur. We onderzoeken analytisch en
numeriek hoe verschillende soorten fouten, namelijk coherente, incoherente en op
metingen gebaseerde fouten, de trainingsprestaties van variational RL-algoritmen
en de robuustheid van de geleerde strategie beinvloeden. In het bijzonder bevat
dit onderzoek een evaluatie van de prestaties van de modellen die we in hoodstuk
5 en hoodstuk 6 hebben ingevoerd onder verschillende soorten ruis die verwacht

worden aanwezig te zijn op quantumhardware.

Met bovenstaande hoopt dit proefschrift bij te dragen aan het opbouwen van een
basis van kennis over hoe variational quantum machine learning modellen met
succes opgeleid kunnen worden, in de hoop dat, zoals bij klassieke machine learning,
deze kennis ooit, als de quantumhardware voldoende performant is geworden, zal

helpen bij de praktische bruikbaarheid van dit soorten algoritmen.
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