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Preface

This thesis is part of an extensive collaboration between the Dutch Ministry of Infrastruc-
ture and Water Management (I&W) and Leiden University. My first personal encounter
with I&W was during my master’s study in Analytical Chemistry. I was determined to
work on a subject with societal relevance, leading me to Jasper van Vliet, who worked
at the Inspectie Leefomgeving en Transport (ILT), part of I&W. The aim of my master
thesis was to conduct efficient compliance monitoring of cargo ship’s fuel by using the
information from chemical sensors. The thesis made it to a letter to the parliament [88,
89]. Afterward, Jasper invited me to participate in a new Ph.D. project of the Ministry.
In this project, the ambition is to arrive at intelligence-led vehicle inspection by risk
assessments. Two research directions were launched to explore the risk assessment of
vehicles: (1) the application of machine learning techniques and (2) the application of
network science techniques.

During my Ph.D. research, many developments occurred related to the topics of the
thesis. I would like to mention two specific events that have had an impact on my research.
The first one is the introduction of the General Data Protection Regulation (GDPR) in
2018. This law requires the use of transparent models that allow for an explanation of
the results achieved. The new law led to increased awareness of the importance of fair
data and fair models. The second event is the upset of the Dutch childcare benefits (“De
Toeslagenaffaire”). In 2019 it became painfully clear how things can go wrong when
authorities are (1) relying on biased data and (2) using models that are not validated
fairly. I will address the two points (biases and non-validated models) in my thesis,
although I work with non-personal data. They are in particular relevant for the proposed
procedure to implement a smart inspection of cargo ships in Chapter 6.



viii

Working both at Leiden University and at the ILT allowed me to interact with the won-
derful world of academia and to stay in close contact with a governmental organization
that makes a big impact by ensuring safe transportation and reducing the environmental
pollution in the Netherlands. This enriching combination has helped me to create this
thesis, for which I am grateful.

Gerrit Jan de Bruin, Utrecht, March 8th, 2023
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1
Introduction

Transportation supports our modern global economy like never before. Millions of vehi-
cles, such as ships, planes, trains, and trucks, allow for truly worldwide trade [180], for
most humans increasing welfare to levels previously thought to be unreachable [169].
However, the global transportation system also has its challenges; several dangers may
come with the modern way of transporting goods and people, such as (1) environmental
pollution, (2) culpable accidents, and (3) labor exploitation [88]. Reducing the severe
risks involved is of utmost importance. Policy makers have recognized the need to limit
transportation risks; therefore, national laws and international treaties have been devel-
oped to make transportation as safe and clean as possible [55]. The mere existence of
laws and treaties does not immediately eliminate all of these dangers because vehicle
operators may choose not to comply with legislation. Therefore, government inspectors
periodically check vehicles to ensure compliance. Examples of noncompliant dangerous
behavior include lack of safety training and disregarding rest periods (dangerous to
humans) or lack of waste treatment (dangerous to, e.g., the environment and wildlife).
Inspectorates have the job of ensuring compliance in the transport domain.

In the Netherlands, it is the responsibility of the Human Environment and Transport
Inspectorate, in Dutch “Inspectie Leefomgeving en Transport (ILT)”, to inspect vehicles
and their operators. The inspectorate monitors 160 different policy issues and takes
enforcement action when necessary [90]. Examples of issues are (1) the quality of fuel
used in vehicles, (2) working conditions for transport personnel, and (3) illegal dumping
of waste. Well-functioning inspectorates make a country a healthier, happier, cleaner,
more prosperous, and safer place to live [136].

The remaining part of this introductory chapter is structured as follows. We start by
exploring smart vehicle inspection in Section 1.1. At the end of this section, we introduce
our contribution in the form of automated techniques that help ensure smart vehicle
inspection. In Section 1.2, we introduce networks, a powerful model for achieving this
task. Section 1.3 dives into one specific representation of a network where temporal
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information is available, i.e., the temporal network. After that, in Section 1.4, we in-
vestigate the prediction of new network links as an approach to better understand the
network’s dynamics. Subsequently, in Section 1.5, we focus on the characteristics of the
data used throughout the thesis, being transport networks. In Section 1.6, we provide
the problem statement and research questions. The research methodology is presented in
Section 1.7. Finally, an overview of the thesis is provided together with our contributions
in Section 1.8.

1.1 Smart vehicle inspection

A major challenge for inspectorates is achieving maximum compliance towards legis-
lation with finite inspection capacity [136]. For example, the cargo shipping industry
is responsible for around 80% of global trade movements [190]. Historically, shipping
inspectorates selected a random sample from all ships entering a port, such that all ships
have an equal probability of being inspected. As a result, an inspectorate with a limited
number of inspectors would only sporadically encounter noncompliant behavior at a ship,
assuming that noncompliance is rare. Hence, ship owners might think there is no need to
comply with legislation because noncompliant behavior is unlikely to be noticed. It can
result in neglecting safety procedures and, therewith, more dangerous behavior.

Many inspectorates are limited in the number of inspectors they can employ. In the
Netherlands, the Netherlands Shipping Inspectorate (NSI, part of ILT) can only inspect
twelve ships per week [87, 146], while over 500 merchant ships arrive weekly in the port
of Rotterdam alone [160]. Therefore, many inspectorates (including Netherlands Ship-
ping Inspectorate (NSI)) are looking for innovative methods to maximize compliance and
thereby minimize riskful behavior. One way of doing so is by improving the assessment
procedure of vehicles for inspection so that more time can be spent on noncompliant
vehicles. Traditionally, rule-based systems are considered to this end. The rules in these
systems are based on expert knowledge. In this work, we consider the use of historical
data to obtain better assessments of vehicles. Inspectorates performing data-driven as-
sessment for inspections, as defined in Definition 1, are more likely to find noncompliant
vehicles and are thus more effective in detecting dangerous behavior [45, 86, 137]. In
this thesis, the terms “inspectorate” and “inspections” will be used solely in the context of
the inspection of vehicles and their operators.

Definition 1. Data-driven assessment for inspection is the process that uses (his-
torical) data to determine what entities are likely associated with noncompliant
behavior and thus need an inspection.

Taking the assessment procedure of vehicles for inspection one step further means that
we not only make data-driven assessments (which may still involve human decisions) but
require the assessment to be done in a so-called smart way, as detailed in Definition 2.
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Definition 2. Smart inspection is performed when a data-driven approach is taken
to assess vehicles likely associated with noncompliant behavior in an accurate,
automated, fair, and interpretable way.

Doing smart inspection ensures that vehicle owners are motivated to comply with leg-
islation because they know that noncompliance will likely result in inspections and
subsequent fines or legal consequences.

We briefly explain what we consider an (1) accurate, (2) automated, (3) fair, and
(4) interpretable assessment in this paragraph and describe the last three aspects in more
detail in the following subsections. While an accurate assessment is a logical consequence
of an adequately performing machine learning model, the other three aspects deserve
further elaboration.
• An accurate assessment is an assessment that closely matches the true outcome.
• An automated assessment is performed without human intervention and can automati-

cally adjust to new data.
• A fair assessment does not discriminate towards sensitive characteristics.
• In an interpretable assessment, the entire approach, including how it arrives at an

assessment, is clear to humans.

Automated assessment

Ideally, vehicle assessment for inspection should be performed in an automated manner,
considering many vehicles in a limited time, with little time-consuming human interven-
tion. This moves away from the classically considered rule-based approach, in which
solely human intelligence is used. In the current work, we consider machine learning
methods for the assessment process. Machine learning is the process of learning (or
equivalently, training) a model from examples of data represented by characteristic
features [17, 76, 137]. The learned model can then make predictions about new (unseen)
data. Features refer to characteristic properties of the examples provided to the machine
learning algorithm. Engineering these features is an essential step in machine learning
and can significantly affect the performance of a model. In the case of transport vehicles,
features include vehicle characteristics, such as country of registration or maximal trans-
port capacity. A machine learning model should be validated (Definition 3) and tested
(Definition 4) to make sure to assess its performance.

Definition 3. Model validation is the process of evaluating the performance and re-
liability of (possibly multiple) models on unseen data to select the best-performing
model [76].

Definition 4. Model testing is the final process of evaluating the performance of a
model on unseen data after the model is fully trained [76].

Model validation and testing are done by dividing the examples into disjoint sets of data,
usually the (1) train, (2) validation, and (3) test set [76]. A machine learning algorithm
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then uses (1) the train set to learn the model, (2) the validation set to perform model
validation, and (3) the test set to do model testing.

The power of machine learning models lies in their ability to easily identify trends and
patterns in the data that are too complex for humans to find. Moreover, and especially
useful in our setting, machine learning models can handle more vehicles than humans.
The assessment of vehicles for inspection is thus ideally performed by a machine learning
model.

Fair assessment

Assessment of vehicles should be performed in a fair manner (called fair assessment)
to prevent discriminatory use of sensitive features. In our setting, sensitive features
are properties of vehicles that the model should not consider as features for the model
because of, e.g., legal restrictions or ethical considerations. An example specific to the
transport domain is the registration country of a vehicle. There are at least two reasons
why it is undesirable to use the registration country.

First, some countries are subject to more rigorous inspections than others. Therefore,
historical data can be biased toward certain registration countries. This bias can occur
when the inspection process is not standardized across all countries, leading to unequal
levels of scrutiny. Second, vehicle operators themselves can initiate changes in the country
of registration, thereby influencing the assessment outcome [131].

Now that we have established that one or more sensitive features can be present in
the data, we mention two ways to limit the use such of sensitive information and thus
arrive at a more fair model for the assessment of vehicles.

The first way is to disregard any sensitive information altogether. A clear advantage is
that the sensitive information itself cannot be used to make a prediction. A significant
drawback is that the sensitive information may correlate with non-sensitive information,
resulting in the indirect use of sensitive information [13]. The second way is to use
models that can produce fair assessments by special treatment of sensitive information,
further detailed in Definition 5 below.

Definition 5. A fair model produces assessments that do not discriminate towards
characteristics of the example that are deemed sensitive.

Fair models minimize the negative outcome for sensitive groups by so-called decorrelation
of assessments with sensitive information [75, 96, 157, 214]. Decorrelation is the reduc-
tion of correlation between sensitive information and the predicted outcome of a model.
Moreover, recently developed methods allow users to tune the fairness-performance
trade-off by controlling the level of decorrelation with the sensitive information. As such,
these models can prevent sensitive information from being used in the assessment from
being exploited, ensuring similar outcomes for the sensitive and non-sensitive groups.
They urge careful consideration of the balance between performance on the one hand
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and the restricted use of sensitive information on the other hand. In Chapter 6, we use a
fair model and describe how fairness can be quantified.

The country of registration is not the only feature that may be deemed sensitive. In
general, vehicle operators can manipulate static administrative information to arrive at a
more favorable risk assessment. Examples of static administrative information include
insurance company, vehicle’s type, size, and construction year. In contrast, behavioral
information, which is dynamic in nature, is more resilient to this type of manipulation.
A good example of behavioral information used in our work is spatiotemporal infor-
mation about the itineraries of vehicles. Expectedly, behavioral information, and not
administrative information, is more indicative of riskful behavior.

Multiple ways to take behavioral information of a vehicle over time exist, such as
time series analysis [73] and reinforcement learning [184]. Our work explores the use
of networks (see Definition 7). Multidisciplinary studies repeatedly show that network-
driven approaches can often reveal otherwise hidden complex patterns and properties
that signal meaningful phenomena in the real world [6, 10, 21, 129, 183]. In this work,
networks enable us to explicitly model vehicle relations, considering interactions between
these vehicles as part of the national or global transportation system [164, 208]. In
Section 1.2, we further explore and define the necessary network concepts and properties
relevant to the transport domain.

Interpretable assessment

A challenge of most commonly used machine learning models is that their predictions
are difficult to understand. It can be hard for humans to comprehend how multiple
factors affect the inner workings of machine learning methods. As a result, people may
perceive limited transparency [121]. Governmental organizations that motivate how
they make their decisions and what data underpins these decisions (called interpretable
assessment) are more trusted by society [198]. Hence, interpretable machine learning
models (Definition 6) should be preferred in the inspection domain [122].

Definition 6. An interpretable model is a model that allows humans to understand
(1) what procedures were followed to make the model, (2) the inner workings of
the model, and (3) how the model arrives at its predictions [8, 120, 123].

Our contribution towards smart vehicle inspection

While clearly within reach, full implementation of smart inspection has yet to be achieved.
In the case of the ILT, a desire to become more data-driven has been expressed; however,
this needs to be sufficiently translated into inspection practice. This thesis examines how
data on vehicle behavior can be leveraged to better understand contemporary problems
in the transport domain, focusing on the smart inspection of vehicles (Definition 2). In
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particular, we model vehicle behavior by making use of networks. In addition to address-
ing several fundamental problems related to the analysis of networks, we use networks
modeling vehicle behavior in machine learning approaches for the accurate, automated,
and fair assessment of vehicles. By doing so, we (1) provide a novel approach toward the
assessment of vehicles for smart inspection and (2) obtain a better understanding of the
dynamics of the global transportation system. Ultimately, our findings will contribute to a
safer and healthier environment [136].

1.2 Networks

We deem networks to be a suitable data model to capture complex patterns in the behavior
of vehicles, with the ability also to capture temporal aspects (as further discussed in
Section 1.3). We start by defining networks and related concepts and subsequently
discuss seven commonly observed properties of networks useful for understanding the
data modeled by these networks. These properties are leveraged in the data-driven
approach taken in this thesis toward the accurate, automated, fair, and interpretable
assessment of vehicles, i.e., smart inspection.

The field of research that, in a general sense, concerns itself with methods for discov-
ering knowledge from real-world systems modeled as networks is referred to as network
science [10]. We define a network in Definition 7.

Definition 7. A network is a set of entities called nodes combined with a set of
edges (or, equivalently, links) that connect pairs of nodes.

Nodes connected by an edge are said to be adjacent and are also called neighbors. For the
remainder of the introduction, we assume that the edges in the network are undirected
and unweighted. Some concepts slightly change when considering directed edges; this
will be explained in the relevant chapters where needed. A node’s degree is its number of
neighbors. Nodes with a large degree are also called hubs and are often deemed to have
a central role in the network. Two nodes are connected when there exists a path between
these nodes; a path is a sequence of edges linking a series of nodes.

A component is a subset of nodes and edges for which it holds that (1) there is a path
between all pairs of nodes in the component and (2) it is not part of any larger component.
A network can consist of multiple components. With respect to the components, we
introduce three new concepts. First, we frequently analyze the largest component of a
network, commonly referred to as the Giant Component (GC). Second, in a component,
the shortest path is a path which uses a minimum number of edges to connect a pair
of nodes. The length of the shortest path (called distance) equals the number of nodes
involved minus one. Thus, two adjacent nodes have a distance of one (2−1) to each other.
Third, the diameter is the maximum distance between any pair of nodes in a component.
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Social networks

A typical type of network often investigated is the social network, which is studied
in many different disciplines, such as psychology, sociology, and mathematics. A node
marks a person in these networks, while an edge indicates (for example) acquaintance.
A figurative sketch of a so-called ego network of person D is given in Figure 1.1. An
ego network consists of the individual node, its immediate neighbors and the edges
connecting those neighbors. Node D has a degree of six and is part of three triangles
(1: nodes A, B, D, 2: nodes B, C, D, and 3: D, E, G). A triangle is formed when three
nodes are fully connected, i.e., have three edges between them. Like in many real-world
networks, the ego network shown in Figure 1.1 contains extra contextual node attributes.
In the figure, gender or profession (both indicated by the outfit) are examples of node
attributes. The type of acquaintance (work, sport, or housemate) is considered an edge
attribute. We can identify many types of networks in the real world, including information
networks [108, 139], the aforementioned social networks [51, 119, 173, 174], technical
networks [148], and transport networks [16, 94]. In the latter type of network, nodes
are vehicles. We will explain this type of network in detail in Section 1.5.

In Subsections 1.2.1 to 1.2.4, we discuss seven common concepts to get a comprehen-
sive understanding of networks. These concepts will prove relevant in the remainder of
the thesis. Although we explain these concepts using examples from social networks, the
discussed measures can be applied to any network.

1.2.1 Assortativity

The first concept is assortativity, defined in Definition 8.

Definition 8. Assortativity refers to the inclination of nodes to link with other
nodes that share similar (or dissimilar) characteristics [127].

The numeric value of assortativity is equal to the correlation coefficient (i.e., the Pear-
son coefficient) of the characteristics of linked nodes. Positive values for this measure
indicate that neighboring nodes share a similar characteristic [10]. A value of zero indi-
cates that there is no assortativity. Negative values indicate that nodes share dissimilar
characteristics.

In social networks, the degree assortativity is usually observed. A positive value indi-
cates that most people are acquainted with people with a similar number of friends [130].
It is well-known that celebrities often befriend other celebrities (i.e., the hubs in social
networks). More specifically, marriages often occur between famous people, much more
often than we would expect based on chance alone [10]. Generally, this strong degree
assortativity is present in many more types of networks. We show a small example of
assortativity in Figure 1.2; the two nodes with the highest degree (indicated in black)
link to other nodes with a relatively large degree. In turn, the nodes with the smallest
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Figure 1.1: An example of an ego network (here
part of a social network).

Figure 1.2: Community structure of a social
network.

degree mainly connect to nodes with low degrees. Social networks generally also show
assortativity in terms of age and race [22].

In contrast, in degree disassortative networks, nodes with a high degree are more likely
linked to nodes with a lower degree. An example of a degree disassortative network is
the topology of the internet [132], where hubs (servers, also called autonomous systems)
frequently link to low-degree nodes (individual machines). The degree disassortative
nature of such a network has consequences for how resilient the internet is towards
failures. A breakdown of a limited number of hubs can prove disruptive to the overall
connectivity of the network. Exactly this happened in recent times; major outages of
the internet occurred in November 2020 [68], July 2021 [199], and June 2022 [182],
because some hubs failed.

In Chapter 2, the measure of degree assortativity is used to characterize the structure
of networks. Moreover, assortativity is used in Chapter 5 to understand truck behavior.

1.2.2 Clustering

The second concept commonly observed in real-world networks is clustering. Particularly
in social networks, people tend to organize themselves in tightly knitted groups, so-called
cliques [80, 197]. The clustering coefficient quantifies the extent to which clustering is
present.

In particular, the node clustering coefficient quantifies the fraction of triangles that exist
compared to how many triangles could exist between a node’s neighbors. For example,
in Figure 1.1, we observe that node D is part of three triangles. When all neighbors of
node D are connected, there are 6 · 5/2 = 15 triangles, meaning that the local clustering
coefficient of node D is 3/15 = 0.2.

In Chapters 2, 5 and 6, the clustering coefficient is used to characterize the structure
of networks.
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1.2.3 Community structure

The third concept is that numerous networks possess a clear community structure. Com-
munities are groups of nodes that are densely linked amongst each other but sparsely
linked with other communities [64]. While defined above purely based on network
structure, it is repeatedly observed that communities correspond to nodes sharing some
property in real-world settings. In the social network depicted in Figure 1.2, each com-
munity is indicated by a colored area and a pictogram indicating the correspondence
with the social groupings by household, interest, neighborhood, or profession.

Many methods for community detection exist [58, 76, 106]. In community detection,
the goal is to optimally split the network into communities. When contextual information
is known, it may be utilized to find the right communities. However, often we wish to find
communities in an automated way by only using the network topology. A way to achieve
this is by optimization of the so-called modularity measure [19, 186], which is typically
computed as the difference between the actual number of edges within a community and
the expected number of edges within the communities assuming the connections between
the nodes were randomly created [25]. Suppose the optimization process obtains a
high modularity value. In that case, nodes within the discovered communities are more
connected to each other than they are to nodes in other communities. Hence, a strong
community structure is likely present. Likewise, when a low modularity value is obtained,
this often indicates that the network does not have a strong community structure [128].

In Chapter 5, assortativity (as discussed in Subsection 1.2.1) is used to understand
the community structure of a network.

1.2.4 Giant Component, sparseness, small-world, and scale-free
properties

We continue with four more common concepts frequently observed in real-world networks.
These concepts (numbered 4, 5, 6, and 7) relate to the macro-scale of a network, meaning
they can only be observed when considering the overall structure of a network.
4. Large Giant Component. Real-world networks often exhibit a Giant Component (GC)

spanning the vast majority of all nodes. Throughout this work, we frequently use the
GC to ensure all nodes are connected.

5. Sparseness. Real-world networks are typically sparse, meaning that from all the pairs
of nodes that could be linked, relatively few links exist [10]. The sparseness of links in
networks has implications for predicting new links, which we will discuss further in
Section 1.4.

6. Small-world. Small-world networks are networks where nodes can typically reach
each other using a shortest path of small length [119, 197]. The average path length
or average distance of a component is equal to the average length of a shortest path
(i.e., the distance) between all pairs of nodes [10]. We characterize networks using
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the average shortest path length in the GC in Chapters 4 and 5. The GC in small-world
networks tend to have relatively low average distances, even if the overall component
is large in terms of the number of nodes and edges [6]. The significance of small-world
networks is that they can provide efficient communication between distant nodes while
maintaining local connectivity and resilience to node failures.

7. Scale-freeness. Many real-world networks are believed to be scale-free, which means
many nodes have a relatively low degree, and few nodes have a very high degree. The
degrees of nodes in a scale-free network thus lack a characteristic scale, making the
degree distribution “scale-free” [195]. Therefore, the notion of scale-free networks
is closely related to the presence of hubs. There is some controversy [82, 92] as to
whether scale-free networks occur frequently [11, 12, 15, 195] or not [26]. Part of this
discussion can be traced back to how closely the degree distribution resembles a power
law distribution, lognormal distribution, or other types of skewed distributions [26].
Some scholars consider real-world networks universally scale-free, regardless of the
domain of the network and the identity of the nodes [12]. The scale-free structure of
many networks also has implications for predicting new links, which we will discuss
further in Section 1.4.

1.3 Temporal networks

So far, we have assumed that networks are static, meaning we assume that all edges
exist at some point in time. Real-world networks usually evolve and are therefore better
modeled by a temporal network, which we defined in Definition 9.

Definition 9. A temporal network is a network in which the edges are associated
with a timestamp or time interval [38, 83].

The edges of a temporal network are consequently defined by (1) the source, (2) the
target, and (3) an edge attribute containing temporal information on edge formation.
In this work, we consider only temporal networks of which the edges are formed at a
specific point in time, thus where the third edge attribute in Definition 9 is a timestamp.
We do not consider any edge removal. Temporal networks allow for a more in-depth
study of the growth mechanisms of a network [5, 52]. For example, a growth process
known as preferential attachment can lead to the emergence of aforementioned scale-free
networks. Preferential attachment is the process where new edges are preferentially linked
with nodes that are hubs (i.e., have a high degree) at the time of edge formation [12].
The process will result in a feedback loop in which hubs increase their large degree even
further, causing an increasingly skewed degree distribution. Generally, we differentiate
between two types of temporal networks [81], viz. networks with (1) persistent relations
and (2) discrete events.

First, we have temporal networks modeling persistent relations between the nodes. An
example of such relations can be found in acquaintance networks, where an edge connects
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two people if they are acquainted with each other in some way (such as friendship,
kinship, or a professional relation) [119]. At most, one edge exists between two nodes in
the network, and those edges are assumed to be present indefinitely, i.e., they appear but
do not disappear.

Second, we can consider temporal networks modeling discrete events [133]. Multiple
edges between a pair of nodes can exist, each with its associated timestamp. A communi-
cation network is an example of a temporal network containing discrete events. Like social
networks, the nodes are people, but now the edges consist of communication events,
such as calls or messages. Two persons can communicate often; thus, each edge has a
distinct timestamp, and many edges may exist between the same two nodes.

1.4 Link prediction

An important task in network science is link prediction. It has numerous applications in
real-world scenarios, such as spam mail detection in communication networks or friend
recommendations in online social networks. The link prediction task is defined differently
for varying purposes. In the broadest definition, the task is to predict which links exist
between two nodes in a network. These links may be unobserved or even missing. In this
definition, link prediction [114] can be employed on static networks (meaning no time
information is present). Therefore, we call this task missing link prediction. However, in
this work, we are interested in the temporal aspect of this task. Hence, we define link
prediction in Definition 10.

Definition 10. Link prediction is the task of predicting which links will appear in
the future [10, 62].

Link prediction, as defined above, requires the use of temporal networks because links
that appear later in time need to be known to train the model. Therefore, it is sometimes
also called temporal link prediction.

Commonly, the link prediction task is formulated as a machine learning problem. The
examples provided to the model consist of all pairs of nodes that are not adjacent in a
current network snapshot, being the network consisting of all edges up to a certain point
in time. The machine learning model aims to predict whether each currently unconnected
pair of nodes is linked in a future network snapshot. Multiple types of features can be
utilized to perform this task [54].

An example type is the similarity-based feature type, which considers how similar
the surrounding network structure of two nodes is. Two typical similarity-based features
are (1) the number of unique neighbors and (2) the number of common neighbors of
both nodes. To explain the workings of these features, let us consider the well-known
Zachary karate club social network [144, 213], depicted in Figure 1.3. It is a network of
different karate club members, with links marking social interactions outside the club.
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Figure 1.3: The well-known Zachary karate club social network.

Members 16 and 23 have a high similarity, as they both have a degree of two, and all
their neighbors are shared. A clear advantage of the machine learning approach towards
link prediction is that (1) multiple types of features (provided as input to the model)
can be conveniently combined to arrive at a well-performing model [63] and (2) the
approach is interpretable when simple topological network features are used [54].

In the remainder of this section, we mention two challenges of link prediction. These
challenges will be addressed in Chapters 2 and 3.

The first challenge is that most works in the literature do not consider temporal
information associated with the network’s edges. Thereby, they ignore the evolution
of the network observed so far. Using time-aware measures can improve prediction,
but it ignores an essential dichotomous aspect of many temporal networks, namely
that two types of temporal networks exist. The two types were discussed earlier in
Section 1.3: (1) networks where edges are persistent relations and (2) networks where
edges mark discrete events. We recall that temporal networks with discrete events may
contain multiple edges between nodes, each having its own timestamp. This type of
temporal network allows the evolution of edges between a pair of nodes to be exploited
in the link prediction task.

In Chapter 2, we will show that we can improve link prediction performance when
accounting for these discrete events.

The second challenge is that the validation (Definition 3) and the testing (Definition 4)
of link prediction models are two nontrivial tasks often overlooked in existing work. It
is only after applying proper model validation and testing that we may have sufficient
confidence in applying a model in the real world. In particular, validation and testing
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can identify overfitting, see Definition 11, which causes a too-optimistic performance
estimation and, therefore, in machine learning, the well-known warning is that overfitting
will reduce the validity of a study.

Definition 11. Overfitting happens when a model matches the training data too
closely, and the model is not working well on new, unseen data [167].

Obtaining a hold-out validation and using a general test set is impossible for network
data because network data is, by definition, “related”. Returning to the Zachary karate
club social network in Figure 1.3, it is generally agreed that the nodes can be divided into
two communities, which is indicated by the color of the node. A rigorous approach would
be to sample the green nodes for model learning and the red ones for model validation
when applying missing link prediction on the network. However, the ego networks of
some nodes, in particular, node 9 and 10, are severely altered when such a sampling
step is performed. These alterations could happen at a large scale in real-world networks,
making the resulting link prediction model unusable. It is even more problematic for
measures based on distance that use more global information beyond a node’s direct
neighborhood.

In Chapter 3, we explore two different splitting strategies in an attempt to discover
how to perform adequate model validation on a collection of real-world temporal net-
works.

1.5 Transport networks

As explained in Section 1.1, our research examines how we can leverage transport
networks to better understand vehicle behavior. We distinguish two different types of
network data used throughout this work, being (1) co-driving trucks (Definition 12) in
Chapters 4 and 5 and (2) cargo ship networks (Definition 13) in Chapter 6. Both datasets
have national or even international coverage and systematically record nearly all vehicles
for a specific period and location. Big datasets like these allow for a complete overview
of all transport of that specific type. In both cases, the study of the temporal network
aspects allows us to understand the behavior of the trucks (and ships) in relation to all
other trucks (and ships). Below, we briefly describe (1) these two transport networks and
(2) what we seek to understand from them.

Truck co-driving networks

The Ministry of I&W gathers movements of trucks by Automatic Number-Plate Recognition
(ANPR) systems; see Figure 1.4. The systems monitor any vehicle that passes, although
some data may be missing, for example, because of misread license plates or avoidance of
the cameras. Subsequently, it registers details such as license plate, country of registration,
hazardous substances, length, weight, speed, and of course, the time of registration. By
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Figure 1.4: The Weigh-In-Motion system.

exploring the data, we aim to learn and better understand what factors influence the
trucks to do co-driving, an activity which we define in Definition 12 (and detail further in
Chapter 4).

Definition 12. Co-driving is the process where two trucks are observed at the same
location within a very short time window. Systematic co-driving occurs when two
trucks drive together frequently (e.g., more than once).

To investigate the process of truck co-driving, we consider the so-called truck co-driving
network. We construct a temporal network from all systematic co-driving events by
considering every truck as a node, linking two trucks when they show systematic co-
driving behavior. Each temporal edge is thus characterized by the two trucks it links and
the time period of the systematic co-driving event. The location of the co-driving activity
that occurred is included as a spatial edge attribute. This spatiotemporal network is a
particular extension of the temporal network, as both time and spatial information are
available.

The truck co-driving networks have our interest for two reasons. First, we are inter-
ested in the properties of the co-driving network and the comparison with networks from
other domains (e.g., social networks). Second, we want to know what communities of
trucks are present in the network and what factors contribute to the formation of these
communities. Chapters 4 and 5 provide a complete account of our research using the
co-driving trucks dataset.

Ultimately, we mention two societal advantages of understanding truck co-driving
behavior. First, understanding truck co-driving behavior can help reduce traffic conges-
tion [187]. Moreover, co-driving and therewith platooning trucks can optimize fuel usage
because of the aerodynamic drag reduction.
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Cargo ship network

The second set of data comprises all port calls of sea-going cargo ships in Europe, including
the times of entrance into and departure from the port. These are collected from each
port’s administrative systems. All inspectorates have access to the same dataset in Europe,
and the data can thus be used for smart ship inspection. We capture the behavior of the
ships in relation to other ships by considering this dataset as a network. Deriving features
from this network allows us to incorporate more information in a machine learning model
than we would otherwise capture from the static data. The construction of a so-called
cargo ship network (Definition 13) allows for extracting meaningful information for a
machine learning model identifying noncompliant behavior of ships.

Definition 13. The cargo ship network is a temporal network of all movements of
cargo ships between ports [94]. The departure and arrival ports and the time of
departure characterize edges.

This network is spatiotemporal as well. The edges have a temporal attribute indicating
when the movement occurred. Unlike the truck co-driving network, each node is associ-
ated with a location. Relevant to our setting is that the inspectorate keeps records of all
ships where noncompliances have been found, which can be used as node attributes and
ultimate labels in a machine learning model. The entire study of the cargo ship network
is presented in Chapter 6.

1.6 Problem statement and research questions

This section will describe our problem statement and research questions. As explained
at the beginning of this introduction, smart inspections (Definition 2) are essential to
ensuring a healthy and clean environment. In our work, we consider four aspects (see
Section 1.1) of smart inspection and aim to handle them. It lead us to the following
problem statement.

Problem statement: How can network science methods leverage behavioral data for
smart inspection of vehicles?

We subdivide the problem statement into five research questions. The first two questions
address fundamental network science challenges, and the last three address more applied
questions in the transportation domain. Below we describe the background and rationale
behind this subdivision, i.e., our research strategy.

It has previously been observed that not all networks perform similarly in the missing link
prediction task (e.g., [63]). In addition, literature so far has not extensively dealt with
the relation between network structure and performance in the (temporal) link prediction
task (Definition 10). These two observations leads us to Research question 1.
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Research question 1: What is the relation between network structure and model
performance in link prediction?

Let us now turn to the validation of link prediction models. A common approach to
model validation (Definition 3) and testing (Definition 4) on tabular data is to use
a hold-out set, i.e., a separate test set to evaluate the model’s performance. Such a
hold-out set is impossible to obtain for network data because all data are inherently
related (see Section 1.4). If the hold-out criterion is not met, it can result in overfitting
(Definition 11). We therefore formulate Research question 2 as follows.

Research question 2: How can we obtain accurate estimates of the performance of link
prediction models by using adequate splits into train, validation and test sets?

Having posed our research questions addressing fundamental network science challenges,
we now consider the research questions addressing smart vehicle inspection.

Our exploration of smart vehicle inspection starts by considering the case of the
co-driving of trucks. We want to learn what factors contribute to truck co-driving, for
reasons explained in Section 1.5. We do so by exploration of the co-driving network,
arriving at Research question 3.

Research question 3: How do network structure and vehicle attributes relate to co-
driving behavior?

We continue with the analysis of the truck co-driving network. For the inspectorate,
it is interesting to understand (1) which groups of truck operators show frequent co-
driving behavior and (2) what brings the truck operators in these groups together. When
inspectorates want to change the behavior of truck operators, they can target specific
communities via targeted communication. The question is which community detection
model (and what parameter setting) yields the best partitioning into communities to do
so. We explore the use of node attribute information to find such an optimal partitioning
in Research question 4.

Research question 4: How can node attribute information be exploited to automatically
create a good partitioning of a co-driving network into communities?

Finally, we proceed to the smart cargo ship inspection. We use information from the cargo
ship network to improve the fair assessment of cargo ships for inspections, allowing us to
answer Research question 5.

Research question 5: How can ship behavior be utilized to enable smart inspection of
cargo ships?

Answering these five research questions allows us to deepen our understanding of
machine learning methods on network data. The other way around, it improves our
understanding of the effects of information on connectivity and relatedness of individual
entities, i.e., the network aspect, on machine learning tasks. In turn, this knowledge can
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improve the understanding of the behavior of different vehicles. Ultimately, it may enable
smart inspection of vehicles, thereby maximizing the impact of new regulations for a
sustainable planet.

1.7 Research methodology

We answer the five research questions by the following research methodology, consisting
of six phases:
1. We establish the context of the question at hand.
2. We collect relevant literature.
3. We establish preliminaries and set up experiments.
4. We determine what data is available and what properties does this data possesses.
5. We report and discuss the findings of the experiments.
6. We provide a conclusion and suggest future work.

Answering the five research questions allows us to formulate an answer to the problem
statement in Chapter 7.

1.8 Thesis overview and contributions

Below, we first provide an overview of the thesis and then indicate which research
questions are answered within each chapter and what methodology was used.

We can differentiate three topics that our research covers: (1) machine learning,
(2) network science, and (3) smart vehicle inspection. Each chapter relates to at least two
topics. In Figure 1.5, we present a diagram we coin as a “ranked classification diagram”.
It is a Venn diagram with each chapter assigned to one of the three topics above. The
ranking aspect comes from the following; a chapter is more closely related to a topic
when put nearer the corresponding circle.
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Machine
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Smart vehicle
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Chapter 5

Chapter 4

Chapter 3
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[130]
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Chapter 6
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Science

Figure 1.5: The relation between this thesis’s three topics and chapters (indicated by a “ranked
classification diagram”).
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Contributions

• In Chapter 2, we address Research question 1. It starts with the topics of machine
learning and network science. A large corpus of publicly available temporal networks is
gathered. Link prediction is applied to all of them, and the link prediction performance
and properties of the temporal networks are systematically investigated. The content
of this chapter is based on the work described in:

G. J. de Bruin, C. J. Veenman, H. J. van den Herik, and F. W. Takes.
”
Supervised

temporal link prediction in large-scale real-world networks.” Social Network Analysis
and Mining 11, 80 (2021). DOI: 10.1007/s13278-021-00787-3.

• Chapter 3 is devoted to Research question 2. Topics covered in this chapter are again
machine learning and network science. The topic of smart vehicle inspection is not
directly covered, but the evaluation of link prediction strategies is important when
used in smart vehicle inspection. We also use a corpus of publicly available temporal
networks gathered in this work. Different strategies for link prediction are assessed
and evaluated. The content of this chapter is based on the work described in:

G. J. de Bruin, C. J. Veenman, H. J. van den Herik, and F. W. Takes.
”
Experimental

evaluation of train and test split strategies in link prediction.” In: Proceedings
of the 9th International Conference on Complex Networks and Their Applications.
Studies in Computational Intelligence 994. Springer, 2021, pages 79–91. DOI:
10.1007/978-3-030-65351-4 7.

• Chapter 4 is answering Research question 3, thereby covering the topics of network
science, machine learning, and smart vehicle inspection. The chapter considers the
construction of the truck co-driving network. We analyze the properties of the network
and apply link prediction to the network to understand the (social) processes underlying
the co-driving behavior. The content of this chapter is based on the work described in:

G. J. de Bruin, C. J. Veenman, H. J. van den Herik, and F. W. Takes.
”
Understanding

dynamics of truck co-driving networks.” In: Proceedings of the 8th International
Conference on Complex Networks and Their Applications. Studies in Computational
Intelligence 882. Springer, 2020, pages 140–151. DOI: 10.1007/978-3-030-36683-
4 12.

• Chapter 5 addresses Research question 4. It covers the topics of network science and
smart vehicle inspection. A new approach to community detection using assortativity
is proposed and applied to the truck co-driving network. The content of this chapter is
based on the work described in:

G. J. de Bruin, C. J. Veenman, H. J. van den Herik, and F. W. Takes.
”
Understand-

ing behavioral patterns in truck co-driving networks.” In: Proceedings of the 7th
International Conference on Complex Networks and Their Applications. Studies in
Computational Intelligence 813. Springer, 2018, pages 223–235. DOI: 10.1007/978-
3-030-05414-4 18.

http://dx.doi.org/10.1007/s13278-021-00787-3
http://dx.doi.org/10.1007/978-3-030-65351-4_7
http://dx.doi.org/10.1007/978-3-030-36683-4_12
http://dx.doi.org/10.1007/978-3-030-36683-4_12
http://dx.doi.org/10.1007/978-3-030-05414-4_18
http://dx.doi.org/10.1007/978-3-030-05414-4_18
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• Chapter 6 provides an answer to Research question 5. It brings together all the topics:
network science, machine learning, and smart vehicle inspection. We provide an
approach to smart cargo ships inspection. A comprehensive analysis is made of the
fairness and performance of the model. The content of this chapter is based on the
work described in:

G. J. de Bruin, A. Pereira Barata, C. J. Veenman, H. J. van den Herik, and F. W. Takes.

”
Fair automated assessment of non-compliance in cargo ship networks.” EPJ Data
Science 11, 13 (2022). DOI: 10.1140/epjds/s13688-022-00326-w.

Chapter 7 concludes the thesis with answers to the research questions and the problem
statement. Possible future research directions are provided as well.

Cooperation

It deserves to be noted that the work by Antonio Pereira Barata was part of the same
project as this thesis and thus is also concerned with machine learning and smart vehicle
inspection [153, 157]. His work focused on methods for assessing the impact of missing
data in the truck registration data (see Section 1.5), as well as machine learning methods
for tabular data, whereas this thesis focuses on methods for better understanding network
data in relation to smart vehicle inspection.

http://dx.doi.org/10.1140/epjds/s13688-022-00326-w






2
Supervised link prediction in large-scale

temporal networks

Missing link prediction is a well-studied technique for inferring the missing edges between
two nodes in a static representation of a network. In temporal networks, such as modern-
day social networks, the temporal information associated with each link can be used to
predict future links between thus far unconnected nodes, thereby enabling temporal link
prediction (Definition 10). In the continuation of the thesis, this is referred to as link
prediction. In this chapter, we address Research question 1, which reads as follows.

Research question 1: What is the relation between network structure and model
performance in link prediction?

The chapter presents a systematic investigation of link prediction, making use of 26 tempo-
ral, structurally diverse, real-world networks ranging from thousands to millions of nodes
and links. We analyze for each network the relationship between (1) the typology and
(2) the obtained link prediction performance. Meanwhile, we employ well-established
topological features.

The current chapter corresponds to the following publication:
G. J. de Bruin, C. J. Veenman, H. J. van den Herik, and F. W. Takes.

”
Supervised temporal link prediction

in large-scale real-world networks.” Social Network Analysis and Mining 11, 80 (2021). DOI: 10.1007/
s13278-021-00787-3

http://dx.doi.org/10.1007/s13278-021-00787-3
http://dx.doi.org/10.1007/s13278-021-00787-3
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2.1 Link prediction

Link prediction is a frequently employed method within the broader field of social network
analysis [10]. Many critical real-world applications exist in a variety of domains. Two
examples are the prediction of (1) missing links between pages of Wikipedia and (2) users
that are friends on an online social network [101]. As mentioned in Section 1.4, link
prediction is often defined as predicting missing links based on the currently observable
links in a network [114]. Many real-world networks have temporal information on
when the edges were created [50]. Such temporal networks are also called dynamic or
evolving networks (see also Definition 9). They open up the possibility of doing link
prediction (contrasting with the aforementioned missing link prediction). The availability
of temporal information means that we can infer future edges between two nodes as
opposed to only predicting missing links [110]. For instance, in friendship networks, link
prediction may (1) facilitate friend recommendations and (2) predict who will form new
friendships in the future.

Existing work on link prediction is typically performed on one or a handful of spe-
cific networks, making it challenging to examine the generalizability of the approaches
used [115]. This chapter provides the first large-scale empirical study of link prediction
on 26 different large-scale and structurally diverse temporal networks originating from
various domains. In doing so, we provide a systematic investigation of how temporal
information is best used in link prediction.

We illustrate how the performance of social networks will likely be higher. Because
they have a higher density than other networks, nodes have more common neighbors.
Thus a given instance may provide more information to the link prediction model. By
using this example, we demonstrate that it is essential to understand the relationship
between the network’s structural characteristics and the performance of link prediction
features.

A common approach in link prediction is to learn a classifier that utilizes multiple
features to classify which links are missing or, in case of temporal link prediction, will
appear in the future. Features are typically computed for every pair of nodes that is
not (yet) connected, based on the topology of the network [101]. These topological
features essentially calculate a similarity score for a node pair, where a higher similarity
signals a higher likelihood that this pair of nodes should be connected. Commonly used
topological features in machine learning include Common Neighbors (CN), Adamic-Adar
(AA), Jaccard Coefficient (JC), and Preferential Attachment (PA) (Subsection 2.4.1A).
These features clearly relate to the structural position of the nodes in the network.
Previous work has suggested a straightforward approach to taking the temporal evolution
into account in topological features [35, 189]. We describe the process of obtaining the
set of temporal topological features in Subsection 2.4.1B. The benefit of using such a set
of features is that they are well-established and interpretable. Moreover, recent work has
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shown that in a supervised classifier, the topological features perform as well as other
features that are less interpretable and more complex [63]. A further comparison with
other features is provided in Section 2.2.

As we have seen, previous studies ignore that two types of temporal networks can be
distinguished (see also Section 1.3): networks with persistent relationships and networks
with discrete events [133]. The example of friendship networks, as mentioned earlier,
contains edges marking persistent relationships that occur at most once for related
persons. In the case of discrete event networks, an edge marks a discrete event (e.g.,
a communication) at an associated timestamp, representing a message sent from one
person to another. In contrast to networks with persistent relationships, multiple edges
can occur between two persons in discrete event networks. So far, previous studies have
ignored that each link is not of the same type. In our approach, we address this literature
gap by what we coin past event aggregation. This allows us to take both types of temporal
links into account, where all information of two-faceted past interactions (i.e., persistent
and discrete) are incorporated into the temporal topological features.

Finally, the temporal topological features implicitly assume so-called edge-centered
temporal behavior. This suggests that phenomena at the level of links determine the
evolution of the network. Here, we may challenge the usual assumption that the temporal
aspect is merely caused by the activity of nodes, being the decision-making entities in the
network. At this point, we remark that the nodes are operating somewhat independently
of the structure of the remainder of the network [78]. To investigate whether the
assumption on the temporal aspect holds, we compare (1) temporal topological features
with (2a) features consisting of static topological features and/or (2b) features capturing
temporal node activity. By testing this distinction on the 26 different temporal networks,
we are able to better understand whether the temporal aspect is best captured by
considering edge-centered or node-centered temporal information.

Below we sum up the four contributions of this chapter.

1. To the best of our knowledge, we are one of the first to present a large-scale empirical
study of link prediction on various networks. In total, we examine the performance of a
link prediction model on 26 structurally diverse networks, varying in size from a few
hundred to over a million nodes and edges.

2. We analyze possible relations between structural network properties and the observed
performance in link prediction. We find that networks with degree disassortativity (see
Subsection 1.2.1), signaling frequent connections between nodes with different degrees,
show better performance in link prediction.

3. We show that the performance of link prediction can significantly be improved by
taking multiple past interactions between two nodes into account.

4. To understand the relation between node-centered and edge-centered temporal behavior,
the information networks used in this study stand out, as they appear to have more
node-centered temporal behavior.
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The remainder of this chapter is structured as follows. In Section 2.2, we further
elaborate on related work. Section 2.3 provides the preliminaries of this chapter, leading
up to a formal definition of link prediction. We continue with the research methodology
in Section 2.4. It will be followed by describing the temporal networks in Section 2.5.
In Section 2.6, we report on the four experiments and their results. In Section 2.7, the
conclusion is presented, together with an outlook.

2.2 Related work on link prediction

Although much literature is available on link prediction, we found that attention to
temporal networks and how to apply link prediction to them is relatively limited. Some
reviews have been published. They are pointing out the various approaches toward link
prediction [49, 50]. Consequently, we will start with an exploration of four types of
approaches presented therein.

First, probabilistic models require (1) additional node or edge attributes to obtain
satisfactory performance (which hinders a generic approach to all networks) or (2) tech-
niques that do not scale to larger networks [101] (rendering them unusable for the larger
networks used in the study).

Second, approaches such as matrix factorization, spectral clustering [168], and deep
learning approaches, such as DeepWalk [158] and Node2Vec [70], all try to find a lower-
dimensional representation of the temporal network and use the obtained representation
as a basis for link prediction. Apart from hindering the generic approach desired in
this work, the need for interpretability of lower-dimensional representations usually
is a significant problem in domains where the model needs to be interpreted by law,
such as in medicine or businesses dealing with personal information [84]. For example,
in Chapter 4, we will examine the driving patterns of trucks in a so-called truck co-
driving network, where trucks are connected when they frequently drive together. When
an inspectorate uses gathered network information to predict which trucks should be
inspected for possible misconduct, truck drivers may legally have the right to know why
they were selected. Since we aim to provide approaches toward link prediction that
apply to any scientific domain, we disregard approaches that learn a lower-dimensional
representation.

Third, in the time series forecasting approach, the temporal network is divided
into multiple snapshots [71, 134, 135, 161, 177]. For each of these snapshots, static
topological features are learned. The topological features of a future network snapshot are
learned using forecasting, thereby enabling link prediction. This approach does scale well
to larger networks and is interpretable. However, it is unclear into how many snapshots
the temporal network should be divided and whether the number of snapshots should
remain constant across all networks used, again, hindering a truly generic approach.
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Fourth, we focus on temporal topological features [34, 189]. Recent work has sug-
gested that using topological features in supervised learning may outperform more
complex features learned from a lower-dimensional representation of the temporal net-
work [63]. Section 2.4 provides further details on this concept. The topological features
are provided to a supervised link prediction classifier. Many different machine learning al-
gorithms are known to work well in link prediction. Commonly used classifier algorithms
include logistic regression [133, 161], support vector machines [3, 135], k-nearest neigh-
bors [3, 34, 35], and random forests [32–35, 63, 135]. We report performances using
the logistic regression classifier. This classifier provides the four following benefits, (1) it
allows an intuitive explanation of how each instance is classified [17], (2) the classifier is
relatively simple and hence interpretable [123], (3) the classifier scales well to larger
networks, and (4) good results are achieved without parameter optimization [133].

To sum up, in contrast to earlier works on link prediction, which has been applied on
only a handful of networks [18, 34, 35, 71, 124, 133–135, 161, 168, 177, 178, 189], we
apply link prediction on a structurally diverse set of 26 large-scale, real-world networks.
We aim to do so using a generic, scalable, and interpretable approach.

2.3 Preliminaries

This section describes the notation used in this chapter in Subsection 2.3.1. In Subsec-
tion 2.3.2, we explain the various network properties and measures used in this chapter.
Finally, in Subsection 2.3.3, we formally describe the link prediction task.

2.3.1 Notation

In this chapter, we use the following notation for the link prediction task (see Defini-
tion 10).

An undirected, temporal network G[ta,tb](V,E) consists of a set of nodes V and
edges (or, equivalently, links) E = {(u, v, ti) | u, v ∈ V ∧ ta ≤ ti ≤ tb} that occur between
timestamps ta and tb.

Networks with discrete events, where multiple events can occur between two nodes,
can be seen as a multigraph, where multi-edges exist: links between the same two nodes
but with different timestamps [69]. In this work, the removal of edges is not considered
since this information is unavailable for most temporal networks.

A static representation of the underlying network is needed to compare static and
temporal features (Section 2.4). The static, simple graph is obtained from the temporal
network by collapsing multi-edges into a single edge. The graph’s number of nodes (also
called the size) is n = |V |, and the number of edges is m = |E|. For convenience in later
definitions, N(u) is the set of all neighbors of node u ∈ V . The size of the set, i.e., |N(u)|,



28 2.3. Preliminaries

is the number of neighbors of node u, which is in a simple graph equal to the degree of
node u. In case of a multigraph, |E(u)| is the degree of node u.

2.3.2 Real-world network properties and their measures

Several properties exist that characterize the macro-scale of a network [10]. These prop-
erties guide us in exploring how the structure relates to the link prediction performance.
In this work, we use at least the following five properties: (1) the number of nodes and
edges (not explained below), (2) average clustering coefficient, (3) degree assortativity,
(4) density, and (5) diameter. Each property is derived from the underlying static graph.
• Average clustering coefficient: The average clustering coefficient (see also Subsec-

tion 1.2.2) is given by C = n−1
∑

u∈V 2Lu/
(
|N(u)| ·

(
|N(u)| − 1

))
, when |N(u)|−1 >

1. Lu represents the number of edges between the neighbors of node u. Highly clustered
networks are often observed in the real world and particularly in social networks.

• Degree assortativity: It is often observed that nodes do not connect to random other
nodes but instead connect to similar ones (see also Subsection 1.2.1). For instance,
degree assortativity is observed in social networks, meaning that nodes often connect
to other nodes with a similar degree. We can measure the degree assortativity of a
network by calculating the Pearson correlation coefficient, ρ, between the degree of
nodes at both ends of all edges [126] (see also Definition 8). In case low-degree nodes
more frequently connect with high-degree nodes, the obtained value is negative.

• Density: The density of a network indicates what fraction of the pairs of nodes are
connected. For networks of the same size, higher density means that the average
degree of nodes is higher, which has implications for the overall structural information
available to the link prediction classifier. For a network with m edges and n nodes, the
density is equal to 2m/n(n− 1).

• Diameter: The diameter is the largest distance observed between any pair of nodes
(see also Section 1.2). The distance is measured in terms of the number of nodes in
the path between the pair of nodes. This property, together with density, captures how
well-connected a network is.

2.3.3 The goal of a supervised link prediction model

The goal of a supervised link prediction model is to predict for unconnected pairs of
nodes in the temporal network G[tq=0,tq=s] whether they will connect in an evolved
interval [tq=s, tq=1] where q marks the q-th percentile of observed timestamps in the
network and 0 < s < 1. Hence, timestamps tq=0 and tq=1 mark the time associated with
the first and last edge in the network, respectively. Moreover, timestamp tq=s marks
the time used to split the network into two intervals. The examples provided to the
supervised link prediction model are pairs of nodes that are not connected in [tq=0, tq=s].
For each example (u, v) in the dataset, a feature vector x(u,v) and binary label y(u,v) is
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provided to the supervised link prediction model. The label for each pair of nodes (u, v)
is y(u,v) = 1 when it will connect in [tq=s, tq=1] and y(u,v) = 0 otherwise. Because
parameter s determines the number of considered nodes, it affects the class imbalance
encountered in the supervised link prediction; values close to 1 result in a larger number
of node pairs to consider while limiting the number of positives.

The features used in the supervised link prediction model are only allowed to use the
information of network G[tq=0,tq=s], preventing any leakage from nodes that will connect
in the evolved time interval [tq=s, tq=1]. Note that the temporal information contained in
the network is used for two purposes; (1) it allows to split the network into two temporal
intervals, and (2) it is used in feature engineering to model temporal evolution.

2.4 Chapter research methodology

This section explains the research methodology used in this chapter. It can be seen as an
addition to the general research methodology described in Section 1.7. We emphasize
described features used in supervised link prediction. We start by explaining the different
sets of features in Subsection 2.4.1. We then present a novel research method, i.e.,
an intuitive approach to incorporate information on past interactions in the case of
discrete event networks. Additionally, in Subsection 2.4.2, we discuss the supervised link
prediction model.

2.4.1 Features

We explain three types of features in this section. First, the static topological features are
provided in Subsection 2.4.1A. Second, the temporal topological features are given in
Subsection 2.4.1B. Finally, the node activity features are specified in Subsection 2.4.1C.

2.4.1A Static topological features

We use four common static topological features, forming the feature vector for each
candidate pair of nodes (u, v). These features are computed on the static graph underlying
the temporal network, as defined in Subsection 2.3.1. Below we define each of them.
• Adamic-Adar (AA): The AA feature considers all common neighbors, favoring nodes

with low degrees [1].

AAstatic(u, v) =
∑

z∈N(u)∩N(v)

1/ log
∣∣N(z)

∣∣ with
∣∣N(z)

∣∣ > 1 2.1

• Common Neighbors (CN): The CN feature equals the number of common neighbors
of two nodes.

CN static(u, v) = |N(u) ∩N(v)| 2.2



30 2.4. Chapter research methodology

• Jaccard Coefficient (JC): The JC feature is similar to the CN feature but normalizes
for the number of unique neighbors of the two nodes.

JC static(u, v) = |N(u) ∩N(v)|/|N(u) ∪N(v)| with |N(u) ∪N(v)| > 0 2.3

• Preferential Attachment (PA): The PA feature considers that nodes with a high
degree are more likely to make new links than nodes with a lower degree (see also
Section 1.3).

PAstatic(u, v) = |N(u)| · |N(v)| 2.4

2.4.1B Temporal topological features

The temporal topological features are extended versions of the static topological features
presented above in Subsection 2.4.1A. The construction of these features then requires
three steps, namely:
Step I. Temporal weighting
Step II. Past event aggregation
Step III. Weighted topological features
The resulting feature vector for a given pair of nodes, after applying the three steps,
consists of all possible combinations of three different temporal weighting functions
(exponential, linear, square root), eight different past event aggregations (see below
under step II), and four different weighted topological features (AA, CN , JC , PA). Thus,
for discrete event networks, the feature vector is of length 3 · 8 · 4 = 96, and for networks
with persistent relationships, it is of length 3 · 4 = 12.

Step I: Temporal weighting
The topological features need weighted edges (see Step III), while the networks used in
this study have edges with an associated timestamp. In the temporal weighting step, we
obtain these weights with the help of a methodology described by Tylenda et al. [189].
The temporal weighting functions are provided in Equations 2.5 to 2.7. In these functions,
a numeric timestamp ti is converted to a weight w. Note that tmin and tmax denote the
earliest and latest observed timestamp over all edges of the considered network.

In Figure 2.1, the behavior of the different weighting functions is shown when applied
to the DBLP network [109]. It is further described in Section 2.5. The exponential
weighting function (Equation 2.6) assigns a higher weight to more recent edges than the
linear (Equation 2.5) and square root (Equation 2.7) functions. In contrast, the square
root function assigns higher weights to older edges than the linear and exponential
functions. When the weights of older edges become close to zero, these edges are
discarded by the weighted topological features. To prevent the edges from far in the past
are discarded completely, we bound the output of each weighting function between a
positive value ℓ and 1.0 (ℓ stands for lower bound), with 0 ≥ ℓ < 1.
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Figure 2.1: Mapping of three weighting functions for the DBLP network.

wlinear = ℓ+ (1− ℓ)
ti − tmin

tmax − tmin
2.5

wexponential = ℓ+ (1− ℓ) · exp (3 · (ti − tmin)/(tmax − tmin))− 1

e3 − 1
2.6

wsquare root = ℓ+ (1− ℓ) ·
√
(ti − tmin)/(tmax − tmin) 2.7

Step II: Past event aggregation
In the case of networks with discrete events, each multi-edge has an associated weight
after the previous temporal weighting step. To allow the weighted topological features
to be computed, we need to obtain a single weight for each node pair, capturing the
past activity of these nodes. For this purpose, we propose to obtain the weight by using
eight different aggregation functions. All eight functions use as input a set containing
all weights of past events. The following functions are used: (1) the zeroth, (2) first,
(3) second, (4) third, (5) fourth quantile, and the (6) sum, (7) mean, and (8) variance
of all past weights. Utilizing these as summary statistics, we capture the different types
of linkage in networks that occur in the real world. For example, it may matter whether
interaction occurred often, far away in the past, or recently. The aggregation functions
aim to capture different temporal behaviors. Quantile functions bin the set of weights,
a common feature-engineering step. Taking the mean, sum, and variance of the set of
weights allows the model to capture more complex trends. An example of these complex
trends is the so-called bursty behavior, which is often observed in real-world data [9].
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Step III: Weighted topological features
In Equations 2.8 to 2.11, the Weighted Temporal Features (WTF ) are presented, which
are taken from Bütün et al. [35]. In these equations, WTF(u, v) denotes the weight
obtained for a given pair of nodes (u, v) after edges have been temporally weighted and,
in case of networks with discrete events, events have been aggregated.

AAtemporal(u, v) =
∑

z∈N(v)∩N(y)

WTF(u, z) +WTF(v, z)

log

(
1 +

∑
x∈N(z)

WTF(z, x)

) 2.8

CN temporal(u, v) =
∑

z∈N(u)∩N(v)

WTF(u, z) +WTF(v, z) 2.9

JC temporal(u, v) =
∑

z∈N(u)∩N(v)

WTF(u, z) +WTF(v, z)∑
x∈N(u)

WTF(u, x) +
∑

y∈N(v)

WTF(v, y)
2.10

PAtemporal(u, v) =
∑

u∈N(x)

WTF(u, x) ·
∑

v∈N(y)

WTF(v, y) 2.11

2.4.1C Node activity features

The goal of the node activity features is to capture node-centered temporal activity. To
this end, we create the node activity features in the following three steps: (1) temporal
weighting, (2) aggregation of node activity, and (3) combining node activity. These
steps are explained below. The feature vector for a given pair of nodes consists of all
combinations of three different temporal weighting functions, seven aggregation functions
applied to the node activity, and four combinations of the node activity. It results in a
feature vector of length 3 · 7 · 4 = 84.
Step 1. Temporal weighting. The temporal weighing method is the same as used in fea-

ture engineering of the temporal weighted topological features (see Subsection 2.4.1B
and Figure 2.1).

Step 2. Aggregation of node activity. The weights from all edges adjacent to the node
under investigation are collected for each node. We obtain a fixed feature vector for
each node by aggregating using the following seven functions: (1) the zeroth, (2) first,
(3) second, (4) third, (5) fourth quantile, and (6) sum and (7) mean of the node
activity vector (here the variance of all node weights is suppressed because some nodes
have only one edge, rendering the variance undefined). Similar to the engineering of
the temporal topological features, these aggregations capture different kinds of activity
that a node may exhibit. Nodes show bursty activity patterns in some networks [78].

Step 3. Combining node activity. To take the activity obtained in the previous two steps
of both nodes under consideration into account, we use four different combination func-
tions. These four functions are (1) absolute difference, (2) minimum, (3) maximum,
and (4) sum. By doing this, we obtain the node activity feature vector.
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2.4.2 Supervised link prediction

The features discussed in Subsection 2.4.1 serve as input for a supervised machine
learning model that predicts whether a pair of currently disconnected nodes will connect
in the future (see Subsection 2.3.3). Here we use the logistic regression classifier. It was
chosen because of its simplicity, overall good performance on this type of task, and its
explainability (see Section 2.2). We did not consider optimizing parameters because it is
outside the scope of the current work.

In theory, a number quadratic in the number of nodes (i.e., the node pairs) could be
selected as input for the classifier, with positive instances being node pairs that connect
in the future. This would result in a significant class imbalance. To address the imbalance
and, at the same time, limit the computation time needed to train the model, we reduce
the number of node pairs given as input to the classifier by the following two steps.

Step 1. Pairs of nodes are only selected if they are exactly the same distance apart [111].
In our study, which involves large networks, the selection is limited to include only
pairs of nodes with a distance of two.

Step 2. Pairs of nodes are sampled by replacement such that 10,000 will connect (positive
instances) and 10,000 will not connect (negative instances). By following this sampling
procedure, we obtain a balanced set of examples that do not require further post-
processing and can be used directly by the classifier. In practice, the train set for the
logistic regression classifier is obtained using stratified sampling, taking 75% of all
examples. The remaining instances are used as a test set. Because we do not optimize
any parameters of the logistic regression classifier, no validation set is used.

Analogously to previous work [50], we measure the classifier’s performance on the test
set utilizing the Area Under the ROC Curve (AUC). The AUC only considers the ranking
of each score obtained for each pair of nodes provided to the logistic regression classifier.
It makes the measured performance robust to cases where the applied threshold on
the scores is chosen poorly. An AUC of 0.5 signals random behavior, i.e., no classifier
performance. A perfect performance is obtained when the AUC equals 1, which is highly
unlikely in practical settings.

2.5 Data and the statistics used

Our experiments are performed on a structurally diverse and large collection of 26 tem-
poral networks. The networks can be categorized into three domains: social, information,
and technological. The distinction of networks in these three domains is taken from
other network repositories [104, 107]. In Table 2.1, some common structural properties
of these datasets are presented (see Subsection 2.3.2 for properties and measures). It
is apparent from Figure 2.2, showing the relation between the number of nodes and
edges for each of the 26 datasets, that the selected networks span a broad range in size.
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Table 2.1: Summary statistics of the 26 temporal networks (sorted by number of nodes). (The
following abbreviations and symbols are used in the heading of the columns; D.a.: Degree assorta-
tivity, A.c.c: Average clustering coefficient, ø: Diameter. In the column “Domain”, Technological is
abbreviated to Tech. and Information to Inf. The column label provides an abbreviated name of the
specific dataset. The full names are in the references. For * and **, see Subsection 2.6.4.)

Label Domain Edge type Nodes (n) Edges (m) Density D.a. A.c.c. ø Ref.

emails Social persistent 167 82, 927 2 ·10−1 0.15 0.59 5 [118]
** UC Inf. persistent 899 33, 720 2 ·10−2 0.10 0.07 6 [139]

EU Social persistent 986 332, 334 3 ·10−2 0.05 0.41 7 [211]
Dem Social persistent 1, 891 39, 264 2 ·10−3 −0.15 0.21 8 [200]
bitA Social event 3, 683 22, 650 2 ·10−3 −0.15 0.17 10 [103]
bitOT Social event 5, 573 32, 029 1 ·10−3 −0.15 0.16 14 [103]
chess Inf. event 6, 050 21, 163 1 ·10−3 0.36 0.05 13 [104]
HepTh Inf. persistent 6, 798 290, 597 9 ·10−3 0.08 0.77 11 [106]
HepPh Inf. persistent 16, 959 2, 322, 259 8 ·10−3 0.17 0.61 8 [106]

* Condm Social persistent 17, 218 88, 090 4 ·10−4 0.29 0.64 19 [112]
SX-MO Social persistent 24, 818 506, 550 6 ·10−4 −0.05 0.31 9 [143]
D-rep Social event 30, 398 87, 627 2 ·10−4 0.02 0.01 12 [46]
Rbody Tech. persistent 35, 010 265, 491 2 ·10−4 0.03 0.18 11 [102]
Rtit Tech. persistent 53, 018 510, 787 1 ·10−4 −0.01 0.18 17 [102]
FB-w Social event 55, 387 335, 708 2 ·10−4 −0.02 0.12 16 [194]
FB-l Social event 55, 387 335, 708 2 ·10−4 0.22 0.12 16 [194]
Enron Social persistent 87, 273 1, 148, 072 8 ·10−5 0.22 0.12 14 [97]
loans Inf. event 89, 269 3, 394, 979 8 ·10−4 −0.04 0.00 8 [163]
trust Social event 114, 467 717, 667 9 ·10−5 −0.07 0.13 14 [165]
Wiki Social persistent 116, 836 2, 917, 785 3 ·10−4 −0.06 0.36 10 [25]
D-v Inf. event 139, 409 3, 018, 197 3 ·10−4 −0.21 0.14 4 [79]
SX-AU Social persistent 159, 316 964, 437 4 ·10−5 −0.10 0.11 13 [143]
SX-SU Social persistent 194, 085 1, 443, 339 4 ·10−5 −0.08 0.12 12 [143]
D-f Social event 279, 374 1, 729, 983 4 ·10−5 −0.05 0.09 18 [79]
AMin Social persistent 855, 165 23, 787, 273 9 ·10−6 0.16 0.61 22 [215]
DBLP Social persistent 1, 824, 701 29, 487, 744 5 ·10−6 0.15 0.63 23 [109]
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Figure 2.2: Number of nodes and edges of the 26 temporal networks. (The horizontal and vertical
axes have logarithmic scaling.)

Also, for each network, it is indicated whether the edges mark persistent relationships
or discrete events. In the latter case, the network has a multigraph structure, which
requires preprocessing as discussed in Subsection 2.4.1B. We observe seventeen networks
showing degree disassortative behavior, meaning high-degree nodes tend to connect to
low-degree nodes more frequently. The other nine networks show the opposite behavior.
We do not observe any significant relation between the domain of a network and its
degree assortativity or any other global property of the network.

A total of 21 networks were obtained from the KOblenz NEtwork CollecTion (KONECT)
repository [104]. Four networks (EU, Rbody, Rtit, and trust, see Table 2.1) were obtained
from the Stanford Network Analysis Project (SNAP) repository [107]. The Arnetminer
(Aminer) network was obtained directly from http://www.cn.aminer.org/data. The last
column in Table 2.1 references the work where each network is introduced for the first
time. Any directed network is converted into an undirected network by ignoring the
directionality. In originally signed networks, we use only positive edges.

2.6 Experiments

In Subsection 2.6.1, we start with the experimental setup. Then, the structure follows
the four experiments described in four separate subsections. In the first experiment
(Subsection 2.6.2), we examine the performance of link prediction on 26 networks. The
second experiment (Subsection 2.6.3) continues with analyzing the relation between
structural network properties and the performance in link prediction. In the third experiment
(Subsection 2.6.4), we show the results of past event aggregation to the link prediction in
networks with discrete events. We finish with the fourth experiment (Subsection 2.6.5)
with a comparison between node-centered and edge-centered temporal behavior.

http://www.cn.aminer.org/data
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2.6.1 Experimental setup

The research methodology to obtain examples and labels that serve as input for the
classifier has been briefly explained in Subsection 2.4.2. We need to determine the value s

for each network. Around two-thirds of the edges are commonly used for extraction of
features [3, 34, 35, 112], and hence we choose s = 2/3.

The first step in the creation of temporal topological and node activity features is
to assign temporal weight to each edge. In Subsection 2.4.1B, Step I, parameter ℓ is
introduced to prevent discarding old edges in the temporal weighting method. Based on
earlier work [189], we set ℓ = 0.2, giving minimal weight to links far away in the past
while still sufficiently discounting these older links.

In the four experiments, we use four sets of features. These feature sets, which are
indicated by capital Roman numerals, are as follows. They are defined in Subsection 2.4.1.
I Static topological (as defined in Subsection 2.4.1A)
II-A Temporal topological (as defined in Subsection 2.4.1B)
II-B Temporal topological without past event aggregation (like Subsection 2.4.1B but

skipping Step II and using only the last occurring event)
III Static topological + node activity (Subsection 2.4.1B + Subsection 2.4.1C)
Standardizing features by subtracting the mean and scaling the variance to unit is
standard practice. The logistic regression classifier provided in the Python scikit-learn
package [149] is used. Although the goal of this work is not to extensively compare
machine learning classifiers, in Subsection 2.6.2 results on the performance in terms
of AUC obtained using two other commonly used classifiers, random forests [149] and
eXtreme Gradient Boosting (XGBoost) [41] are presented. For almost all datasets, similar
relative performance is observed.

The code used in this research is publicly available [28]. It uses the Python language
and the packages NetworkX [72] for network analysis, scikit-learn [149] for the machine
learning pipeline, and the Scipy ecosystem [193] for some of the feature engineering and
statistical tests. The C++ library teexGraph [185] was used to determine the diameter of
each network. The package versions and all dependencies can be found in the repository.

2.6.2 Experiment 1: Improvement of prediction performance with
temporal information

We examine whether temporal information improves the overall link prediction perfor-
mance. Baseline performance is obtained by ignoring temporal information, using static
topological features (Feature set I). In contrast, temporal topological features (Feature
set II-A) are used to obtain link prediction performance utilizing temporal information.

The results of this comparison are presented in Figure 2.3 and Table 2.2. (Feature sets
II-B and III are used in later experiments.) They indicate that using temporal information
improves the prediction performance of new links, i.e., performance reported in column
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Table 2.2: Link prediction performance of the 26 temporal networks. (The following sets of
features are used: I: Static topological features; II-A: Temporal topological features with past event
aggregation; II-B: Temporal topological features without past event aggregation; and III: Static
topological + node activity features.)

Label Domain Edge type Nodes (n) AUC
I II-A II-B III

emails Social multi 167 0.864 0.921 0.852 0.902

** UC Information multi 899 0.731 0.893 0.744 0.873

EU Social multi 986 0.839 0.873 0.811 0.849

Dem Social multi 1, 891 0.920 0.944 0.919 0.938

bitA Social simple 3, 683 0.868 0.945 0.945 0.940

bitOT Social simple 5, 573 0.821 0.947 0.947 0.939

chess Information simple 6, 050 0.665 0.735 0.735 0.736

HepTh Information multi 6, 798 0.757 0.835 0.776 0.819

HepPh Information multi 16, 959 0.828 0.879 0.834 0.868

* Condm Social multi 17, 218 0.688 0.760 0.706 0.728

SX-MO Social multi 24, 818 0.859 0.944 0.909 0.933

D-rep Social simple 30, 398 0.837 0.866 0.866 0.865

Rbody Technological multi 35, 010 0.880 0.905 0.854 0.890

Rtit Technological multi 53, 018 0.903 0.931 0.906 0.925

FB-w Social simple 55, 387 0.762 0.809 0.809 0.788

FB-l Social simple 55, 387 0.762 0.803 0.803 0.775

Enron Social multi 87, 273 0.847 0.912 0.873 0.909

loans Information simple 89, 269 0.786 0.947 0.947 0.946

trust Social simple 114, 467 0.889 0.936 0.936 0.937

Wiki Social multi 116, 836 0.864 0.936 0.896 0.939

D-v Information simple 139, 409 0.933 0.941 0.941 0.939

SX-AU Social multi 159, 316 0.937 0.970 0.959 0.970

SX-SU Social multi 194, 085 0.921 0.965 0.946 0.961

D-f Social simple 279, 374 0.891 0.926 0.926 0.924

AMin Social multi 855, 165 0.725 0.849 0.804 0.816

DBLP Social multi 1, 824, 701 0.704 0.826 0.743 0.786
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Figure 2.3: Link prediction performance of the 26 temporal networks. (The black line and gray
band indicates the best linear regression fit and its 95% confidence interval, respectively.)

“II-A” is always higher than that in “I”. So, every network performs better when temporal
topological features are used. The average improvement in performance is 0.07± 0.04

(mean ± standard deviation).
For some networks, performance improves considerably when temporal information

is used in the prediction. For example, the loans network has a mediocre baseline perfor-
mance of 0.79, but a high performance of 0.95 is observed when temporal information is
employed. From the results of this experiment we may conclude that the performance
improvement can be related to the network’s structure. Next, the relation between the
structural properties of networks and the performance in link prediction is explored.

Choice of classifier

The logistic regression classifier was used for interpretability (see Definition 6), as further
discussed in Section 2.2. In Table 2.3, we provide, for each of the datasets as introduced
in Table 2.1, the performance in terms of AUC obtained using two other commonly used
classifier algorithms, being the random forest [149] and XGBoost [41] algorithms, with
default parameters. For almost all datasets, similar relative performance is observed. We
continue the other experiments (Subsections 2.6.3 to 2.6.5) using the logistic regression
classifier.
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Table 2.3: Link prediction performance with past event aggregation
(Feature set II-A, see experimental setup in Section 2.6).

Label Logistic Regression Random Forest XGBoost

emails 0.921 0.951 0.955

** UC 0.893 0.942 0.946

EU 0.873 0.953 0.942

Dem 0.944 0.984 0.981

bitA 0.945 0.974 0.974

bitOT 0.947 0.973 0.967

chess 0.735 0.833 0.830

HepTh 0.835 0.867 0.856

HepPh 0.879 0.816 0.798

* Condm 0.760 0.875 0.870

SX-MO 0.944 0.959 0.959

D-rep 0.866 0.973 0.976

Rbody 0.905 0.944 0.938

trust 0.936 0.971 0.969

Rtit 0.931 0.948 0.946

FB-w 0.809 0.769 0.772

FB-l 0.803 0.769 0.772

Enron 0.912 0.973 0.970

loans 0.947 0.941 0.943

WikiC 0.936 0.979 0.981

D-v 0.941 0.908 0.910

SX-AU 0.970 0.990 0.990

SX-SU 0.965 0.981 0.982

D-f 0.926 0.977 0.977

AMin 0.849 0.872 0.865

DBLP 0.826 0.919 0.923

mean 0.892 0.925 0.923
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2.6.3 Experiment 2: Structural network properties and link predic-
tion performance

In the second experiment, we examine and discuss which structural properties are as-
sociated with high link prediction performance. We do so by exploration of the Pearson
correlation coefficient, ρ, with the link prediction performance obtained.

In Figure 2.4, the Pearson correlations between the performance in link prediction and
the structural network properties discussed in Section 2.5 are presented. Most properties
show a modest correlation with the link prediction performance. However, a significant
negative correlation is found between the degree assortativity of a network and the
prediction performance of new links using static topological features (p = 3 · 10−6)
and temporal topological features (p = 5 · 10−7). It means that strong disassortative
behavior in networks, where nodes of low degree are more likely to connect with nodes
of high degree, show better performance in link prediction. The relation between degree
assortativity and the link prediction performance is shown in more detail in Figure 2.5.

We observe a negative correlation between degree assortativity and link prediction
performance. It can be explained as follows. In real-world networks, low-degree nodes
typically vastly outnumber the high-degree nodes. However, nodes far exceeding the
average degree, so-called hubs, are also relatively often observed in real-world net-
works [10]. In degree disassortative networks, the numerous low-degree nodes connect
more frequently with hubs than other low-degree nodes. For these low-degree nodes, the
preferential attachment feature will provide higher scores for candidate nodes having a
high degree. Therefore, the supervised model can use this information to perform better.

From Figure 2.5, we also learn that the temporal topological features have an even
stronger correlation (ρ = −0.82) than the static topological features (ρ = −0.78). A
possible explanation is that the temporal features can determine which nodes will grow
to active hubs, linking to many low-degree nodes. This information would be lost in a
static network representation. From the results of the experiment as shown in Figure 2.5,
we may conclude that the temporal topological features likely capture relevant temporal
behavior.

Degree-preserving rewiring

By performing assortative and disassortative degree-preserving rewiring, we further
substantiate that disassortative networks indeed show higher link prediction performance.
Utilizing simulation, we modified many network datasets from Table 2.1 using assortative
and disassortative degree-preserving rewiring, following an approach similar to the one
proposed in [191]. In particular, we aim to retain the local clustering properties by not
selecting two edges at random, but rather selecting two edges that are close to each
other, ensuring that there are not too many triangles and, in addition to that, clustering
is destructed, as this is a determining feature in link prediction.
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Figure 2.4: Correlations between network properties and performance (in a classifier learned only
with static [Feature set I] and with temporal topological features [Feature set II-A]).

0.3 0.2 0.1 0.0 0.1 0.2 0.3
Degree assortativity

0.5

0.6

0.7

0.8

0.9

1.0

Pe
rfo

rm
an

ce
 (A

UC
)

Feature set
Static topological
Temporal weighted topological

Figure 2.5: Degree assortativity and link prediction performance (in a classifier learned only with
static topological features [Feature set I] and temporal weighted topological features [Feature
set II-A]). (The lines indicate the relation between the network’s degree assortativity and the
classifier’s performance, the band indicates the 95% confidence interval between the two.)
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The research methodology, which we repeat several times (explained below), consists
of five steps.
1. An edge (u, v) is randomly selected.
2. We randomly select a node x from the neighborhood of u.
3. We sample a node y connected to x but not to u or v. At this time, pairs of nodes (u, v)

and (x, y) are connected while the link (v, y) is absent.
4. We determine from the pairs of nodes (u, v), (v, y), and (x, y) which node pair has a

maximum difference in degree.
5. We rewire the edges such that this pair with a maximum difference in degree becomes

connected, see below.
(a) Node pair (v, y) has the maximum difference in degree, and there is no gain in

assortativity by rewiring any edges,
(b) Node pair (u, v) has the maximum difference in degree, and by moving all edges

(recall, there can be multiple links between two nodes) between (u, v) to (v, y), the
assortativity is increased.

(c) Node pair (x, y) has the maximum difference in degree, and by moving all edges
between (x, y) to (v, y), the assortativity is increased.

In case we want to perform disassortative degree-preserving rewiring, we consider in
Steps 4 and 5 the node pair with the smallest difference in degree. The five steps are
repeated 0.2 ·m times, with increments of 0.2 ·m, until m.

The resulting degree assortativity values of the rewired networks can be found in
Table 2.4. We observe that degree disassortative rewiring (compared to assortative
rewiring) is associated with a more significant change in the degree assortativity.

We list the percentual increase in performance for both disassortativity and assorta-
tivity rewired datasets in Table 2.5. In both cases, we observe higher performance for
disassortativity rewired networks, which confirms that dissassortative networks show
higher link prediction performance.
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Table 2.4: Degree assortativity of networks after rewiring (from degree disassortative rewiring [up
to −100%] to degree assortative rewiring [up to 100%]).

Label −100% −80% −60% −40% −20% 0% 20% 40% 60% 80% 100%

emails 0.01 0.01 0.07 0.09 −0.00 0.15 0.14 0.18 0.16 0.09 0.19

** UC −0.05 −0.03 −0.02 0.01 0.06 0.10 0.14 0.17 0.18 0.21 0.23

EU 0.23 0.16 0.36 0.34 0.15 0.05 0.12 0.11 0.10 −0.18 −0.11

Dem −0.21 −0.21 −0.16 −0.14 −0.14 −0.15 −0.06 −0.00 0.06 0.09 0.13

bitA −0.25 −0.24 −0.22 −0.19 −0.17 −0.15 −0.10 −0.04 0.01 0.10 0.22

bitOT −0.23 −0.22 −0.20 −0.17 −0.16 −0.15 −0.11 −0.07 −0.02 0.04 0.14

chess −0.17 −0.14 −0.05 0.04 0.18 0.36 0.52 0.62 0.69 0.74 0.78

HepTh −0.18 −0.13 −0.08 −0.03 0.03 0.08 0.18 0.31 0.46 0.57 0.61

HepPh −0.11 −0.07 −0.02 0.04 0.10 0.17 0.26 0.35 0.43 0.48 0.52

* Condm −0.04 0.00 0.05 0.11 0.20 0.29 0.42 0.53 0.59 0.62 0.63

SX-MO −0.24 −0.21 −0.17 −0.13 −0.09 −0.05 0.02 0.09 0.16 0.22 0.29

D-rep −0.19 −0.16 −0.12 −0.08 −0.04 0.02 0.13 0.29 0.46 0.56 0.64

Rbody −0.11 −0.09 −0.06 −0.03 0.00 0.03 0.07 0.10 0.12 0.13 0.15

Rtit −0.11 −0.09 −0.07 −0.05 −0.04 −0.02 0.04 0.09 0.14 0.14 0.13

FB-w −0.12 −0.09 −0.06 −0.00 0.08 0.22 0.43 0.61 0.71 0.77 0.81

FB-l −0.12 −0.09 −0.06 −0.00 0.08 0.22 0.43 0.61 0.71 0.77 0.81

Enron −0.14 −0.11 −0.09 −0.07 −0.05 −0.04 0.01 0.03 0.06 0.08 0.09

loans −0.20 −0.17 −0.14 −0.12 −0.09 −0.07 −0.02 0.06 0.22 0.47 0.61

trust −0.26 −0.23 −0.19 −0.14 −0.09 −0.01 0.13 0.33 0.52 0.64 0.70

Wiki −0.08 −0.08 −0.07 −0.06 −0.06 −0.06 −0.04 −0.03 −0.02 −0.01 0.00

D-v −0.27 −0.26 −0.24 −0.23 −0.21 −0.21 −0.20 −0.16 −0.06 0.13 0.31

SX-AU −0.25 −0.22 −0.20 −0.17 −0.13 −0.10 −0.06 −0.01 0.03 0.08 0.13

SX-SU −0.16 −0.15 −0.13 −0.11 −0.10 −0.08 −0.05 −0.03 −0.00 0.03 0.07

D-f −0.13 −0.12 −0.10 −0.09 −0.07 −0.05 0.02 0.18 0.47 0.64 0.71

AMin 0.01 0.03 0.05 0.07 0.11 0.16 0.21 0.24 0.28 0.30 0.33

DBLP 0.01 0.03 0.05 0.07 0.11 0.15 0.21 0.26 0.30 0.33 0.36
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Table 2.5: Link prediction performance after rewiring.

Label −100% −80% −60% −40% −20% 20% 40% 60% 80% 100%

emails −0.074 −0.107 −0.106 −0.096 −0.103 −0.131 −0.126 −0.136 −0.138 0.024

** UC −0.311 −0.266 −0.270 −0.356 −0.297 −0.312 −0.388 −0.373 −0.303 −0.083

EU −0.061 −0.119 −0.088 −0.084 −0.074 −0.070 −0.106 −0.067 −0.107 −0.109

Dem −0.152 −0.162 −0.134 −0.171 −0.105 −0.130 −0.124 −0.123 −0.169 −0.021

bitA −0.259 −0.243 −0.267 −0.280 −0.245 −0.309 −0.373 −0.413 −0.390 −0.052

bitOT −0.252 −0.263 −0.264 −0.308 −0.325 −0.376 −0.395 −0.353 −0.371 −0.014

chess −0.317 −0.349 −0.368 −0.377 −0.410 −0.406 −0.403 −0.281 −0.382 0.036

HepTh −0.142 −0.189 −0.202 −0.234 −0.276 −0.248 −0.249 −0.220 −0.177 −0.020

HepPh −0.162 −0.193 −0.208 −0.213 −0.226 −0.234 −0.201 −0.177 −0.137 −0.034

* Condm −0.243 −0.252 −0.269 −0.294 −0.344 −0.273 −0.263 −0.252 −0.243 −0.095

SX-MO −0.161 −0.167 −0.179 −0.187 −0.178 −0.205 −0.212 −0.194 −0.200 −0.015

D-rep −0.416 −0.445 −0.506 −0.586 −0.332 −0.233 −0.202 −0.187 −0.167 −0.006

Rbody −0.162 −0.169 −0.187 −0.178 −0.182 −0.219 −0.220 −0.243 −0.248 0.015

Rtit −0.136 −0.124 −0.132 −0.144 −0.132 −0.156 −0.191 −0.198 −0.188 0.031

FB-w −0.240 −0.250 −0.239 −0.239 −0.242 −0.251 −0.273 −0.291 −0.326 0.084

FB-l −0.246 −0.253 −0.257 −0.244 −0.232 −0.236 −0.266 −0.291 −0.325 0.096

Enron −0.165 −0.171 −0.177 −0.191 −0.188 −0.211 −0.214 −0.228 −0.200 0.004

loans −0.347 −0.413 −0.459 −0.333 −0.300 −0.230 −0.215 −0.229 −0.265 −0.024

trust −0.198 −0.215 −0.216 −0.253 −0.246 −0.300 −0.301 −0.264 −0.205 0.012

Wiki −0.003 −0.211 −0.218 −0.243 −0.296 −0.446 −0.407 −0.378 −0.336 −0.029

D-v 0.097 −0.011 −0.019 −0.044 −0.073 −0.077 −0.047 −0.047 −0.043 0.017

SX-AU −0.276 −0.281 −0.279 −0.280 −0.287 −0.408 −0.440 −0.445 −0.468 −0.005

SX-SU −0.244 −0.265 −0.272 −0.309 −0.302 −0.389 −0.397 −0.408 −0.392 −0.002

D-f −0.170 −0.202 −0.227 −0.263 −0.292 −0.325 −0.295 −0.278 −0.213 0.012

AMin −0.278 −0.292 −0.292 −0.310 −0.320 −0.385 −0.337 −0.375 −0.372 −0.095

DBLP −0.335 −0.331 −0.330 −0.358 −0.361 −0.431 −0.357 −0.443 −0.427 −0.046

mean −0.202 −0.229 −0.237 −0.253 −0.245 −0.269 −0.269 −0.265 −0.261 −0.012
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2.6.4 Experiment 3: Enhancement of performance with past event
aggregation

In this subsection we address Experiment 3. Two sets of features are used to examine how
networks with different types of temporal information can be exploited in link prediction
to improve link prediction performance. Feature set (II-A) is constructed with past event
aggregation, allowing the use of the information contained in all discrete events. Feature
set (II-B) considers only the last occurring edge between two nodes, ignoring past events.

The performance obtained with these two sets of features is reported in Table 2.2.
The two sets of features yield the same results for networks with persistent edges because
the networks do not contain past events. In Figure 2.6, we show the difference between
the two performances of the networks with discrete events in more detail.

From the results of the experiment, we may conclude that networks with discrete
events perform better when aggregating past events. The result is broadly interesting for
link prediction research, as the derived feature modification steps can be inserted into
any topological network feature aiming to capture the similarity of nodes in an attempt
to predict their future connectivity. Interestingly, we observe significant differences in the
performance improvement of past event aggregation for each discrete event network.

On the one hand, we observe networks with only minor improvement when past
events are aggregated. For example, the Condense matter scientific collaboration network
(Condm, indicated with * in Tables 2.1 to 2.3) shows only a minor improvement of 0.706
to 0.760 AUC. A possible explanation is that temporal information of discrete events has
limited use since it takes time to develop a successful collaboration.

On the other hand, the UC Irvine message network (indicated with ** in Tables 2.1
to 2.3) shows an improvement in AUC from 0.744 to 0.893. The improvement might be
caused by the more variable nature of messages, which take only a short time to establish.
In that case, the feature set with past event aggregation might provide higher scores to
pairs of actively messaging nodes.

2.6.5 Experiment 4: Comparison of node- and edge-centered link
prediction

Earlier, in Subsection 2.6.2 we examined whether temporal topological features improve
link prediction performance. These features assume edge-centered temporal behavior.
Now, in Experiment 4, we compare the performance of edge-centered features with features
that assume node-centered temporal behavior. The link prediction of edge-centered features
is done with Feature set II-A, and node-centered features are contained in Feature set III.

The results of both feature sets are presented in Table 2.2 and more detailed in
Figure 2.7. We observe a strong correlation (ρ = 0.92, p = 0.009) between obtained
performances using both feature sets. It suggests that most networks’ temporal aspects
can be modeled using either node-centered or edge-centered temporal features.
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Figure 2.6: Link prediction performance with (Feature set II-A, y-axis) and without (Feature set II-B,
x-axis) past event aggregation.
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Figure 2.7: Link prediction performance of node-centered features (Feature set III, x-axis) and
edge-centered features (Feature set II, y-axis). (The dotted line indicates equal performance. The
solid black line indicates the best fit using linear regression. All networks are shown.)
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A new indicator for further research is that for the four information networks, the
performance of the node-centered features is higher than edge-centered features. This
finding hints that in information networks, temporal behavior may be node-centered.
Given this study’s low number of information networks, further research should be
conducted on a more extensive set of information networks to verify this finding.

We analyze the link performance only on pairs of nodes at a distance of two; different
findings may be observed using more global features of node similarity are used. Notwith-
standing this limitation, based on the current results, we may conclude that both node-
and edge-centered features in supervised link predictions can achieve high performance.

2.7 Chapter conclusions and outlook

This chapter addressed Research question 1: “Wat is the relation between network struc-
ture and model performance in link prediction?” We performed a large-scale empirical
study of link prediction using various structurally diverse networks. Moreover, we aimed
to demonstrate the benefit of past event aggregation, allowing us to take the rich interac-
tion history of nodes into account in predicting their future linking activity. This study
resulted in four findings, that substantiate the relation between network structure and
model performance in link prediction.
• Supervised link prediction performance is consistently higher when temporal informa-

tion is considered (Subsection 2.6.2).
• The performance in link prediction appears related to the global structure of the

network (Subsection 2.6.3). Most notably, degree disassortative networks perform
better than degree assortative networks.

• We proposed an approach to deal with event-based links by aggregating information
from multiple past interactions (Subsection 2.6.4). It increases the performance of link
prediction. The derived feature modification steps can be inserted into any topological
feature, potentially improving the performance of any supervised link prediction.

• We showed that in four information networks, features capturing node activity and
static topological features outperform features that consider edge-centered temporal
information, suggesting that the temporal mechanisms in these networks may reside
with the nodes (Subsection 2.6.5).

Chapter outlook

The next step of this work may be to analyze networks originating from different domains.
It appears that publicly available networks from other domains, such as biological, eco-
nomic, and transportation networks, typically do not contain temporal information [63].
However, it would be interesting to investigate whether the findings presented in this
chapter also hold for these types of networks.





3
Performance of split strategies in link

prediction

In Chapter 2, we have explored supervised machine learning towards the link prediction
task. To train, validate (Definition 3) and test (Definition 4) supervised machine learning
models, we need disjoint and independent splits of data. However, nodes in a real-world
network are inherently related to each other. Therefore, separating candidate links into
these disjoint sets is impossible. This challenge leads to Research question 2, which reads
as follows.

Research question 2: How can we obtain accurate estimates of the performance of link
prediction models by using adequate splits into the train, validation, and test set?

In this chapter, we will evaluate two approaches to split data in link prediction: the
random split and the temporal split. We will compare their performances on six large
network datasets.

The current chapter corresponds to the following publication:
G. J. de Bruin, C. J. Veenman, H. J. van den Herik, and F. W. Takes.

”
Experimental evaluation of train

and test split strategies in link prediction.” In: Proceedings of the 9th International Conference on
Complex Networks and Their Applications. Studies in Computational Intelligence 994. Springer, 2021,
pages 79–91. DOI: 10.1007/978-3-030-65351-4 7

http://dx.doi.org/10.1007/978-3-030-65351-4_7
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3.1 Machine learning methods on networks

Machine learning has emerged as a powerful instrument for analyzing all kinds of
datasets. Here, we focus on supervised learning, which is well established when using
non-relational (i.e., tabular) data. However, supervised machine learning on network
data is challenging because obtaining an independent train, validation, and test set is
nontrivial [74]. A common type of machine learning in networks is link prediction, where
the goal is to predict whether a link will be formed in some future state of an evolving
network (see Section 1.4 and Definition 10). In recent years, there has been an increasing
interest in link prediction; hence, several review papers on this topic exist, e.g., [4, 101,
114].

A crucial first step in machine learning in networks is engineering the features. Here
we assume that the network topology data can be converted into features with potentially
helpful information for a predictive model. Established approaches for feature engineering
in link prediction are based on (1) similarity, (2) probabilistic and maximum likelihood,
and (3) dimensionality reduction [101]. Following our approach in Chapter 2, we will
focus on the similarity-based approach. In this approach, pairs of nodes (candidates for
links to be formed in the future) are assigned scores according to their similarity. We
will exclusively use topological features to assess similarity, so we can apply the feature
engineering to networks where no additional information is available about the nodes.
The similarity-based approach provides at least three benefits. First, similarity-based
features provide more accurate results compared to embedding techniques [63]. Second,
the similarity-based approach provides easily explainable features compared to other
techniques [114]. Third, most features are obtained at relatively low computational costs
for the more extensive networks used in this study [114].

The similarity-based approach brings us to the main problem addressed in this chapter.
For proper validation and testing in any machine learning task, instances belonging to
the train set (on which the model will be trained) should be disjoint and independent of
features belonging to the validation and test set. Since many dependencies usually exist
between nodes in a network, it is a challenging task to achieve. We should seriously take
into consideration that obtaining a dependent validation and test set possibly results in
too-optimistic performance measurements (or, equivalently, overestimating the so-called
generalization performance of the model [76]). According to Ghasemian et al., it still
needs to be determined how common machine learning steps, such as cross-validation
and model selection methods, extend from non-relational to network data [62].

Assessment of the performance in supervised machine learning is essential for at least
two reasons. The first reason is the selection of an appropriate model. It is possible to
construct completely different models for a particular task, ranging from entirely different
classifiers to identical models with other (hyper)parameters. Of course, we prefer to
select a model with the best generalization performance on a dataset independent of the
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train set. Here we aim at an independent validation set so that we can assess the extent
to which overfitting takes place (Definition 11). The second reason for assessing model
performance is to estimate the prediction error on new, unseen data. The performance
should be assessed (1) by using the test data that is not used in any part of training
the model, or (2) in choosing the right hyper-parameters or selecting a model [76].
Our research evaluates the differences in collecting independent datasets to examine
a classifier’s generalizability score. In our procedure, we perform a split only once, so
two datasets are obtained (for instance, train and test data). Here we remark that our
research methodology can easily be extended to obtain an independent third set (for
instance, for validation purposes).

This work contributes to making an in-depth comparison of two approaches to splitting
network data into two disjoint sets. Here, we aim to contribute to a better evaluation of
performance estimation in link prediction and will answer Research question 2.

The remainder of this chapter is structured as follows. Related work is discussed
in Section 3.2. Our research methodology (a formal description of the link prediction
problem) is presented in Section 3.3. Relevant properties of the six temporal networks
are presented in Section 3.4. Section 3.5 features information about the experimental
setup. Then, Section 3.6 is concerned with the precise description of the experimental
setup, the results, and a discussion of these results. Conclusions and future work are
provided in Section 3.7.

3.2 Related work on validation of link prediction models

Only a relatively small body of literature is directly concerned with splitting a network
dataset into disjoint and independent sets to evaluate the performance for machine
learning purposes. We start our exploration with literature on performance estimation in
general before we focus on prediction tasks in networks.

One of the causes of too-optimistic performance estimation is what is often de-
scribed as “test set re-use” [167]. A well-known example is the p-hacking problem [91].
In short, p-hacking is the application of many different models to the same data in
search of a statistically significant result with a sufficiently high p-value. This misuse
can increase the probability that applied research findings are false. More specifically to
data-driven research, too-optimistic performance estimations are suspected in Kaggle
competitions [167]. In these online competitions, participants get the same dataset and
compete for the best classifier performance on some predictive tasks without access to
the test data. However, Kaggle allows users to repeatedly probe test data to obtain a
continuously better performance of a submitted model. It is argued that this would lead
to too-optimistic results [53]. However, the optimistic results were experimentally only
observed to a limited extent [167].
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Returning to machine learning on networks, Ghasemian et al. [62] investigated under-
and overfitting networks. They examined (1) the performance of missing link prediction
and (2) the so-called link description task as a diagnostic to evaluate the general tendency
of such algorithms to under- and overfit. Hence, it is remarked that the authors defined the
link prediction task differently since they do not necessarily include temporal information
about the edges (see also Section 1.4). Hence, they removed a fraction of edges from
a network and employed a machine learner to find the removed links from all pairs
of nodes that are not connected anymore. The link description problem is different, as
explained below. A network is sampled, but now the machine learner’s task is finding
the remaining edges of the sampled network from all pairs of nodes. The previously
mentioned authors explain that (1) no algorithm can excel at both the link prediction
and link description task and (2) that these tasks force an algorithmic trade-off, like
the bias-variance trade-off in non-relational data [76]. In our work, we want to bring
the notion of overfitting from non-relational data to relational data. While Ghasemian
et al. focus on overfitting caused by the bias-variance trade-off [62], we investigate
the too-optimistic estimation of generalization performance caused by test set reuse in
networks.

3.3 Chapter research methodology

This section will start with a formal description of the link prediction problem in Subsec-
tion 3.3.1. In Subsection 3.3.2, we explain how we split the data into disjoint and separate
sets for the link prediction classifier. Subsection 3.3.3 continues with the description of
two types of features. In Subsection 3.3.4 we provide information about the classifier.
Finally, in Subsection 3.3.5, we explain the performance metrics used.

3.3.1 Link prediction

The link prediction task is similarly defined as in Chapter 2. The temporal, potentially
undirected, network (see Definition 9) G = (V,E) consists of a set of nodes V and edges
(u, v, ti) ∈ E connecting nodes u, v ∈ V with time ti ≥ ta. Time t′ indicates the time of
the first edge occurring in G. Parallel edges with different timestamps can exist.

Since the network is temporal, we can construct snapshots of network G for a given
time interval. We denote such a snapshot with G[ta,tb] = (V[ta,tb], E[ta,tb]) with E[ta,tb]

being a set consisting only of edges occurring between ta and tb (with ta < tb) and V[ta,tb]

the nodes taking part in these edges. Now assume that we make two such snapshots,
G[ta,tb] and G[tb,tc] from two time intervals [ta, tb] and [tb, tc] with ta < tb < tc. The
evolution of a temporal network is shown in Figure 3.1a.

The task for the supervised binary link prediction classifier (explained in Subsec-
tion 3.3.4) is to predict from G[ta,tb] whether a pair of nodes will connect in G[tb,tc].
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Hence, the input for the classifier is all pairs of nodes X[ta,tb] =
(
V[ta,tb] × V[ta,tb]

)
\E[ta,tb]

(see also Figure 3.1b). The network G[ta,tb] needs to be sufficiently “mature” so that the
underlying static topology is well captured [112]. Hence we call the period of time [ta, tb]

the maturing interval. Subsequently, we call the time period [tb, tc] the probing interval.
For every pair of nodes xi ∈ X[ta,tb], we probe whether the couple is present in the
probing interval (indicated by yi = 1) or not (denoted yi = 0). The entire procedure is
summarized in Figure 3.1. In Figure 3.1b, the instances considered in the classifier are
shown. Positive instances (yi = 1) are shown in solid green lines, while negatives (yi = 0)
are shown in red dashed lines.

3.3.2 Splitting strategies

After describing the general procedure of link prediction, we need a strategy to separate
the pairs of nodes into different disjoint and independent sets for the classifier. Below,
we will explain two dominant methods to split the data [3, 112]. Applying a temporal
split is more complicated than the random split due to the various parameters involved.
However, a temporal split prevents, to a greater extent, the reuse of the node and edge
set information from the test set in training.

3.3.2A Random split

In the random split, the train and test sets are obtained by randomly splitting instances
from a single probing phase. The validation set was omitted in our research (see Sec-
tion 3.1). The random split method is, e.g., used in [112]. The entire procedure consists
of three steps (see also Figure 3.2a).
1. We obtain all pairs of nodes disconnected during the maturing phase, X[ta,tb].
2. We determine for each of these pairs of nodes whether they connect (the value of yi)

in the probing phase E[tb,tc], as shown in Equation 3.1.

yi =

1 if xi ∈ E[tb,tc]

0 if xi ̸∈ E[tb,tc]

for xi ∈ X[ta,tb] 3.1

3. The pairs of nodes X[ta,tb] are separated into two disjoint sets X train
[ta,tb]

and X test
[ta,tb]

such
that X train

[ta,tb]
∪X test

[ta,tb]
= X[ta,tb] and X train

[ta,tb]
∩X test

[ta,tb]
= ∅.

3.3.2B Temporal split

In the temporal split two consecutive probing phases obtain a train and a test set from
two different time intervals. The temporal split method is for example used in [3]. As the
name states, it takes the temporal aspect into account. More specifically, in the temporal
split method two disjoint datasets are obtained by applying the probing phase on two
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a b

Figure 3.1: Procedure to obtain instances for the binary link prediction.
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Figure 3.2: Two different strategies exist to obtain disjoint and independent sets.
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consecutive snapshots called the training interval [tb, tc] and test interval [tc, td]. The four
steps of this process are shown schematically in Figure 3.2b.

The train set is constructed in the first two steps as follows.
1. We consider every node pair that is not connected in the maturing phase of the train

interval X[ta,tb].
2. For each node pair, we determine whether it will connect in the probing phase of the

train interval, like Equation 3.1.
The test set is constructed similarly to the train set in Step 3 and 4.

3. We consider every node pair that is not connected in the maturing phase of the test
interval X[ta,tc] and not used in the probing phase of the train interval.

4. We determine whether each pair of nodes connects in the probing phase of the test
interval, as shown in Equation 3.2.

yi =

1 if xi ∈ E[tc,td]

0 if xi ̸∈ E[tc,td]

for xi ∈ X[ta,tc] and with tc < td 3.2

3.3.3 Features

As input for a classifier, we need a feature representation for every pair of nodes xi ∈ X.
As discussed in Section 3.1, we use the well-established similarity-based approach, where
the feature for each pair of nodes xi = (u, v) consists of a particular score for each
feature Sfeature(u, v). These scores are based solely on topological properties intrinsic to
the network and not on contextual information [112, 125]. Hence, the features do not
need any node information. Nodes with similar scores and thus a high similarity are more
likely to connect. The score is either neighbor-based (similarity in local properties of the
two nodes) or path-based (quasi-local or based on global properties of the two nodes) [40,
101]. We use the so-called High-Performance Link Prediction (HPLP) feature set defined
in [112], as these are known to obtain good performance while limiting the number of
features. The features can be separated into two types of features; the neighbor-based
(Subsection 3.3.3A) and path-based (Subsection 3.3.3B) features. The features differ
from those used in Chapter 2, where we used features that could be temporally extended
to take past interactions into account (see Section 2.1).

In directed networks, we differentiate between (1) the neighbors connecting to
node u, indicated by Nin(u), and (2) the neighbors to which node u connects, Nout(u).
Likewise, we differentiate also between the in-degree and out-degree of node u, |Ein(u)|
and |Eout(u)|, respectively.

3.3.3A Neighbor-based features

Neighbor-based features take only the direct neighbors of the two nodes under considera-
tion into account. Below we provide definitions of three concepts useful in subsequent
feature definitions.
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• Number of Neighbors (NN) is determined differently for directed and undirected
networks. For directed networks, we use (1) the number of neighbors connecting to
nodes u and v and (2) the number of nodes connected by u and v. Hence, we get four
features: SNN-in-u(u, v) = |Nin(u)|; SNN-in-v(u, v) = |Nin(v)|; SNN-out-u(u, v) = |Nout(u)|;
and SNN-out-v(u, v) = |Nout(v)|. For the undirected case, the same score for pairs of
nodes (u, v) and (v, u) is desired, and there is no difference between the number
of nodes connecting from or to node u. Hence, we report both the maximum and
minimum for a given pair of nodes, i.e., SNN-min(u, v) = min (|N(u)|, |N(v)|) and
SNN-max(u, v) = max (|N(u)|, |N(v)|).

• Degree (D) is defined similarly, except that the number of edges is considered. For di-
rected networks, we obtain again four features, viz. SD-in-u(u, v) = |Ein(u)|; SD-in-v(u, v) =

|Ein(v)|; SD-out-u(u, v) = |Eout(u)|; and SD-out-v(u, v) = |Eout(v)|. For undirected net-
works, we obtain the maximum and minimum degree of nodes u and v; SD-min(u, v) =

min (|E(u)|, |E(v)|); and SD-max(u, v) = max (|E(u)|, |E(v)|).
• The Common Neighbors (CN) for a given pair of nodes is calculated by SCN(u, v) =

|N(u) ∩N(v)|. For directed networks, the score is calculated by considering the nodes
that are connected from nodes u and v, i.e., SCN(u, v) = |Nout(u) ∩Nout(v)|.

3.3.3B Path-based features

Path-based features take into account the paths between the two nodes under considera-
tion. Since many paths exist, these features are computationally more expensive than
neighbor-based ones. Below we provide the features with their definitions.

• Shortest Paths (SP), SSP(u, v), indicates the number of shortest paths that run between
nodes u and v.

• PropFlow (PF), SPF(u, v), corresponds to the probability that a restricted random walk
starting from node u and ends at node v within ℓ steps [112]. We use the commonly
applied value of ℓ = 5 [112]. We collapse the network with multiple edges (occurring
at different timestamps) to a weighted network where the weight equals the number
of parallel edges between two nodes. Higher weights result in a higher transition
probability for the random walk. This method is known for potentially obtaining scores
for pairs of nodes (u, v) that are different from those obtained for the pair (v, u). This
observation even holds for pairs in the undirected case [209]. Hence, we use the mean
of the scores obtained for the pairs of nodes (u, v) and (v, u) in the undirected case.

3.3.4 Tree-based gradient boost classifier

We used a tree-based gradient boost learner for our classifier, as these are known to
perform well in classification tasks [76]. The Python implementation of XGBoost was
used [41]. This classifier has various hyper-parameters. While extensive hyper-parameter
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tuning is beyond the scope of this chapter, we cross-validate two important hyper-
parameters, viz. maximum depth of tree and class weights.

3.3.5 Performance metric: Average Precision

Link prediction is associated with extreme class imbalance, lower bounded by the number
of nodes in the network [112]. Ideally, performance metrics used to evaluate the classifier
should be robust against this class imbalance. The commonly encountered AUC lacks
this robustness [111, 209] and is therefore not used. We are particularly interested in
correctly predicting positives without losing precision, i.e., keeping the number of false
positives low, and without losing recall, i.e., making sure we find all true positives. The
Average Precision (AP) metric equals the weighted mean of precisions achieved at each
threshold in the precision-recall curve. It is well-suited for our case.

3.4 Properties of the six temporal networks

Since our research aims to split the network into different snapshots based on time,
temporal networks are needed. In this work, we use six different temporal networks
that are (1) spanning a broad range of different domains, (2) publicly available, and (3)
sufficiently large. The properties of these networks are shown in Table 3.1. We mention
for each network whether it is directed, the number of nodes, the number of edges, the
density, the mean distance (d̄), and the diameter (Ø). The density, mean distance, and
diameter were calculated on the underlying static network, i.e., the network without
parallel edges. Below, we briefly discuss the six datasets used in this work. Except for the
Condmat network, all datasets were obtained from KONECT [104].
1. The Ask Ubuntu network is an online contact network [143]. The snapshot of the

network that we used was obtained in 2017. Ask Ubuntu is a community-driven
question-and-answer site dedicated towards Ubuntu; it is derived from StackExchange,

Table 3.1: Summary statistics of the six temporal networks. (Edges and nodes in the GC are
indicated between brackets. The mean distance between nodes is given in column d̄, and column Ø
indicates the diameter of the networks.)

# dataset directed nodes (GC) edges (GC) density d̄ Ø

1 Ask Ubuntu ✓ 159, 316 (96%) 964, 437 (100%) 4.0× 10−5 3.9 13

2 Condmat ✗ 17, 218 (88%) 88, 090 (100%) 3.7× 10−4 6.3 19

3 Digg ✓ 30, 398 (98%) 87, 627 (100%) 1.9× 10−4 4.7 12

4 Enron ✓ 87, 273 (97%) 1, 149, 072 (100%) 7.9× 10−5 4.9 14

5 Slashdot ✓ 51, 083 (100%) 140, 778 (100%) 9.0× 10−5 4.5 17

6 Stack Overflow ✓ 2, 601, 977 (99%) 63, 497, 050 (100%) 8.7× 10−6 3.9 11
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a network of question-and-answer websites on topics in diverse fields. The nodes are
the users, and a direct edge is created when a user replies to another user’s message.
These interactions can consist of an answer to another user’s question, comments
on another user’s answer, and comments on another user’s comments. Each edge is
annotated with the time of interaction.

2. The scientific co-authorship dataset Condmat entails condensed matter physics col-
laborations from 1995 to 20001. The undirected temporal network is made by adding
an edge between all authors of a publication [111]. For each edge, the date of the
publication connecting these authors is used. We observe that the number of authors
per paper increases over time. It may cause varying performance in link prediction for
different temporal snapshots. We deemed this outside the current research scope.

3. The Digg network is a communication network and contains the reply network of the
social news website Digg from November 2009 [79]. Each node in the network is a
person, and each edge connects the user replying to the reply receiver. Each reply is
annotated with the time of that interaction.

4. The Enron dataset is a communication network and contains over a million emails
sent between employees of Enron between 1999 and 2003 [97]. A directed edge from
the sender to the recipient is added for each email.

5. The Slashdot website is a English tech news website that allows users to place a
comment on each page, and shows where users can start a threaded discussion [65,
159]. The period during which the data was crawled covered August 2005 to August
2006 [85]. The communication network is constructed from these threads where users
are nodes, and replies are edges, annotated with the answer time.

6. Like Ask Ubuntu, the Stack Overflow network is collected from StackExchange and
can be considered an online contact network [143]. Nodes are users; directed edges
represent interactions annotated with the exchange time.

3.5 Experimental setup

In Section 3.3 we explained the research methodology of our experiment. However, a
few parameters need to be addressed explicitly to run the link prediction task (cf. Sub-
section 3.3.1) used in the experiment. We discuss them in the sections below. First, we
discuss the selection of node pairs using their distance in Subsection 3.5.1. Second, in
Subsection 3.5.2, we discuss the choice of the time intervals for the maturing and probe
phases for both the random and temporal split (Subsection 3.3.2). Third, we continue in
Subsection 3.5.3 by discussing the number of pairs of nodes used for training and testing.
Fourth, the performance is improved by optimizing the class weight and the value of the
maximum tree depth in Subsection 3.5.4. The class weight and the maximum tree depth

1The data was obtained from https://github.com/rlichtenwalter/LPmade

https://github.com/rlichtenwalter/LPmade
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are called hyper-parameters. Fifth, we explain in Subsection 3.5.5 how multiple snapshots
from a network are constructed for robustness checks.

3.5.1 Distance selection

The task of link prediction is computationally intensive for larger networks because there
are

∣∣(V[ta,tb] × V[ta,tb]

)
\ E[ta,tb]

∣∣ instances. A way to reduce the number of instances and
to reduce class imbalance, is to only consider pairs of nodes at a limited distance of each
other in the network [111]. For our distance selection, we consider only pairs of nodes at
a distance of two in our network.

3.5.2 Time intervals

The choice of the time intervals used for the maturing and probing phase in both the
random and temporal split can affect the obtained results. To allow fair comparisons
between the random and temporal split, the probing phase of the test interval should
contain a number of edges similar to the probing phase of the training interval, i.e.,∣∣E[ta,tb]

∣∣ ≈ ∣∣E[tc,td]

∣∣. Moreover, we need values that are consistent for the various net-
works. Timestamps of tb, tc, and td were set so that the proportion of edges in the
maturing and probing phase are approximately similar to the settings in [112].

For the Condmat network, this results in a ratio
∣∣E[ta,tb]

∣∣ : ∣∣E[tb,tc]

∣∣ approximately
equal to 5 : 1. The number of edges are then

∣∣E[ta,tb]

∣∣ ≈ 50000 and
∣∣E[tb,tc]

∣∣ ≈ ∣∣E[tc,td]

∣∣ ≈
10000.

3.5.3 Training and testing

In the case of random splitting, the instances X[ta,tb] should be split into two disjoint and
independent sets, as explained in Subsection 3.3.2A. A 75% of the instances are used for
training and the remainder for testing, i.e.,

∣∣∣X train
[ta,tb]

∣∣∣ = 3
∣∣∣X test

[ta,tb]

∣∣∣.
3.5.4 Improved performance

Below, we report the choices made regarding two hyper-parameters used in the XGBoost
algorithm to improve performance. First, we adjusted the class weights of the positive
instances to equal the total weight of the positive and negative samples. In a five-fold
cross-validation setting applied to the training data, we determined for each network
separately whether the adjusted class weights improve performance on the train set.
Second, we determined the optimal maximum tree depth using the same five-fold cross-
validation.
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3.5.5 Robustness checks

The experimental setup of the robustness checks is as follows. We repeat the full procedure
of selecting time intervals (see Subsection 3.5.2) on the Ask Ubuntu network ten times.
Ten non-overlapping snapshots are obtained by shifting intervals such that each next
interval starts (ta) at the end of the previous interval (tc for random split, td for temporal
split). The robustness is then checked by comparing the Average Precision performance
of the random split with that of the temporal split.

3.6 Results of the two different splitting strategies

The Average Precision (AP) (see Subsection 3.3.5) score of the classifiers for the six
networks with the random split and temporal split method is shown in Table 3.2. This
metric shows significant performance differences between the random and temporal
split. The performance of the temporal split is for all networks lower than the random
split. It may indicate that the random split provides an overly optimistic indication of
the performance value. Furthermore, the difference between the random and temporal
splits varies widely between the networks, indicating that the extent to which the test set
is reused varies by network. Notably, the AP of the Ask Ubuntu network drops by 80%,
demonstrating that the test set reuse can be extensive.

Robustness checks

We checked the robustness of the findings by following the procedure (ten times
performing the full procedure, as outlined in Subsection 3.5.5). We find an AP of
0.025± 0.009 (mean±standard deviation) when using the random split, while an AP of
only 0.0061± 0.0016 is found for the temporal split. The different AP curves are shown
in Figure 3.3. From our results, we may conclude that the random split precision-recall
curves dominate their temporal counterparts in all snapshots.
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Table 3.2: Link prediction performances for different split strategies (applied on the six temporal
networks using the AP metric).

# dataset random split temporal split

1 AskUbuntu 0.023 0.0046

2 Condmat 0.012 0.0048

3 Digg 0.0043 0.0014

4 Enron 0.016 0.012

5 Slashdot 0.0076 0.0021

6 Stack Overflow 0.0029 0.0013
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Figure 3.3: Precision-recall curves of the AskUbuntu network for robustness checks. (Performed on
ten different snapshots.)
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3.7 Chapter conclusion and outlook

In the present chapter, we analyzed two different ways of splitting data viz. into disjoint
and independent sets in network data for training, validation, and testing of link pre-
diction models. The results indicate that the random split consistently obtains higher
performance estimates than the temporal split.

So, we are able to answer Research question 2: “How can we obtain accurate estimates
of the performance of link prediction models by using adequate splits into train, validation,
and test sets?”. The answer is: “We obtain accurate estimates of the link prediction
performance by using the temporal split, because the alternative, the random split, shows
signs of overfitting.” Based on our experiments we may conclude that the temporal split
method provides more accurate estimates of the link prediction model performance.

Chapter outlook

While the procedure of the temporal split prevents using the same temporal information of
a given node, it still allows the same node to be used in multiple sets. Future work should
devise more rigorous strategies to ensure to a further extent that the train, validation, and
test set are disjoint and independent. Further research should be conducted to establish
the relation between the extent of overfitting and the (domain of the) network.







4
Understanding dynamics of truck

co-driving networks

In this chapter, we move from the investigation of a generic network science problem
towards the transportation domain by investigating the behavior of trucks and their
drivers using a link prediction approach. Social links may exist between trucks, e.g.,
because their drivers work for the same company. We call the process where two trucks
follow the same route at the same time co-driving (Definition 12). It means that the trucks
are potentially socially linked.

Understanding truck co-driving behavior is important because co-driving can have a
positive environmental impact. We aim to increase our understanding and will investigate
the so-called co-driving network, extracted from a spatiotemporal dataset encompassing
millions of truck measurements passing eighteen different highway locations in the
Netherlands. It leads us to Research question 3, which reads as follows.

Research question 3: How do network structure and vehicle attributes relate to co-
driving behavior?

We explore a link prediction approach to understand the (social) processes underlying the
co-driving behavior. By investigating the importance of different types of features (e.g.,
vehicle attributes) provided to the link prediction algorithm, we learn step by step the
relation between network structure and co-driving behavior.

The current chapter corresponds to the following publication:
G. J. de Bruin, C. J. Veenman, H. J. van den Herik, and F. W. Takes.

”
Understanding dynamics of truck

co-driving networks.” In: Proceedings of the 8th International Conference on Complex Networks and
Their Applications. Studies in Computational Intelligence 882. Springer, 2020, pages 140–151. DOI:
10.1007/978-3-030-36683-4 12

http://dx.doi.org/10.1007/978-3-030-36683-4_12
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4.1 Co-driving network

In the literature, many published studies concerning social network analysis use spa-
tiotemporal data. This often allows enriching the analysis with meaningful insights into
social processes. Much of the research performed so far used either GPS [44, 142],
WiFi [171] or calls from mobile phones [196] to study social processes. In this study, we
will analyze 19 million truck movements.

The goal is to study social phenomena among truck drivers to understand why truck
drivers are engaged in so-called co-driving behavior with other drivers. In simple terms,
co-driving is the activity where two trucks drive together, i.e., are frequently at the same
place simultaneously. Here we assume a direct and natural relation between a truck and
its driver, meaning that a truck driver only drives one truck and the same driver always
drives the truck. Some strict selection criteria ensure that only intentional (or similarly,
systematic) co-driving activity is investigated (see also Definition 12). The criteria are
explained in Subsection 4.4.3.

Co-driving behavior is known to have a potentially positive impact on the environ-
ment through optimizing logistics and consequently reducing fuel use [188]. Hence,
an improved understanding of co-driving behavior may stimulate co-driving behavior.
Moreover, innovative forms of transportation, such as autonomous driving, may have
significant implications for this behavior.

We construct a so-called co-driving network from the data at our disposal. The nodes
of the network are trucks. A link is made when the two trucks frequently show intentional
co-driving behavior. Other related work on similar data will focus on communities and
static properties of the co-driving network, see Chapter 5 and [30].

This chapter aims to learn the relation between the structure of the co-driving network
and vehicle characteristics. To this end, we use a link prediction approach [96]. More
precisely, we develop a machine learning classifier that predicts whether two nodes that
are so far unconnected, do connect. We then use a future snapshot of the network to
check whether the pair of nodes did connect. Subsequently, we investigate the feature
importance of each type that occurs in the link prediction classifier. The measure of
importance allows us to understand what is assessed as important by the classifier, and
thus what aspects are contributing to co-driving behavior. The features used can be
categorized into four different types of features.

1. Neighborhood features relate to the local embedding in the co-driving network.
2. Node features relate to static meta-information of trucks.
3. Path features describe distance-related properties of truck pairs based on the global

structure of the network.
4. Spatiotemporal features consider locations and periods.

The overall structure of this chapter coincides with the research methodology (see
Section 1.7). We start with the introduction of the co-driving network in Section 4.1. In
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Section 4.2, relevant work is provided on analyzing dynamics in social networks, including
spatiotemporal data. Section 4.3 describes the spatiotemporal truck data. Section 4.4
reports how a co-driving network is constructed from the data. In this section, we also
discuss the characteristics of the obtained network. Section 4.5 provides our research
methodology for the experiments at hand, i.e., a formal description of the link prediction
approach. It also explains how the different features are constructed from both the data
and the obtained network. Section 4.6 outlines the experimental setup, demonstrates the
performance of the link prediction approach, and assesses the importance of the features.
Finally, in Section 4.7 we arrive at the conclusions and suggestions for future work.

4.2 Relevant related work on dynamics in networks

From the substantial body of related work on spatiotemporal data, we have selected
three approaches frequently used to study dynamics in networks at the level of individual
nodes. These three different approaches have in common that they all try to understand
the underlying social network by studying node attributes available in the data.

First, Sekara et al. use sensors to measure proximity of students [175]. The authors
show that when high-resolution data is available (both in time and location), groups of
interacting nodes can be observed instantaneously. Hence, making sense of individual
node attributes using network measures can be performed directly. For example, the
authors show that the students may explore new locations in groups during the weekend,
while the groups tend to be at the exact location.

Secondly, Kossinets and Watts analyze e-mail data gathered from students and em-
ployees at a university [100]. Unlike our truck data, e-mail data does not contain spatial
information. In contrast and as an addition, this work collects and analyzes different
node attributes such as professional status, gender, and age.

Finally, Wang et al. analyze the mobility patterns by tracking the mobility and inter-
actions of millions of mobile phone users [196]. A social network is constructed from
phone calls, where users are connected when they communicate. Three contributions
from this literature are mentioned below.
1. The authors have established that spatial trajectories of two users strongly correlate

when they are close in the social network.
2. Mobility features have a high predictive power concerning which nodes will connect;

the prediction power is comparable to the power of network proximity features.
3. Link prediction performance can be improved by exploiting network proximity and

mobility features.
Here, we remark that we have used a similar link prediction approach in our work. In
addition, we have adapted findings from other related works [100, 175] by (1) dis-
tinguishing between weekends and weekdays and (2) using both network and static
attributes.
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4.3 Truck mobility data

Data collection of truck mobility data occurred at eighteen different locations throughout
the Netherlands between 2016 and 2018. Every truck passing these locations is registered
using an ANPR system. The data is obtained by the same systems as used in Chapter 5.
At some locations, the registration systems faced an unexpected downtime. Only regis-
trations from six out of eighteen systems have been considered to ensure a sufficiently
valid range of data. These systems are located near the port of Rotterdam. Furthermore,
registrations with low-quality data have been removed, such as (1) invalid characters in
license plates and (2) non-existing countries.

We remark that the aforementioned quality selections have reduced the total number
of registrations from 18,678,420 to 9,202,764. The monthly variation in truck regis-
trations is provided in Figure 4.1, where we show for each of the 25 months (from
January 2016 to February 2018) how many trucks are registered. We remark that the
number of registrations after applying the quality selections is more stable over time. In
Figure 4.2 the histogram of the number of registrations per truck is shown (note that
both axes have logarithmic scales). For example, we see that about 1 million trucks are
registered only once. More importantly, we see that the distribution of the number of
registrations per truck remains similar after data selection.

4.4 The co-driving network

In Subsection 4.4.1, we start with three relevant concepts and two criteria to arrive
at a procedure to obtain intentional truck co-driving events. Then we describe how
the co-driving network is constructed from these events in Subsection 4.4.3. Subsec-
tion 4.4.4 continues with statistics of the acquired network to compare these to other
social networks.
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Figure 4.1: Monthly variations in truck registra-
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4.4.1 Procedure to obtain intentional co-driving events

We will now provide the procedure to obtain intentional co-driving events (see Defini-
tion 12) with the help of three relevant concepts: (1) dataset of all registrations, (2) a
co-driving event, and (3) an intentional co-driving event.

Concept 1. Our dataset of all registrations (as mentioned in Section 4.3) is denoted by D.
We use Du to refer to all registrations xi in dataset D from truck u with license plate
lpi = u. More formally, Du = {xi ∈ D : lpi = u}.

Concept 2. A co-driving event (u, v, ti) happens when two registrations xi ∈ Du and
xj ∈ Dv from trucks u and v exist with the same location loci = locj at time ti

provided that they have at most ∆t = tj − ti (with tj < ti) seconds between them (see
Subsection 4.5.2).

Concept 3. A co-driving event may occur randomly or intentionally. The following two
criteria ensure that only intentional co-driving events are studied.
Criterion 1: Sufficient small time interval. The two registrations xi ∈ Du and xj ∈
Dv from trucks u and v should exist with at most ∆t ≤ ∆tmax seconds apart. (Seconds
will be further in this thesis be abbreviated by s.) In Subsection 4.4.2, we will briefly
discuss why we set the ∆tmax parameter to 8 s. It ensures that trucks should be
sufficiently close to each other when intentionally co-driving by setting a maximal
time interval between two co-driving trucks.

Criterion 2: At least two separate co-drive events. To prevent a random co-driving
event is marked as an intentional co-driving event, we require at least two separate
co-driving events between trucks u and v. Moreover, these two separate events should
occur with at least two hours difference, i.e., two co-driving events exist, (u, v, ti)
and (u, v, tj), for which holds that |ti − tj | ≥ 2 h. With the latter requirement, we
ensure that the two co-driving events originate from different truck journeys (we
assume that in 2 h, trucks are either outside the Netherlands or driving on the next
journey).

4.4.2 Determining maximal time interval between co-driving trucks

In Criterion 1 above, we introduced the ∆tmax parameter, determining the maximal
time interval between two co-driving trucks. We mentioned that ∆tmax = 8 s is deemed
appropriate. We will now explain why.

There is a trade-off. High values will select a large share of random co-driving
events, while low values will omit intentional co-driving behavior. We present three
considerations when determining the value of ∆tmax.

Consideration 1. Figure 4.3 shows the distribution of the time gap between two co-
driving events. On the horizontal axis, we see the time gaps in whole seconds; the
vertical axis denotes the relative frequency of that time gap (altogether the frequencies
add up to 1). We note that distinct behavior is shown for random (yellow) and
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intentional (blue) co-driving events. Intentionally co-driving trucks drive closer together
than randomly co-driving trucks. We further note that the time gap in intentional co-
driving trucks peaks at around ∆t = 2 s and is close to the ∆t = 1.3 s, which is
considered a minimum safe driving gap between two trucks [116]. After ∆t = 8 s the
relative frequency of intentional co-driving trucks becomes similar to that of randomly
co-driving trucks. This may indicate that only random co-driving events are selected as
intentional co-driving from this value onward.

Consideration 2. Figure 4.4 shows the distribution of the number of trucks driving
between two trucks involved in intentional co-driving for various values (∆tmax =

4, 8, 16 and 32 s). The horizontal axis denotes the number of trucks, and the vertical
axis the cumulative relative frequency of that number of trucks driving between the
co-driving pair. For values between ∆t = 4 and 8 s, we observe that virtually all trucks
drive with at most one truck between them. Higher values result in a non-negligible
probability that more than two trucks are driving between the two co-driving trucks. It
is unlikely that trucks are intentionally co-driving when more than two trucks drive
between these trucks because it is harder to coordinate routing. This is the case for
values of ∆tmax = 16 s.

Consideration 3. We rationalize that intentionally following a truck is only possible when
a maximum of a couple hundred meters between the two trucks exists. Provided that
trucks in our data drive typically at a speed of around 20m s−1, reasonable values for
∆tmax should be at most 20 s to 30 s.

The considerations above have led us to properly select intentional co-driving behavior
for further analysis in this chapter.

4.4.3 Network construction

After applying the two criteria to select intentional co-driving events, the temporal
network G = (V,E) is constructed. In this network, the nodes are the trucks u, v ∈ V that
frequently show intentional co-driving behavior (have at least one edge). The links of
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Figure 4.3: Frequency distribution of ∆t for
both intentional and random co-driving.
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this network consist of the obtained co-driving events (u, v, ti) ∈ E between those trucks.
We note that multiple links (u, v, ti) exist between two nodes u and v with different ti
due to Criterion 2 (see Subsection 4.4.1) to select only intentional co-driving. We refer to
the number of links between u and v as wu,v, with wu,v ≥ 2 as a result of the two criteria
discussed above. When no links exist between u and v, the weight wu,v equals 0.

4.4.4 Network statistics

In Table 4.1, we summarize nine statistical properties calculated from our obtained
network. All these statistics are explained in Section 1.2. The degree distribution of each
node is shown in Figure 4.5a. We show the node strength distribution in Figure 4.5b. The
vertical axis denotes the frequency of the (a) number of neighbors (degree) and (b) node
strength of all nodes in the truck co-driving network. The node strength of a node is equal
to the sum of the weights of the nodes connected to that node.

Our network is remarkably similar to other (social) networks. We find the following
common properties [10, 12, 197] (see Section 1.2).

• A Giant Component is present that spans most nodes and edges (cf. item 4 in Subsec-
tion 1.2.4).

• Sparseness of edges, with only 0.2‰ of possible pairs of nodes being connected (cf.
item 5 in Subsection 1.2.4).

• Power-law behavior in both the degree and weight distribution as seen in Figures 4.5a
and 4.5b (cf. item 7 in Subsection 1.2.4).

• A relatively low average path length (cf. item 6 in Subsection 1.2.4).

Because our network is remarkably similar to other networks, we may conclude that the
network construction is successful. In Sections 4.5 and 4.6, we will search for complex
relationships between truck drivers that can be understood by investigating the obtained
truck co-driving network.

Table 4.1: Nine statistical properties of the co-driving cargo truck network.

Property Value

Number of nodes 25, 553

Number of links 73, 059

Number of connected node pairs 27, 986

Fraction nodes in Giant Component 62%

Fraction links in Giant Component 79%

Density 2.2× 10−4

Power law exponent γ 3.3

Average shortest path length 7.8

Diameter 24
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Figure 4.5: (a) Degree and (b) strength distribution of co-driving cargo truck network. (Note the
logarithmic axes.)

4.5 Chapter research methodology

This section presents the methodology used in this chapter for the analysis of the dynam-
ics of the co-driving network. We start with a description of the proposed link prediction
approach in Subsection 4.5.1. The features are provided in Subsection 4.5.3. In Subsec-
tion 4.5.4 we discuss the setup of the classifier. Finally, we provide the measures taken to
reduce the observed class imbalance in Subsection 4.5.4.

4.5.1 Link prediction

We start by describing link prediction (see also Definition 10). We tailor similar notations
used in the Chapters 2 and 3 to the problem at hand.

The link prediction problem is as follows. Given a network observed at a time interval
[ta, tb] (with ta < tb), the link prediction classifier needs to predict newly formed links
in the network at an evolved time interval [tb, tc] (with tb < tc). In doing so, the
classifier can use present information to predict future links. The input of this classifier
is a feature matrix X, which is based on a network G[ta,tb] = (V[ta,tb], E[ta,tb]) with
E[ta,tb] = {(u, v, ti) ∈ E : ta ≤ ti ≤ tb} and V[ta,tb] the nodes taking part in these edges.
The feature vector is calculated for each candidate node pair that is not linked (yet) in
G[ta,tb]: X[ta,tb] =

(
V[ta,tb] × V[ta,tb]

)
\E[ta,tb]. To ensure that all features are well-defined,

we consider only pairs of nodes where both nodes are in the GC of G[ta,tb]. The target of
the classifier, y, denotes for a node pair whether a link is present in the evolved network:

yu,v =

0 if (u, v, ti) /∈ E

1 if (u, v, ti) ∈ E
for some tb < ti < tc
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We note that only the link formation is to be predicted; we do not aim to predict
the weight of the link. Accordingly, the prediction can be seen as a supervised binary
classification.

4.5.2 Features

Below, we explain the composition of the feature vector used for each candidate truck
pair (a, b). In Table 4.2, we present all 52 features used by the link prediction classifier. The
various truck properties will be explained in Subsection 4.5.2A and the spatiotemporal
information in Subsection 4.5.2B. All features used can be categorized into four types.
We describe each of them in more detail below.
• Neighborhood features. These consider relevant operations related to the ego-network

(see Section 1.2) properties of the nodes of the candidate pair. The neighborhood of a
node is defined by N(a) = {v ∈ V : (a, v, ti) ∈ E for some ti}. The strength of a node
is the summed weight of every link connected to a node, sa =

∑
u∈V wa,u.

• Node features. These are constructed from information available about the trucks, see
Subsection 4.5.2A.

• Path features. These relate to the macro-scale properties of the network (Subsec-
tion 1.2.4). We consider only the shortest path length in this chapter.

• Spatiotemporal features. These relate to the spatial and temporal behavior of the
trucks, see Subsection 4.5.2B.

4.5.2A Node features

The ANPR system determines the license plate and country (countryu) of each truck u

passing by the system. We use Du to denote all registrations xi available of truck u (as
explained in Subsection 4.4.1). The registration systems are also equipped with sensors
to measure the length (lengthi), mass (massi), and the number of vehicle axes (axesi) of
each truck. These measurements may slightly differ between registrations. Therefore, we
calculate the averages shown in Table 4.3 for each truck in the network.

The driving hours and weekend driver features are calculated because they are known
to vary between trucks operating in different industrial sectors. The actual driving hour ti
(h) is subtracted by 12 h and the absolute value is taken, such that it is a measure whether
a truck u drives at day (resulting in low values for driving hoursu, or night resulting in
high values for driving hoursu).

4.5.2B Spatiotemporal features

The spatial-temporal features aim to capture the truck pair’s spatial and temporal behavior
under consideration. We do so by counting the number of registrations in different
periods. We consider periods of one week, one month, and one year. These periods are
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Table 4.2: The features (of truck pair a and b) of the link prediction classifier and their importance.
(The importance of each feature is calculated using the Gini importance, see Subsection 4.5.3.)

Index Feature Type
Feature

importance

X1 truck country (a) = truck country (b) node 0.005

X2 truck axes (a) + truck axes (b) node 0.006

X3 |truck axes (a)− truck axes (b)| node 0.008

X4 truck length (a) + truck length (b) node 0.017

X5 |truck length (a)− truck length (b)| node 0.040

X6 truck mass (a) + truck mass (b) node 0.016

X7 |truck mass (a)− truck mass (b)| node 0.030

X8 driving hours (a) + driving hours (b) node 0.016

X9 |driving hours (a)− driving hours (b)| node 0.030

X10 weekend driver (a) + weekend driver (b) node 0.014

X11 |weekend driver (a)− weekend driver (b)| node 0.019

X12–X19 last week ℓ (a+ b) for ℓ = 1, ..., 8
spatio-

temporal
0− 0.027

X20–X27 last monthℓ (a+ b) for ℓ = 1, ..., 8
spatio-

temporal
0− 0.057

X28–X45 last year ℓ (a+ b) for ℓ = 1, ..., 8
spatio-

temporal
0.010− 0.060

X46 |N (a)|+ |N (b)| neighborhood 0.117

X47

∣∣∣ |N (a)| − |N (b)|
∣∣∣ neighborhood 0.013

X48 |N (a) ∪N (b)| neighborhood 0.093

X49 |N (a) ∩N (b)| neighborhood 0.021

X50 sa + sb neighborhood 0.056

X51 |sa − sb| neighborhood 0.017

X52 shortest path length in G path 0.111

Table 4.3: Overview of available truck information.

Property Description Type

truck countryu country of registration string
truck axesu Median

xi∈Du

axesi number of axes Z

truck lengthu Median
xi∈Du

lengthi length R

truck massu Median
xi∈Du

massi mass R

driving hoursu Mean
xi∈Du

|ti(h) − 12h| usual driving hours [0, 12]

weekend driveru Mean
xi∈Du

0 if ti = weekday

1 if ti = weekend

fraction driving
in weekend

[0, 1]
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chosen to cover a broad window of possible relevant periods. As an example, for feature
last dayℓ (a+ b) registrations are counted for trucks a and b at location ℓ at the last day
before the considered time.

4.5.3 Classifier

A random forest classifier is used to do link prediction. We choose this classifier because
random forests are known to generalize well on unseen data. Our task is to determine
the importance of each feature [42, 76].

We now discuss the setup of the classifier. The random forest classifier we used
contains 128 decision trees. Larger values usually bring no significant performance
gain [140]. Each decision tree is trained on a randomly drawn selection of variables.
The number of randomly drawn features equals the square root of the total number of
variables, a typical value used in classification [162].

Random sampling with replacement from the data increases randomness for each
decision tree. The splitting criteria of the nodes are determined by considering the Gini
impurity reduction as discussed in [76]. The random forest classifier allows obtaining the
feature importance by determining the Gini impurity reduction for splitting nodes with a
certain feature [76]. We recall that the feature importance is essential, as it enables us to
understand the network dynamics by predicting new truck co-driving behavior.

Subsequently, we use the out-of-bag sample of each tree to estimate the performance
of the random forest [76, 162]. We then assess the optimal value for the depth of the
decision trees in the random forest. The classifier’s performance is calculated on the test
set, which is a 10% random sample of the data only used for this purpose.

4.5.4 Class imbalance

It is well-known that real-world network link prediction classifiers come with a large class
imbalance [196], caused by sparseness of edges (see Subsection 4.4.4). The performance
of the random forest classifier may drop if there is a large class imbalance. To overcome
this limitation, we use the following two measures.

1. We adjusted the weights of the positive instances so that the total weight of the positive
and negative samples are equal.

2. We consider only truck pairs where both trucks are involved in co-driving events in
the last two months before time τ . It will reduce the number of considered truck pairs.
The class imbalance is also reduced because many truck pairs registered recently have
a higher probability of co-driving.
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4.6 Experimental setup and results

The setup of the experimental parameters are briefly discussed in Subsection 4.6.1. The
results of the link prediction classifier are discussed in Subsection 4.6.2.

4.6.1 Experimental parameter setup

We set the value of τ such that half of the edges are formed. We experimentally found that
with this value of τ , the class imbalance is reduced while ensuring that at least a thousand
truck pairs are present that will link. The class imbalance is 1 : 61, 000, meaning there
is one positive instance for every 61,000 negative instances. Taking the two measures
noted in Subsection 4.5.4 reduces the class imbalance to 1 : 15, 000, which improves link
prediction performance. Nevertheless, even with this parameter setup, it is still a highly
imbalanced set of instances.

Furthermore, we found an optimal maximum depth of three for the decision trees in
the random forest using out-of-bag sampling (see Subsection 4.5.3).

For reproducibility purposes, we mention that the random forest is used as imple-
mented in Python sci-kit learn 0.21.2 [149].

4.6.2 Results

We report the trade-off between true and false positives to assess the classifier’s accuracy.
The relation between these two values is shown in Figure 4.6 using the well-known
Receiver Operating Characteristic (ROC) curve [140]. The AUC is 0.84, meaning the
classifier can accurately predict whether links will appear. The performance is sufficiently
high, and therefore, we continue with the analysis of the feature importance observed.

In Table 4.2, the feature importance is presented. The features are shown for each of
the four types (neighborhood, node, path, and spatiotemporal features) in Figure 4.7.

We observe that the neighborhood feature (X46) scores highest with a feature impor-
tance of 0.117, closely followed by the single path feature (X52) with an importance of
0.111. The two neighborhood features with the highest scores are X46 and X48, with an
importance of 0.117 and 0.093, respectively. These features provide the sum of the node
pairs’ degrees and the union of their neighborhoods, respectively. Both the spatiotemporal
and node features score lower, with a maximum feature importance of only 0.060 and
0.040, respectively.

Since the features based on network metrics (neighborhood and path) have higher
feature importance, we may conclude from our experiments that the network view (i.e.,
the structure of the data in the network) on the data is helpful.
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Figure 4.7: The Gini feature importance of the
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neighborhood, path, and spatiotemporal fea-
tures, respectively.)

4.7 Chapter conclusions and outlook

In this chapter, we addressed Research question 3: “How do network structure and vehicle
attributes relate to co-driving behavior?” We compared four sets of features in a link
prediction model applied to the co-driving network. By comparing the importance of the
different types of features, we observe different abilities in predicting new links. From our
experiments, we may conclude that features based on network measures, particularly the
neighborhood feature and path feature to a lesser extent, can explicate the dynamics of the
studied co-driving network. This means that the network perspective we have adopted in
analyzing the spatiotemporal dataset of truck co-driving in the Netherlands has seriously
contributed to our comprehension of co-driving behavior. Our second conclusion is that
the link prediction approach is a viable method for analyzing spatiotemporal datasets
that contain social behavior. Our answer to Research question 3 reads: “The network
structure, and especially the ego-network structure of the nodes, relate strongly to co-
driving behavior. The same is the case for spatiotemporal information about the truck
itineraries. Vehicle attributes show a smaller relation to co-driving behavior.”

Chapter outlook

An exciting angle for future work is to use a similar approach to predict which nodes will
turn inactive, i.e., will not form any new links. It will result in a substantially smaller set
of candidate nodes for the link prediction algorithm. Finally, future work could focus on
interpreting and applying the knowledge gained to actually stimulate co-driving behavior,
which may in turn facilitate reductions in the fuel use of trucks.





5
Understanding behavioral patterns in

truck co-driving networks

This chapter consists of two distinct research steps. The first step explores methods for
detecting communities within truck co-driving networks. The second step investigates
methods for understanding the relations of these communities with assortativity (cf.
Definition 8). These steps allow us to better understand the behavioral patterns in truck
co-driving networks. Understanding how to stimulate co-driving in turn may help to
reduce traffic congestion and optimize fuel usage as a result of reduced aerodynamic
drag.

The driving force behind edges in the truck co-driving network is analyzed in terms
of assortativity. Moreover, we aim to understand the community structure of the truck co-
driving network. We propose a novel metric, the average maximal community assortativity
metric, to arrive at an understanding of the network community structure through
assortativity.

The current chapter builds on the insights gained in the previous chapter, where we
focused on assessing the evolution of co-driving networks. In this chapter, we address
Research question 4, which reads as follows.

Research question 4: How can node attribute information be exploited to automatically
create a good partitioning of a co-driving network into communities?

The current chapter corresponds to the following publication:
G. J. de Bruin, C. J. Veenman, H. J. van den Herik, and F. W. Takes.

”
Understanding behavioral patterns

in truck co-driving networks.” In: Proceedings of the 7th International Conference on Complex Networks
and Their Applications. Studies in Computational Intelligence 813. Springer, 2018, pages 223–235.
DOI: 10.1007/978-3-030-05414-4 18

http://dx.doi.org/10.1007/978-3-030-05414-4_18
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5.1 Truck co-driving network

In this chapter, we use network approaches to investigate what attributes lead to a group
of truck drivers showing co-driving behavior. To do so, we use (1) network community
detection [58] as well as (2) various metrics related to assortativity (also known as
mixing patterns, see [126]).

We analyze a unique dataset gathered over one year, detailing the presence of at least
two million trucks in the Netherlands (see Subsection 5.3.1 for a description of the data).
We investigate the spatiotemporal data as a so-called co-driving network, wherein the
nodes represent trucks (cf. Chapter 4). Trucks that are co-driving are observed at the same
location within a very short time window. Those pairs of co-driving trucks that occur
a certain number of times (e.g., more than once) are defined as systematic co-driving
trucks (see Definition 12). In the co-driving network, the edges represent this systematic
co-driving behavior. We will explain the construction of this network in Section 5.3.

The results of this work contribute to topics related to understanding human behavior,
autonomous driving, and environmental sustainability. Using network metrics, we aim
to derive what attributes may influence the decision of truck drivers to drive together
systematically. The findings can be helpful for research on innovative forms of transporta-
tion, such as autonomous driving. We mention two possible benefits: (1) co-driving trucks
can save up to 15% on fuel due to reduced aerodynamic drag [188] and (2) co-driving
trucks reduce traffic congestion. It highlights the potential environmental implications of
understanding co-driving behavior.

The co-driving network turned out to have at least three properties that are often
encountered in real-world networks. First, the network has a significant Giant Component
(GC, see item 4 in Subsection 1.2.4), which contains 37,858 nodes (trucks) and the
majority of the co-driving links of the network. Second, the average shortest path length
(cf. item 6 in Subsection 1.2.4) in the network is around nine edges, which, given a
large number of nodes, is relatively tiny and hints at a small-world-like structure [119].
Third, our co-driving network is scale-free (cf. item 7 in Subsection 1.2.4), i.e., the degree
distribution follows a power law [10]. We also investigate to what extent the network
has a highly modular structure (cf. Subsection 1.2.3), meaning that a clear partitioning
into communities exists.

As we will note in Subsection 5.3.1, we have access to additional node attributes (see
Subsection 1.2.1). It allows us to study assortativity (Definition 8), which (1) enables
insights into what attributes contribute to the network structure and (2) more importantly,
explains co-driving behavior. Subsequently, we will use the node attributes to comprehend
the communities better. With this knowledge, we aim to understand how local groups of
co-driving trucks emerge and contribute to the global network structure. Furthermore,
the proposed approach for understanding community detection results using assortativity
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is broadly applicable in other networks, providing a methodological contribution to the
field.

The remainder of this chapter is organized as follows. After discussing related work
in Section 5.2, Section 5.3 explains how the network was constructed from the raw data.
Section 5.4 is concerned with the proposed approach and techniques to understand the
network structure. Then, Section 5.5 provides details on the results obtained. Conclusions
and suggestions for future work are provided in Section 5.6.

5.2 Related work on understanding behavioral patterns

from networks

We start with an important contribution by Barrat and Cattuto [14], in which face-to-face
contacts were recorded for twenty-second intervals using measurement infrastructure
at several social settings. One of the results was that aggregated network topology and
temporal behavioral properties are strongly related.

Second, Barrat and Cattuto showed that community detection could make a sensible
partitioning of the network that was explainable by node attributes. Our study employs a
similar approach, where the network topology and community structure are explained by
the properties of the individual nodes and their assortative linking patterns.

Third, in a more recent study, Kassarnig et al. [95] handed over a thousand phones to
students who agreed to have their communication and spatiotemporal activities traced.
The work showed that network metrics (such as academic performance of peers, centrality,
and the fraction of low and high-performing peers) are more informative indicators of
university performance than node attributes indicating an individual’s characteristics
such as personality, class attendance, and the Facebook activity level. It underpins the
value of network metrics compared to classical data aggregates.

Fourth, research by da Cunha and Gonçalves [43] on the Brazilian Federal Police
criminal intelligence network used network science techniques to uncover behavioral
patterns amongst criminals. Similar to our data, their network also featured a significant
Giant Component (GC) and a degree distribution that follows a power law. Their observed
low density and high average shortest path length were explained as “no trust among
thieves”. Additionally, Cunha and Gonçalves showed that their GC had a highly modular
structure, which was explained by the necessity of (1) being efficient in running criminal
activities within the group while (2) at the same time also being obscure to the outside
world.

Throughout this chapter, we will employ community detection and node attributes in a
way comparable to those in the works mentioned above, aiming to extract behavioral
insights. To the best of our knowledge, the work of this chapter is the first to investigate
the phenomenon of truck co-driving using network science methods and techniques.
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5.3 Network construction

This section explains the network construction. We start with the characteristics of the
data in Subsection 5.3.1. In Subsection 5.3.2, we describe how we selected systematic
co-driving events. We continue with the co-driving network and its node attributes
in Subsection 5.3.3. Subsection 5.3.4 reports two validation metrics to confirm that
we selected the right value of a parameter. Finally, Subsection 5.3.5 details a regional
co-driving network and its additional node attributes.

5.3.1 Truck observation data

The data is obtained from an ANPR system1. The Dutch Infrastructure and Water Manage-
ment Ministry maintains the system. The data contains over 16,000,000 observations of
trucks passing at a measurement system. These systems are situated at evenly distributed
locations in the Netherlands. For each observation, the following data was available:

• license plate (serving as a unique identifier);
• location ℓ (either one of seventeen highway locations);
• lane h, indicating which of the (at most two) lanes the truck was in;
• speed v (in kmh−1);
• timestamp t at a 10ms resolution; and
• country (using the ISO-2 country code).

We note that a slightly different dataset was used compared to Chapter 4. In this
chapter, we retained observations of all locations and used only data available when
performing the calculations in 2018.

We briefly mention two insights from the truck observation data. First, the frequency
distribution of how often each distinct truck (identified by its license plate) is measured is
given in Figure 5.1a. The horizontal axis denotes the number of measurements per truck
and the vertical axis indicates the corresponding probability. The distribution is highly
skewed to the lower values, meaning that most trucks are only measured a few times.
There appears to be a truncated power law present. Second, the interval distribution
between two successive measurements of the same truck at the same location is shown in
Figure 5.1b. It demonstrates how most trucks that return have a diurnal pattern, visible
from the peaks at multiples of 24 h. Similarly, a weekly pattern is present. This figure
indicates that most individual trucks have regular driving patterns.

5.3.2 Selection of systematic co-driving events

In the co-driving network, nodes are trucks, and edges represent systematically co-driving
trucks Definition 12. We follow the same selection procedure as used in Subsection 4.4.3.

1See https://international.fhwa.dot.gov/pubs/pl07028 for details on this system.

https://international.fhwa.dot.gov/pubs/pl07028
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We employ the following three criteria to determine which truck pairs are systematically
co-driving together.

1. Trucks a and b should be at the same place, i.e., their location is identical, so ℓa = ℓb

(a co-occurrence).
2. Moreover, the co-driving trucks should be so in a time window of at most ∆tmax, so
|ta − tb| ≤ ∆tmax.

3. Finally, systematically co-driving trucks are those co-driving trucks (a, b) ∈ E occurring
at least Θ > 0 times.

Thus, to derive the co-driving network, we must set parameters ∆tmax and Θ.

We derive the right parameter setting for ∆tmax in a data-driven manner below. In
Figure 5.2, network characteristics are shown for increasing values of ∆tmax. Definitions
of these metrics, all common in the field of network science, can be found in [10]. Recall
that a high value for ∆tmax will increase the probability that a pair of co-occurring trucks
is added by chance. Therefore we choose to keep the value relatively low, namely at
∆tmax = 8 s. At this value, the density of the resulting network is lowest, while the GC’s
size compared to the full network (in terms of both nodes and edges) has become stable.
Other network metrics, such as the GC’s diameter and average shortest path length, also
stabilize around this value, as seen in Figure 5.2d.

We expect the probability that two trucks randomly co-drive twice is negligible.
Therefore, we identify non-random and, thus, systematic co-driving by setting Θ = 2.

5.3.3 Co-driving network and node attributes

The co-driving network is an undirected weighted network G = (V,E,w), where V is the
set of all trucks involved in a co-driving activity at least once. For a truck pair (a, b) ∈ E,
the weight wa,b indicates the number of times the two trucks drove together. It should
be greater than or equal to a certain threshold: wa,b ≥ Θ. We furthermore consider four
node attributes: (1) country, directly derived from the license plate; (2) ṽ, the median
truck speed; (3) nℓ, the number of different locations where the truck was observed; and
(4) ℓmax, the location where the truck was most frequently observed.

5.3.4 Two validation metrics

We validate our choice of ∆tmax = 8 s by assessing whether two metrics from the raw truck
measurement data differ when applied on two non-systematically (wa,b < 2) co-driving
truck pairs and two systematically (wa,b ≥ 2) co-driving truck pairs.

The first validation metric is ∆v: the speed difference |va − vb| between two co-
occurring trucks within ∆tmax. We are inclined to assume that trucks that drive system-
atically together for longer distances would have a lower value of ∆v as their speed
needs to be aligned. In Figure 5.3a, we observe that this is indeed the case. Here, the
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Figure 5.1: Summary statistics of the cargo truck data. (Note the logarithmic axes.)
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Figure 5.3: Validation metrics for establishing systematic co-driving.

result is most evident for smaller values for ∆tmax, up to 8 s. It hints that we selected the
systematic co-driving events in a correct way.

The second validation metric is ha = hb, which means whether the considered pair
of trucks are driving in the same lane. For a truck pair (a, b) driving in the same lane it
holds that ha = hb. In the case of systematic co-driving behavior, it is more likely that
two trucks are in the same lane since they do not have to overtake each other to drive
together. Figure 5.3b shows that, indeed, the fraction of trucks driving on a different lane
(ha ̸= hb) is more than two times higher for non-systematic co-driving than for systematic
co-driving trucks. Thus, also this validation metric hints that we correctly selected the
systematic co-driving events.

The two validation checks (see Figure 5.3) convince us that the derived co-driving
network captures actual systematic co-driving behavior.

5.3.5 Regional co-driving network

Although trucks from various countries are observed in our data, we have additional
information on Dutch trucks obtained from the Netherlands Vehicle Authority (RDW)
(Dutch: RijksDienst voor het Wegverkeer). We use the additional information to construct
a major contribution of our research, being a Dutch regional co-driving network which
consists of trucks for which (1) the country was equal to the Netherlands (NL) (59% of the
nodes) and (2) all systematic co-driving links between these trucks, having the following
additional node attributes: (1) city where the truck is registered; (2) empty mass mempty

of the truck; (3) maximum mass mmax of the truck; (4) capacity of the truck; (5) company
that owns the truck; (6) registration date (regdate); and (7–10) zip{1,2,3,4} the zip code
where the vehicle is registered with a higher number marking higher geographic precision.
The regional co-driving network, together with the mentioned additional node attributes,
are used in our research in (1) reducing traffic congestion and (2) optimizing fuel usage.
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5.4 Chapter research methodology

Here we describe the techniques used to understand systematic co-driving behavior
from a network perspective. We will start by outlining how assortativity can explain the
driving forces in edge formation in Subsection 5.4.1, followed by the approach to detect
communities within the co-driving network in Subsection 5.4.2.

5.4.1 Understanding co-driving behavior by assortativity

We will use assortativity to investigate what type of common node attributes explain the
formation of links in the co-driving network. Assortativity is a measure of the preference
of nodes in a network to connect with other nodes that are alike in some way [129],
as explained in Subsection 1.2.1. The assortativity metric ra can be computed for each
network’s nominal and numerical node attribute a using the definitions given in [127]. It
should be noted that degree assortativity is the assortativity computed for the (numerical
node attribute) degree, see Definition 8.

An assortativity value ra closer to 1 indicates that nodes have more links to nodes
with equal node attribute a. A value closer to −1 indicates disassortativity, meaning
that nodes with different values for a node attribute a are more likely to be connected.
An assortativity of 0 for an node attribute means no preferential attachment of edges
between nodes based on the value of a node attribute a.

5.4.2 Understanding co-driving behavior by community structure

To better understand the co-driving network, we investigate the community structure,
which can provide insights into the different groups of truck drivers. We use the well-
known Louvain algorithm [19] to detect communities. It takes as input the structure
of a weighted network and outputs an assignment of each node to a community. It
furthermore has a resolution parameter γ that predicts whether a more fine-grained or
coarse-grained partitioning into communities should be found [105].

The Louvain algorithm uses heuristics to optimize the so-called modularity value Q,
indicating the quality of the partitioning of the network into communities. A modularity
value close to 1 indicates that there are more edges within communities and fewer edges
between communities. When adjusting the resolution parameter mentioned above, the
value of modularity and the number of discovered communities C change. At different
resolutions, γ, similar values of Q can be measured, each with a different number of
communities C. This so-called modularity landscape must be explored to obtain the
partitioning of the network into communities (and corresponding γ) that best explain
the formation of groups in the underlying system [66].

We will propose to use the available node attribute information to explore these
solutions automatically. Subsequently, we determine the assortativity for each node
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attribute and average that per community. After that, we take the partitioning of the node
attribute with the highest assortativity for each community. We take the average over all
communities, obtaining the proposed metric of average maximal community assortativity
R = 1

C

∑
c maxa r

G(c)
a .

In this equation, C is the number of communities, c is one of the communities (defined
as the subset of nodes in this community), a is a node attribute, G(c) is the subgraph
induced on the nodes in the community c and r

G(c)
a is the assortativity a in subgraph G(c).

Based on the value of R for different network partitions into communities as a result of
varying the resolution parameter γ, we select the partition into communities for which
R is highest because that partition allows for the best explanation of the communities
observed.

5.5 Analysis of co-driving behavior

In Subsection 5.5.1, we start by providing statistics of the co-driving network. The results
of applying the two approaches to understanding the formation of links outlined in
Section 5.4 are discussed in Subsection 5.5.2 and Subsection 5.5.3.

5.5.1 Network statistics

Network metrics, of which definitions can be found in Section 1.2, were computed using
NetworkX [72], whereas distance metrics were computed using teexGraph [185]. The
python-louvain package was used for community detection [7].

In Table 5.1, we list (1) basic network statistics for the full network and (2) the
regional co-driving network of measured Dutch trucks. We note that the majority of
activity is captured in the GC. The degree distribution for both networks (all trucks vs
Dutch trucks only) is given in Figure 5.4, showing a power-law distribution, suggesting
that the co-driving network is scale-free. It means that a few truck drivers drive with many
other trucks, whereas the majority only do so with a relatively small number of others
trucks. The weight distribution in Figure 5.4 shows that some co-driving trucks frequently
drive together. The diameter of the GC (which is affected by distant outliers) is relatively
high, with a value of 31 and 28 for the full and regional network, respectively. In contrast,
the average shortest path length is higher than 6, which is common in many real-world
networks. However, with a value of 9, the average shortest path length is still substantially
lower than average shortest path lengths encountered in random networks with similar
sizes [10]. The power-law exponent of the degree distribution is 3.6. Together, the three
metrics (diameter, average shortest path length, and power-law exponent) indicate that
although the network has a very skewed degree distribution, nodes are not as close to
each other as in other real-world networks.



88 5.5. Analysis of co-driving behavior

Table 5.1: Statistics of the full and regional co-driving cargo truck networks (and their GC).

Metric Full network Regional network

Number of nodes 65, 290 35, 706

Number of nodes (GC) 37, 858 22, 511

Number of edges 68, 958 36, 885

Number of edges (GC) 51, 730 30, 851

Density 3.2× 10−5 5.8× 10−5

Density (GC) 7.2× 10−5 1.2× 10−4

Diameter (GC) 31 28

Average shortest path length (GC) 9 9

Clustering coefficient 0.06 0.07

Power law exponent 3.58 3.61
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Figure 5.4: Degree (left) and weight (right) distribution of the (full and regional) co-driving cargo
truck network.
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5.5.2 Assortativity

The values reported in Table 5.2 were obtained by using the metric of assortativity, which
was discussed in Subsection 5.4.1. The results indicate that actively co-driving trucks tend
to be connected to other active co-driving trucks, as evidenced by the positive value for
degree assortativity. The geographical information available about the trucks was found
to be the most effective in explaining systematic co-driving behavior. Specifically, the
zip code node attribute in the regional network showed substantially high assortativity
metrics, and the country attribute in the full network had a value of 0.56. These findings
suggest that truck drivers from the same city or country are more likely to engage in
systematic co-driving.

5.5.3 Average maximal community assortativity

The results of applying community detection to the GC of the entire network are shown
in Figure 5.5. The number of communities and the modularity value are shown for
increasing resolutions. A maximum value of Q = 0.86 is found for resolution γ = 1.
This high value is the second evidence that our co-driving network is highly modular.
We observe how there are several solutions with a similar modularity value but a very
different number of communities.

To better understand these findings, we look at the average maximal community
assortativity R (see Subsection 5.4.2) shown in the bottom right of Figure 5.5. Although
at γ = 1 the highest modularity is found, we see that for γ = 2 (as opposed to lower
values of γ), the best community partitioning is obtained in terms of explainability using
assortativity. For this value of the resolution, we find that 52 of the total 120 communities
are best described using the country attribute. In contrast, the remaining attributes ṽ, nℓ,
and ℓmax explain 30, 29 and 9 communities respectively.
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Table 5.2: Calculated assortativities of the full and regional truck co-driving network.

Node attribute Type Full network Regional network

degree numeric 0.12 0.12

country 17 categories 0.56 −
ṽ numeric 0.55 0.34

nℓ numeric 0.45 0.40

ℓmax 17 categories 0.25 0.21

city 1,319 categories − 0.33

mempty numeric − 0.30

mmax numeric − 0.35

capacity numeric − 0.32

company numeric − 0.29

regdate numeric − 0.13

zip4 1,975 categories − 0.32

zip3 718 categories − 0.33

zip2 90 categories − 0.35

zip1 9 categories − 0.41
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Figure 5.5: Properties of the communities (for various values of the resolution parameter). (Top
left: Number of Communities; Top right: Modularity value Q; Bottom left: Average community size;
Bottom right: Average maximal community assortativity R. Note the various logarithmic axes.)
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5.6 Chapter conclusion

This chapter provides a detailed report on the extraction of truck measurement data
for revealing its real-world properties and characteristics. Technically, we focus on a
Giant Component, scale-free degree distribution, positive degree assortativity, and a
highly modular community structure. The newly developed average maximal community
assortativity metric is used to optimize the node attribute information to obtain a good
partitioning into communities. Thereby we address Research question 4: “How can node
attribute information be exploited to automatically create a good partitioning of a co-
driving network into communities?” Our answer is that in the truck co-driving network
as designed by us (see Section 5.3), we were able to establish that the highly modular
community structure can be explained using different attributes’ assortativity in each
community, dominated by geographical features.

Chapter outlook

Additional investigation into the relationship between the observed network characteris-
tics and the domain is on our list of further research. Timestamps will be incorporated to
investigate the co-driving network’s dynamics, identifying which truck drivers initiate
co-driving behavior and the conditions under which the behavior diffuses to other nodes.

Understanding the community structure of the truck co-driving network can lead to
interventions to educate drivers on best practices. Moreover, truck drivers can save fuel
and reduce traffic congestion by reduced aerodynamic drag when co-driving.





6
Fair automated assessment of

noncompliance in cargo ship networks

International cargo ships must follow a plethora of safety standards and international
treaties [147]. Governmental inspectorates currently assess a ship’s compliance with
the help of a rule-based process using the color (white, gray, or black) of a ship’s flag
as a dominant factor. The flag’s color is determined yearly by considering the fraction
of noncompliant ships of that flag [145]. The usage of the flag’s color can lead to
confirmation bias and unfair inspections. Rather than using static ship characteristics, we
wish to utilize information about the actions of the ship, i.e., its behavior. This brings us
to the following research question.

Research question 5: How can ship behavior be utilized to enable smart inspection of
cargo ships?

We propose an approach for smart inspection (cf. Definition 2), and aim to realize
two crucial contributions. First, we would like to reduce confirmation bias by using
a fair model. Second, we aim to extract relevant mobility patterns from a cargo ship
network (see Definition 13), allowing us to derive meaningful behavioral features for ship
classification. Our approach will improve fairness at the cost of a limited performance
loss. Thereby, it will enhance maritime safety and protection through smarter inspection
targeting. In a general sense, this work demonstrates how network science can use
behavioral data for smart inspection.

The current chapter corresponds to the following publication:
G. J. de Bruin, A. Pereira Barata, C. J. Veenman, H. J. van den Herik, and F. W. Takes.

”
Fair automated

assessment of non-compliance in cargo ship networks.” EPJ Data Science 11, 13 (2022). DOI: 10.1140/
epjds/s13688-022-00326-w

http://dx.doi.org/10.1140/epjds/s13688-022-00326-w
http://dx.doi.org/10.1140/epjds/s13688-022-00326-w
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6.1 Smart cargo ship inspection

Maritime cargo transport is essential to global trade, often being the most cost-effective
way to move goods from one place to another. It results in many ship movements
worldwide; around 80% of world merchandise is carried by sea [190]. However, we
mentioned in Chapter 1 that maritime transport has risks, such as (1) labor exploitation,
(2) culpable ship accidents, and (3) environmental pollution. These risks need to be
mitigated by shipowners. Port State Control (PSC) inspections are conducted when ships
berth in a port to ensure mutual trust between countries that all ships adhere to the same
international laws. There are two possible outcomes of an inspection; either the ship is
found fully compliant, or there are particular noncompliances. These PSC inspections
check for compliance with many regulations, including any deficiency that could lead to
one of the aforementioned maritime risks. If severe enough, such deficiencies can lead to
detention, meaning that the ship is not allowed to depart the port before the deficiencies
are rectified, or to a ban meaning that the ship is not allowed to enter specific ports any
longer. In this research, we aim to predict whether a ship will have a deficiency in port
state control and thus is potentially noncompliant, which we consider equivalent to a
ship posing a high risk.

In recent years, governments have established strict laws to mitigate the negative
consequences of maritime transport. Members of the Paris Memorandum of Understand-
ing (MoU)1 introduced a so-called New Inspection Regime (NIR) [147]. Arguably the
most significant innovation in the renewed memorandum is the introduction of a ship
risk profile. It awards a score to each ship based on a weighted sum of six factors [147].
The six factors used in the risk profile for a given ship are [56] derived from (1) the type
of a ship, (2) the age of a ship, (3) commercially issued safety certificates, (4) owning
company’s performance, (5) historical misconducts, and (6) the flag a ship is flying, or
equivalently, the country of registration. Using the score, each ship is classified as low-risk
or high-risk. Ships classified as low-risk should be inspected every three years, while
ships classified as having a high-risk profile should be inspected every six months. With
the ship risk profile, the NIR allows inspectorates to focus on noncompliant ships. It
also leads to efficient use of the inspection capacity and budget, as every unnecessary
port state control inspection costs the inspectorates on average around $1, 000 [98].
In [210], it was estimated that a noncompliant ship saves, on average, around $400, 000

on maintenance by not complying with regulations, whereas the loss of a ship can incur
costs up to $67, 000, 000. Shipowners with a low-risk profile can benefit by reducing
inspection burden, saving precious turn-around time in the port.

From the six factors used in the current ship risk profile, the flag plays a vital role [36,
166]. The flag is considered black, gray, or white based on the detention ratio of the

1The following countries are part of the Paris MoU: all European Union coastal countries, Canada, Norway,
Russia, and the United Kingdom.
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country over a three-year rolling period [145]. Fleets from countries on the blacklist were
significantly more often detained over a three-year period than fleets from countries on
the whitelist. We mention three drawbacks in considering the flag for the ship risk profile.
1. There are ethical concerns. The use of the flag can be considered disparate treat-

ment [57] because ships are intentionally treated differently based on membership of
a privileged class, being the white flag.

2. There are opportunities for ships to change flags, opening up the possibility for
noncompliant ships to “hide” under a white flag [37]. Although changing flags does not
necessarily improve compliance, the NIR would grant such a ship a lower risk profile.
In an ideal situation, merely changing an administrative property of a ship should keep
the assessment of the risk associated with that ship the same.

3. Inspectors can use their discretion (possibly leading to subjectivity) to decide how
thorough an inspection is.

Hence, ships flying a black flag could be subjected to stricter inspections, resulting in
a higher probability of finding a noncompliant issue [20, 67]. This potential greater
focus on ships flying a black flag may mean that these ships are inspected more often
and stricter, contributing to a confirmation bias in historical inspection data [37]. The
potential danger of inspectors’ bias has been recognized, and great efforts are made to
harmonize the training of inspectors, thereby making the overall inspectorate system
consistent [56]. Nevertheless, complete global harmonization has yet to be achieved [67].

An option is to start ignoring a ship’s flag altogether to reduce the confirmation
bias mentioned earlier, thus providing what in the literature [75] is known as equal
opportunity. However, correlations exist between the other characteristics of a ship and its
target; thus, the classifier will indirectly learn to use the ship’s flag, resulting in inequality
of outcomes. Considering all drawbacks of using the flag in risk prediction, we argue that
it might be better to get equal outcomes and therefore investigate how we can decorrelate
the flag with respect to the outcome of the automated prediction of noncompliance. We do
so by employing a so-called fair model [96] (see Definition 5), that can classify whether
a ship is noncompliant but prevents (to a specified extent) correlation between its output
and the ship’s flag. Such a fair model reduces the confirmation bias and improves the
overall fairness of the risk assessment.

Our contribution

Rather than using potentially unfair and biased static ship characteristics, we prefer to
consider the ships’ actual behavior for noncompliance prediction, explicitly moving away
from the six factors used in the ship risk profile. Ship behavior has been used to find
anomalous ships [141], which may indicate noncompliance.

An example of ship behavior potentially characteristic of noncompliance is a ship
sailing primarily on routes with much competition. Such routes may lead to reduced
profit margins and a greater push for owners to cut shipping costs at the expense of safety.
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While we have yet to determine the fares on specific routes, our proposed classifier will
still consider relations between noncompliance and the sailed routes.

In the current study, we derive a cargo ship network from data containing notifications
of ships calling a port. In the cargo ship network, nodes are ports, and edges are ships
that travel between ports. By considering each port’s structural function in the network,
we extract mobility patterns for each ship. These mobility patterns are provided to the
fair machine learning model, enabling automated assessment of the risk of ships based
on their behavior. Altogether, we have devised an accurate, automated, interpretable and
fair assessment of ship noncompliance based on ship behavior, providing an answer to
Research question 5. The data used in our approach is available to all members of the
European Maritime Safety Agency, allowing each of them to apply our approach.

The structure of this chapter is as follows. In Section 6.2, we provide related work on
the ship risk profile and ship risk classification. Then, we explain the cargo shipping data
used in this work in Section 6.3. Subsequently, we describe the research methodology in
Section 6.4 We present the results of our proposed classifier in Section 6.5. A discussion
of these results is provided in Section 6.6. Finally, conclusions are provided in Section 6.7.

6.2 Related work on ship risk profile

It is widely recognized that introducing the NIR, and thereby the ship risk profile has
been beneficial to reducing the number of noncompliant ships [67, 166, 201, 202].
Nevertheless, some weaknesses have been identified [47, 48, 77, 176, 204–206]. We
mention two of them, together with possible solutions that were provided. We then
continue with discussing related work on the cargo ship network.

The first weakness in the existing ship risk profile, which assesses risks based on a
weighted sum of six characteristic ship factors, is that the weights are manually deter-
mined [61]. In doing so, the model ignores any interactions between the factors. Here we
remark that more complex models may consider more correlations, thereby improving
performance [61, 207]. To this end, machine learning classifiers have been introduced
that can automatically learn the weights and capture correlations between the factors.
We provide two examples.

• A pipeline with a support vector machine and k-nearest neighbors have been used
to find high-risk ships [61]. The support vector machine takes more complex (and
non-linear) interactions into account and generalizes well, while k-nearest neighbors
make the overall approach noise tolerant.

• A balanced random forest classifier has been used to predict ship detentions because
only a tiny fraction of ships are detained [206].

The second weakness of the ship risk profile is that relatively static factors are used in
risk assessment, meaning that the factors rarely change for a given ship. Indeed, many
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datasets have been exploited that better reflect the current condition of a ship and hence
will likely improve prediction. We mention four different datasets that have been used.

• Web scraping have been used to gather information from inspection reports [205].
• Company inspections have been used to enhance the ship risk profile [99].
• More historical information, such as times of changing flags and casualties in the last

five years, have been proposed to add in the ship risk model [206].
• Information between different regimes should be more coherent, such that deficiencies

and detentions in other regions can be used as well [99, 207].

The impact of the literature on our work is as follows. We read in the literature that
it was strongly recommended to use additional data to come to a better prediction. We
used port call data modeled as a cargo ship network. We mention the following four
works on the cargo ship network, that have inspired us.

First, in 2010, the initial unveiling of a cargo ship network on a global scale was
documented by Kaluza et al. [94]. According to their findings, the network had a smaller
diameter (measuring 8) than expected for a randomly constructed network of equivalent
size. Additionally, they discovered that the average distance separating any two ports
across the globe was just 2.5.

Second, other researchers have found a diameter of only 7 and an average distance of
3.3 [113].

Third, the robustness of the cargo ship network has been studied by analyzing the
transponder [151]. Different ship types were studied (oil tanker, container, dry bulk),
and properties of these ship types have been reported for each sub-network derived from
those ships. No measure of the distances in the network was reported, but a density (of
∼0.02) similar to the first published cargo ship network was found.

Fourth, Van Veen (2020) analyzed the cargo ship network as derived from data of
port calls [192]. Although the data was extracted only from journeys either departing or
arriving at one of the Paris Memorandum of Understanding members, a diameter of 7
was found and an average distance of 2.49, similar to the reported values of other works.

In Section 6.3, we compare the properties of these networks to those of our cargo ship
network. Ultimately, we predict noncompliance using a classifier with mobility patterns
extracted from the cargo ship network (see Section 6.5). Our contribution is thus an
approach that addresses the two weaknesses observed in the ship risk profile currently
used by inspectorates: (1) manually adjusted weights and (2) relatively static factors.

6.3 Cargo shipping data

The chapter aims to classify ships’ noncompliance using mobility data. The data used
originates from two sources: (1) port calls (Subsection 6.3.1) and (2) inspections (Subsec-
tion 6.3.2). After collection, the port calls and inspections are merged (Subsection 6.3.3).
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6.3.1 Port calls

The first data source, the port calls, contains notifications of cargo ships calling a port.
The data contains only calls to a port participating in the Paris MoU and is accompanied
by the following six pieces of information: (1) the International Maritime Organization
(IMO) number — a unique identifier used in the maritime sector; (2) the port it calls
to; (3) the date of arrival; (4) the duration that the ship is berthed; (5) the flag of the
ship when it called; and (6) the ship risk profile (low, medium, high risk) computed
when berthing. From this port call data, we reconstruct journeys that took place. A ship’s
journey goes from a departure port to an arrival port and has an associated travel time.

6.3.2 Inspections

The second data source, the inspections, provides information about ships with a de-
ficiency. Also, we know whether such a deficiency has led to detention. Ships without
deficiencies are assumed to be compliant because every ship should be inspected at
least every three years at one of the ports participating in the Paris Memorandum of
Understanding [56]. The inspection results are used as ground truth for our classifier.
In Figure 6.1, we show the fraction of noncompliant ships that visit all countries. We
observe that this fraction is very different across countries in Europe.

6.3.3 Merging port calls and inspections

Ships in these two datasets are linked using the IMO number. We select years occurring in
data from both sources (2014–2018), resulting in over 3,000,000 calls from 28,416 cargo
ships to a port in one of the thirty countries. Most of them, 97.3% (27,647 ships), did not
change their flag during the years under consideration. Of these ships, the total number
of ships with a white, gray, or black flag is 26,300, 672, and 675, respectively. Because
only a tiny proportion of ships are flying a black or gray flag, we take them together
and refer to the group as non-white flags. As mentioned before, ships can easily and
quickly change their flag to either a so-called “Flag Of Convenience” (FOC) or a more
trustworthy one with a better reputation [131]. In the data, 2.7% (1,347) of all ships
changed their flag in 2014–2018. The distribution of flags over all countries is shown
in Figure 6.2. We observe that most ships are registered in countries often identified as
FOC, such as Panama and Liberia. Although difficult to observe, most ships are registered
to Panama (2,904), Marshall islands (2,153), and Liberia (2,119), which are all known
as typical FOC countries. In Figure 6.3, the fraction of noncompliant ships for each flag
is shown. We observe that some black or gray flags are associated to a large fraction of
noncompliant ships. The other way around, some of the white flag states have many
noncompliant ships as well, such as the United States of America. Figures used in this
section, can be downloaded at higher quality from our online repository [27].
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Figure 6.1: Fraction of ships being noncompliant per country. (Countries indicated in gray were
not visited by a ship in the data.)
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Figure 6.2: Number of ships registered to each country. (If multiple registrations for a single ship
were observed, we use the most recent registration.)
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Figure 6.3: Fraction of ships for each flag state being noncompliant. (States without any ship
registered to it, are indicated in gray.)

6.4 Chapter research methodology

We aim to create a machine learning classifier that performs a fair assessment of the risk
for each ship. To this end, two feature types are input to the classifier; network features
and temporal features.

In Subsection 6.4.1, we start by explaining the construction of the cargo ship network.
We explain our approach to feature engineering, dealing with both the network and
temporal features, in Subsection 6.4.2. Then, we discuss the classifier in machine learning
in Subsection 6.4.3. We elucidate the fair model and explain the performance measures
in Subsection 6.4.4. Finally, the fairness measures are explained in Subsection 6.4.5.

6.4.1 Cargo ship network

To obtain the structural importance of each port, we construct a cargo ship network. It
is later used to characterize the behavior of ships. The edges of the directed weighted
network are obtained by considering the journeys of all ships, linking a port to another
port if at least one ship made a journey visiting those two ports immediately after each
other. Edges are weighted according to how many journeys exist between the two ports.
Hence, each node of the network is a port.

Below, we explain the structural properties of the cargo ship network in terms of their
density, diameter, average distance, and clustering coefficient (for a definition of these
elementary network measures, see Section 1.2). They help us understand whether our
cargo ship network is, in fact, similar to earlier constructed networks of the same type.
For each port, we obtain the following twelve structural importance measures:
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• (1) in-degree; (2) out-degree; (3) degree;
• (4) in-strength; (5) out-strength; (6) strength;
• (7) closeness centrality and (8) weighted closeness centrality [60];
• (9) betweenness centrality and (10) weighted betweenness centrality [24, 59];
• (11) eigenvector centrality and (12) weighted eigenvector centrality [23].

These measures are used in Subsection 6.4.2 to engineer features that are provided
to the machine learning classifier. We will now explain each of them.
• Degree of a node capture the number of routes (i.e., the number of edges connected

to the node).
• Strength of a node capture the number of journeys connected to a port (i.e., the total

weight of the edges connected to the node).
• Closeness centrality is equal to the reciprocal of the average shortest path distance

from a node to all other nodes [60]. A more central node is closer to all other nodes
and hence has a higher closeness centrality.

• Betweenness centrality is equal to the number of shortest paths between every pair
of nodes that pass through to the node under consideration [59]. A node with high
betweenness centrality is associated with playing an essential role in the network;
disruption of this node will affect many shortest paths.

• Eigenvector centrality is determined using the eigendecomposition of the adjacency
matrix [23]. High eigenvector values mean that the node is connected to many nodes
with a high eigenvector centrality value.

With the latter three centrality measures, the aim is to capture a diverse set of measures
for the structural role of a port in the cargo ship network.

The train set (used to learn the classifier) and the test set (used to estimate the
classifier’s performance) should be independent. To prevent the data used to construct
the network is also used in testing, we work with separate hold-out data to construct
the network. Hence, we assign every ship i ∈ I to one of the two disjoint sets (here,
I denotes the set containing all ships). A 10% sample of all ships I is then used for
network construction (Inetwork), where the remaining ships (Iclassification) are used in the
classification part (later divided into train and test set by the cross-validation procedure,
see Subsection 6.5.1).

6.4.2 Feature engineering

In Iclassification, there are two different types of features that describe how ships behave:
network features (see Subsection 6.4.2A) and temporal features (see Subsection 6.4.2B).

6.4.2A Network features

The network features aim to capture what type of ports a given ship visits. We obtain the
network features in four steps.
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Step 1. Determination of structural importance of each port. We characterize each
ship’s journey by the structural importance of the cargo ship network of both the
departure and arrival ports. Only if the port is observed in the cargo ship network,
the 12 structural importance measures (see Subsection 6.4.1) are determined. For
each measure, we combine the value obtained from the departure port and the value
obtained from the arrival port using the four arithmetic operations separately (sum,
multiplication, absolute difference, and division). After this step, we have 12 · 4 = 48

values characterizing each journey.
Step 2. Binning. To capture the distribution of the values obtained for each journey, we

make a histogram of all measures by splitting each of the 48 values obtained in the
previous step into 10 equal-width bins. The edges of all these bins are learned from
the journeys of Inetwork to prevent information from leaking. After this step, we have
48 · 10 = 480 values for each journey.

Step 3. Aggregation. The model is ultimately provided with information about the
individual ships’ instances. Hence, we need to aggregate the information of each
journey to a fixed set of values per ship. The 480 values, obtained from Step 2, can then
be aggregated for each ship by summation of all journeys. After that, we normalize
these values by dividing them by the total number of journeys. We use the total number
of journeys as a separate feature and add it to the list. Normalization allows us to
compare the distributions regardless of the number of journeys of a ship. In this way,
we obtain 480 + 1 = 481 features.

Step 4. Encode the missingness. In Step 1, we explained that the structural importance
measures are only defined if the port was observed in the cargo ship network. The
information that a port is missing in the network is informative for the classifier. Hence,
we will encode this missingness, a common approach discussed in more detail in
[138, 156]. We do so with two different features. The first feature equals the number
of journeys where only one port was unobserved. The second feature equals the
number of journeys where both ports were unobserved. In the end, we thus have
481 + 2 = 483 network features.

6.4.2B Temporal features

The temporal features are computed from the duration of a ship’s journeys and port berths.
Anomalous short or long ship berths or journeys may be indicative of noncompliance. For
example, short berths may lead to rushing through safety procedures, while significantly
longer berths may indicate problems with the port authorities. We first make a histogram
of each ship’s observed journey and port berth duration values to preserve the estimated
distribution of the berth durations and travel timing during aggregation. The histogram
is made by splitting each ship’s berth and journey durations into 10 equal-width bins. The
boundaries of the bins are learned from (1) the port calls and (2) the journeys occurring
in Inetwork to prevent information from leaking. In this way, 2 · 10 = 20 temporal features
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are obtained. We sum all the values obtained for each ship of (1) the histogram of the
berth duration and (2) the histogram of the journey duration and divide them by the
total number of berths and journeys, respectively.

We have 483 network features and 20 temporal features, resulting in a total of
503 features describing each ship, represented by a vector xi for some ship i.

6.4.3 Fair random forest classifier

We employ a machine learning model to perform the automated assessment of noncom-
pliance. The goal of the model is to learn for each ship i ∈ Iclassification from the feature
vector xi ∈ X and target scalar yi ∈ Y a function f : X 7→ Z where zi ∈ Z is a score
between 0 and 1. The positive instances, i.e., yi = 1, indicate a noncompliant ship, and
the negative instances a compliant ship. We may recall from Section 1.1 that in search of
a particular type of fairness, we aim to reduce the classifier’s dependency on sensitive
features si ∈ S, where si = 0 marks a ship with a white flag (non-sensitive) and si = 1

otherwise.
We employ a fair random forest classifier [157], which is a modified random forest

classifier. In brief, a random forest classifier works as follows. A bootstrapped training data
sample is taken for every tree in the forest. Then, a decision tree is grown by recursively
doing three steps:
1. Select a sample from all features available.
2. Optimize a criterion (commonly the information gain) calculated on each sampled

feature.
3. Split the node into two child nodes based on the optimization outcome.
For more details of the working of a random forest classifier, we refer the reader to [76].

Like other tree learning classifiers, random forest classifiers have some beneficial prop-
erties. We mention two of them. The first property is that their robust performance has
been confirmed in different domains, meaning that a minimum of tuning is needed [76].
The second property is that the criterion considered does not have to be differentiable, in
contrast to many other classifiers, allowing to introduce the SCAFF criterion (see later
on). Both properties together allow us to use a specifically designed criterion, called
Splitting Criterion Area under the curve for Fairness (SCAFF) [157]. The criterion ensures
that different labels are separated and the sensitive class remains mixed. We first give the
definition and then explain the formulas.

SCAFF(Z, Y, S,Θ) = (1−Θ) · AUCY(Z, Y )−Θ · AUCS(Z, S),

with AUCY a value in the closed interval [0, 1]:

AUCY(Z, Y ) =

∑y+

i=1

∑y−
j=1 σ (Zi, Zj)

y+ · y−
with σ(Zi, Zj) =


1, if Zi > Zj

1
2 , if Zi = Zj

0, otherwise

,
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where y+ and y− mark the number of positive and negative instances. An AUCY value
of 0.5 suggests random classification while AUCY = 1 indicates a perfect classifier. The
AUCS considers the sensitive feature as the positive class. It is defined as follows:

AUCS(Z, S) = max

(
1−

∑s+
i=1

∑s−
j=1 σ (Zi, Zj)

s+ · s−
,

∑s+
i=1

∑s−
j=1 σ (Zi, Zj)

s+ · s−

)
,

with σ (Zi, Zj) defined exactly the same as for AUCY. The measure is closely related to
strong demographic parity [93]. For AUCS = 0.5, corresponding to a strong demographic
parity of 0, the split in the node is made regardless of the values of the sensitive features,
meaning equality of outcome. A value of AUCS = 1, corresponding to a strong demo-
graphic parity of 1, is the worst score possible since, in that case, the classifier can predict
the sensitive feature perfectly. The orthogonality parameter, Θ ∈ [0, 1], allows to balance
the performance-fairness trade-off [96].

At a value of Θ = 0, the fair random forest classifier optimizes solely for performance
and does not consider any fairness. Hence, it corresponds, in that case, to the ordinary
random forest classifier. At a value of Θ = 1, the classifier optimizes fairness and neglects
any performance. We refer the reader for more details on the fair random forest classifier
to [157].

6.4.4 Performance measures

The classifier’s performance can be determined by threshold-dependent and threshold-
free metrics. Scores equal to or above the threshold t ∈ [0, 1] are classified as positive
(ŷi = 1), and values under the threshold are predicted as negative (ŷi = 0). Threshold-
free metrics have the advantage that they do not require this explicit cut-off and instead
consider the ranking imposed by the scores of the classifier. The three threshold-dependent
performance metrics are (1) precision, (2) recall, and (3) the harmonic mean of those
two, the F1 score. The threshold-free performance metric used in this work is the AUCY

(see the previous section).

6.4.5 Fairness measures

Similar to the performance measures, fairness with respect to the sensitive group can
also be quantified by two metrics: threshold-dependent and threshold-free metrics.

First, we report on the threshold-dependent metrics by (1) the precision and (2) the
recall for the following two groups: (a) ships with a white flag and (b) ships with a
non-white flag. A significant difference between these two groups indicates an unfair
outcome of the model, which we aim to avoid.

Moreover, we report also on the threshold-dependent metrics by (3) demographic
parity and (4) equalized odds [75]. These latter two measures consider the difference
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in performance measures between the two groups, i.e., ships with a white flag and a
non-white flag.

The demographic parity measure, denoted as ϵparity, sets an accepted maximum on
the absolute difference between the positive prediction rates of the two groups. It
is mathematically represented as

∣∣∣P (Ŷ = 1|S = 1
)
− P

(
Ŷ = 1|S = 0

)∣∣∣ ≤ ϵparity. Lower
values of ϵparity signify more similar outcomes to the sensitive and non-sensitive groups,
indicating fairer predictions.

The equalized odds metric, denoted as ϵodds, imposes a maximum accepted difference
on the equality of opportunity in a supervised learning setting. It is expressed as∣∣P (Ŷ = 1|S = 1, Y = 0

)
− P (Ŷ = 1|S = 0, Y = 0)

∣∣ ≤ ϵodds,∣∣P (Ŷ = 1|S = 1, Y = 1
)
− P (Ŷ = 1|S = 0, Y = 1)

∣∣ ≤ ϵodds.

Reduced values for ϵodds suggest greater equality of opportunity for the sensitive and
non-sensitive groups, thus more fair predictions.

Finally, we have also reported on the threshold-free fairness measures (denoted by
AUCS), for which we refer to Subsection 6.4.3.

6.5 Results

The section starts with our experimental setup in Subsection 6.5.1. Then, we continue
analyzing the cargo ship network in Subsection 6.5.2. In Subsection 6.5.3, we evaluate
the baseline ship risk profile performance. Subsequently, we report on the performance
of the non-fair random forest classifier in Subsection 6.5.4 and the fair random forest
classifier (announced in Subsection 6.4.3 as our preferred choice) in Subsection 6.5.5.
In Subsection 6.5.6, we report on the effects of the orthogonality parameter. Finally, in
Subsection 6.5.7, we describe the effects of the threshold quantile in combination with
the orthogonality parameter.

6.5.1 Experimental setup

In our experimental setup, we use five-fold nested cross-validation with stratified sam-
pling [39]. The inner folds select the best parameter set for that specific outer fold. The
considered parameters are all combinations of the selected values for the depth of each
tree ({1, 2, . . . , 10}) and the number of bins (10 or 2) used in discretization for continuous
variables. Hence, there are 10 ·2 = 20 candidate sets of parameters in each outer fold. The
mean and standard deviation of the classifier’s performance is evaluated on the five outer
folds using the selected parameter set. We report the outcome of this cross-validation for
11 different values of the orthogonality parameter, Θ ∈ {0, 0.1, 0.2, . . . , 1}.

The code used in this research is publicly available [27]. It uses several open-source
Python packages. Specifically, scikit-learn [149], SciPy [193], and Pandas [117] are used
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for feature engineering and for measuring the performance of the baseline ship risk
profile and the proposed classifier. The fair random forest is open source as well [152],
making extensive use of the CVXpy package for optimizing SCAFF [2]. For analyzing the
cargo ship network, we used the NetworkX package [72]. The C++ library teexGraph was
used to determine the diameter of the network [185]. The packages used for visualization
and all other dependencies and supportive software versions can be found at [27].

6.5.2 Cargo ship network

A quite “overwhelming” visualization of the cargo ship network obtained is shown in
Figure 6.4. Still, we only show ports in Europe because we are interested in predicting
the risk for ships that arrive in Europe. From the figure, we can learn the following four
properties.
1. A GC connects virtually all ports.
2. Only a few ports have high strength, as indicated by the yellow color, of which

(1) Puttgarden (Germany), (2) Rotterdam (Netherlands), and (3) Algeciras (Spain)
have the highest strength.

3. Two different types of ports can be distinguished: (1) ports that are well-connected
(e.g., ports in Germany, Netherlands, and Belgium), and (2) ports that are more in the
network’s periphery (e.g., Iceland and the Azores).

4. Some ports are connected by thick lines, indicating an edge with a high weight.
The nodes connected by these edges are likely to have a high weighted betweenness
centrality because the failure of such nodes would cause other shortest paths to run
through edges with less weight.

In Table 6.1, we provide numeric information on sizes, relations, and distances. In the
first column, we show our work’s nine common properties of cargo ship networks. In the
second column through the sixth column, we provide values for the properties of our
network and four similar cargo networks observed in literature [94, 113, 151, 192]. We
compare these properties to understand whether our 10% sample used to compute port
features is representative. From Table 6.1, we see that although very different numbers of
nodes and edges are reported in these works, the measures such as density, diameter, and
clustering coefficient are similar. Hence, we may conclude that the constructed cargo ship
network can extract mobility patterns for our ship compliance classifier in a sensible way.

6.5.3 Performance of the baseline ship risk profile

The confusion matrices for the baseline ship risk profile are shown separately for the white
and non-white flags in Figure 6.5. Together with Table 6.2, where we show the calculated
performance and fairness measures, they provide information on the performance of the
baseline ship risk profile. We remark that low or medium risk ships are predicted as
compliant.
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Figure 6.4: The considered cargo ship network. (Nodes are colored by their strength. Thicker edges
mark busy routes. The figure is generated using OpenStreetMap data.)

Table 6.1: Summary statistics of considered cargo ship networks.

Property This work [192] [151] [113] [94]

Directed Yes Yes No No No
Number of nodes 1, 459 728 1, 488 439 951

Number of nodes in GC 1, 445 726 − − 935

Number of routes 28, 653 18, 142 17, 135 2, 331 36, 328

Number of routes in GC 28, 638 18, 140 − − −
Density in GC 0.027 0.03 0.015 0.019 0.08

Diameter in GC 6 7 − 7 8

Average distance in GC 2.63 2.49 2.99 3.290 2.5

Clustering coefficient in GC 0.48 0.58 0.55 0.396 0.49
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Figure 6.5: Confusion matrices (shown for both the white and non-white flagged ships). (Baseline
model is the ship risk profile currently in use. C and NC mark Compliant and NonCompliant ships,
respectively. The percentages [and color coding] are stratified based on the ground truth.)

Table 6.2: Performance (precision, recall, and F1, and AUCY) and fairness (demographic parity and
equalized odds, and AUCS) measures for the different models.

Measure Baseline Random forest Fair random forest

precision (non-white) 97.1% 89.8% 89.0%

precision (white) 95.2% 87.7% 86.1%

recall (non-white) 42.3% 75.5% 82.5%

recall (white) 5.2% 88.6% 86.6%

F1 (non-white) 58.9% 82.0% 85.6%

F1 (white) 9.9% 88.2% 86.4%

ϵparity 0.317 0.099 0.023

ϵodds 0.371 0.132 0.040

AUCY 0.543± 0.006 0.814± 0.004 0.776± 0.008

AUCS 0.672± 0.010 0.627± 0.014 0.538± 0.011
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Below, we make four observations from Figure 6.5 and Table 6.2.

First, we note that virtually no ship flying a non-white flag gets a low-risk profile (see
left upper corner), indicating that the baseline model uses the flag to a large extent.

Second, most ships (90%) are classified as medium risk (see baseline predicted
medium). Only a small fraction, (261 + 4774)/(261 + 770 + 4774 + 17158) = 22%, is
compliant.

Third, a smaller fraction, (17 + 49)/(17 + 49 + 564 + 978) = 4%, is compliant from
the ships with a high-risk profile. It results in high precision for the baseline model.
However, the recall is relatively low as many ships with a medium risk profile are also
noncompliant.

Fourth, unexpectedly, ships with a white flag with a low or medium risk profile are
more noncompliant than ships with a non-white flag. It also results in a low value of the
AUCY value of only 0.543± 0.006 (see Table 6.2). Hence, we may conclude that using the
data from 2014–2018, we cannot predict compliance with the baseline ship risk profile.
It follows that the model is quite unfair. In particular, we observe a significant difference
in the F1 metric for the white and non-white group, resulting in high values for ϵparity and
ϵodds (see Table 6.2). There is a strong correlation between the sensitive feature, i.e., the
ship flag, and the scores of the model with AUCS = 0.672± 0.010 (see Table 6.2).

6.5.4 Performance of the random forest classifier

The confusion matrices of the random forest classifier are also shown in Figure 6.5. In
Table 6.2 we report the performance and fairness metrics (column 3). Below, we make
five observations. First, we observe that more ships are predicted correctly compared
to the baseline model. Second, the recall is higher, meaning many actual positives are
predicted. The table also shows decreased precision, indicating that many compliant ships
are predicted as noncompliant. Third, the harmonic mean of the recall and precision,
the F1 measure, is higher than in the baseline model, indicating that the random forest
classifier outperforms the baseline model. Fourth, the AUCY measure, shows a high value
of 0.814±0.004, supporting also that the random forest classifier outperforms the baseline
model. It implies that we accurately can assess the ship noncompliance in an automated
fashion with a random forest classifier using behavioral data. Fifth, the confusion matrices
(Figure 6.5) show that ships with a white flag are predicted to be noncompliant more
often than ships with a non-white flag. The difference in frequency results in a higher
recall for ships with a white flag.

Finally, we remark that the prediction by the random forest classifier is much more
fair compared to the baseline model. In conclusion we remark that the random forest
classifier does not use the flag as a feature, meaning that using only behavioral data thus
makes the model more fair.
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6.5.5 Performance of the fair random forest classifier

The confusion matrices of the fair random forest classifier are also shown in Figure 6.5.
In Table 6.2 we report the performance and fairness metrics (column 4). Below we
list our three observations. First, from the confusion matrices in Figure 6.5 and the
performance and fairness metrics in Table 6.2, we observe that the fair random forest
classifier has comparable true positive and true negative rates amongst ships flying a
white and non-white flag, with only a small cost in predictive performance. Second, the
F1 performance measure drops only for the ships flying a white flag, so the difference
between the two groups becomes minimal. Third, the demographic parity and equalized
odds measures decrease when using a fair random forest classifier, suggesting that the
classifier improved fairness.

6.5.6 The effect of the orthogonality parameter

Before drawing any conclusion, we show the effect of the orthogonality parameter (Θ) in
more detail (see Figure 6.6). Below we list our six observations. First, the top left figure
(Figure 6.6A) shows that the AUCY measure is only weakly influenced by a broad range
of values for the orthogonality parameter, meaning that overall, we can reliably ensure
equality of outcome while maintaining acceptable performance. Second, an orthogonality
value of 0.7 appears to give the best trade-off between performance and fairness in our
work, with a performance of AUCY = 0.776± 0.008 and fairness of AUCS = 0.538± 0.011.
Third, the performance can be further improved (although slightly, to AUCY = 0.814),
but only at decreased equality of outcome and vice versa.

Then we will closely investigate Figure 6.6B, where the two fairness measures decrease
monotonically at increasing orthogonality values. Fourth, we make one observation that
the extreme value of Θ = 1, they are zero, but at this value, the predictive performance
is also deficient, as can be observed in Figure 6.6A.

Subsequently, in Figure 6.6C and Figure 6.6D, we make two observations. Fifth, we
observe that the precision and recall for ships flying a white and non-white flag have
only minor differences for larger values of the orthogonality. The precision of the ships
flying a non-white flag increases slightly at higher values of the orthogonality at the cost
of precision for vessels with a white flag. Sixth, the threshold was set to t = 0.34 so that
P (Z ≥ t) equals P (Y = 1). This threshold is also used to calculate the confusion matrix
shown in Figure 6.5.

In conclusion, we remark that the threshold t is essential, as it determines how many
ships are noncompliant. Higher threshold values result in fewer ships that are predicted
as noncompliant. Therefore, we define the threshold quantile Qt so that P (z ≥ t) equals
the threshold quantile.
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Figure 6.6: Performance and fairness of proposed ship selection classifier: (A) The performance
of the fair random forest classifier for different values of the orthogonality. (B) The fairness
performance is measured in demographic parity and equalized odds for different values of Θ.
(C)–(D) The performance measured in precision (C) and recall (D) for different values of Θ,
separated for ships flying a white and non-white flag.
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6.5.7 The effect of the orthogonality and threshold quantile together

Finally, in Figure 6.7, we show the effect of the orthogonality and the threshold quantile
on the selected threshold-dependent fairness measures. Below we list our three observa-
tions. First, we observe that high values of the orthogonality yield a fair prediction for all
values of the threshold, even when the threshold quantile is set to a high value, such that
most ships are predicted to be compliant. Second, for lower values of the orthogonality,
we observe that the model’s fairness is worst when the threshold quantile is near 0.5.
This result is expected (see below). Third, at other values of the threshold quantile, the
performance for both groups is low, leading to a slight difference between the groups.
Even at these “bad” choices for the orthogonality and threshold quantile, the values of
the demographic parity measure and the equalized odds measure are still lower than
observed for the baseline ship risk profile.

In conclusion, from these results, we may state that the fair random forest classifier
effectively reduces bias towards a ship’s flag for wide ranges of the used threshold and
orthogonality. It answers Research question 5.

6.6 Discussion on limitations

This section discusses two limitations of our proposed classifier.

First, the ground truth might be biased toward the flag and the inspector’s back-
ground [67]. The problem is that different inspectorates assess compliance differently
for similar ships. The difference in assessment leads to inequality between ports and

0.1 0.3 0.5 0.7 0.9
Qt

0.
9

0.
7

0.
5

0.
3

0.
1

0.02 0.04 0.08 0.07 0.07

0.03 0.08 0.11 0.09 0.15

0.05 0.14 0.16 0.18 0.23

0.07 0.17 0.22 0.23 0.24

0.07 0.20 0.28 0.30 0.26

Disparate impact ( impact)

0.1 0.3 0.5 0.7 0.9
Qt

0.
9

0.
7

0.
5

0.
3

0.
1

0.02 0.05 0.06 0.04 0.02

0.04 0.08 0.08 0.05 0.05

0.06 0.14 0.12 0.09 0.04

0.08 0.18 0.18 0.13 0.04

0.09 0.22 0.25 0.17 0.05

Equalized odds ( odds)
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so-called port-shopping. Port-shopping means that a noncompliant ship decides to go to
another port solely because the inspection regime favors noncompliant vessels. In this
way, the ship yields a lower risk profile. Port-shopping seriously influences our model
since the ground truth data is unjustly positive for such noncompliant ships. The mission
of the Paris MoU is to avoid this kind of competition between ports [147]. Hence, as
a remedy, the inspection country could be added as a sensitive feature in future work,
reducing the correlation between the inspectorate and the inspection outcome.

Second, we consider Goodhart’s law, commonly formulated as: “When a measure
becomes a target, it ceases to be a good measure” [181]. It applies to any ship risk model
because ships are incentivized to get a low-risk profile. In the baseline ship risk model, a
better risk profile could be achieved by changing the administrative property of the ship.
In our fair random forest classifier endowed with orthogonality and threshold quantile
setting, ships would need to change their behavior to get a better score, which is more
complicated than merely changing administrative properties.

6.7 Chapter conclusions

The present research answers Research question 5: “How can ship behavior be utilized to
enable smart inspection of cargo ships?” We devised an accurate, automated, fair, and
interpretable assessment of ship risk, enabling smart inspection of cargo ships. This study
has led to two conclusions.

Conclusion 1: We can offset the confirmation bias in historical inspection data using
a fair random forest classifier. Experimental results indicated that the disparate impact
and equalized odds measures improve significantly the assessment. This is regardless of
chosen parameters, meaning that the constructed classifier works well.

Conclusion 2: The performance of our approach provided with behavioral data is
AUCY = 0.776 ± 0.008, which improves on the AUCY = 0.543 ± 0.006 of the ship risk
profile currently in use.

All in all, our final conclusion is that our work will support global efforts to minimize
risks associated with maritime transport by conducting more targeted inspections. More
generally, we have shown how ubiquitous mobility information can perform inspections
to be better and more fair than so far. Finally, we believe that the devised approach may
apply to inspection applications broader than port state control.

Chapter outlook

Below we provide four directions of future research.
First, a natural continuation of this work is to (with the help of domain experts)

determine (1) what behavior is often associated with high risk, and subsequently (2)
how we can reduce riskful behavior.
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Second, a direction for future work is to consider higher-order effects in the cargo ship
network [170]. Building a higher-order network allows for a more accurate representation
of the underlying complex system, which may enable more accurate network analysis
results. It has been shown that relations up to the fifth order may be relevant in cargo
shipping networks [170].

Third, we may investigate to what extent the temporal aspect of the network can
be exploited to obtain a better, more accurate centrality measure that captures the true,
time-aware structural importance of the ports [172].

Fourth, we may investigate to what extent the research under the third direction will
result in an even better-performing classifier for the task at hand.







7
Conclusions

In this final chapter, we first answer the five research questions in Section 7.1. Subse-
quently, our answer to the problem statement is formulated in Section 7.2. Lastly, five
future research directions (in addition to Section 6.7) are proposed in Section 7.3.

7.1 Answers to the research questions

We reiterate the research questions formulated in Chapter 1. Each research question is
answered separately, along with references to relevant sections in which details can be
found.

Research question 1: What is the relation between network structure and model
performance in link prediction?

In Chapter 2, we considered a large set of temporal, structurally diverse, real-world
networks. We investigated the relationship between the structure of these networks and
the model performance in link prediction for this set of networks. We found several
structural network properties related to model performance in link prediction. Most
notably, a negative correlation was discovered between network degree assortativity and
link prediction performance. This negative correlation was also observed for real-world
networks that had their degree assortativity artificially altered by means of a degree
rewiring process. Our research showed that link prediction performance is generally
higher in degree disassortative networks. In degree disassortative networks, the numerous
low-degree nodes connect more frequently with hubs than with other low-degree nodes.
For these low-degree nodes, the preferential attachment feature will provide higher
scores for high-degree candidate node pairs. Hence, the supervised model can use this
information to perform better (Finding 1).

In addition, regarding the temporal structure of networks, we distinguished between
two classes of temporal networks, being temporal networks (1) containing only persistent
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relations and (2) also containing discrete events (see Section 2.1). We found that model
performance in link prediction improved significantly when in networks with discrete
events, all events were explicitly taken into account. We coin this method “past event
aggregation”. It essentially is a method in which all information contained in both
persistent relations and all discrete events is used (Finding 2).

Together, these two findings provide an answer to Research question 1.

Research question 2: How can we obtain accurate estimates of the performance of link
prediction models by using adequate splits into the train, validation, and test set?

In Chapter 3, we described two dominant methods from the literature used to split
network data in a train, validation, and test set for link prediction. We applied these two
methods, called: the (1) random split and (2) temporal split, to six different temporal
networks that have a considerable number of nodes and edges. We learned that the
random split method provides (too) optimistic results. Therefore, the temporal split
method should be used because we confirmed that it gives a more realistic indication of
performance.

Research question 3: How do network structure and vehicle attributes relate to co-
driving behavior?

In Chapter 4, we applied the link prediction approach to the truck co-driving network in
an attempt to better understand the behavior of trucks and their drivers. Our research
on the importance of features indicates that the network structure is better explained by
co-driving behavior than by vehicle (node) characteristics. In particular, the neighborhood
features that capture relevant information about the ego networks explained the observed
co-driving behavior well.

Research question 4: How can node attribute information be exploited to automatically
create a good partitioning of a co-driving network into communities?

In Chapter 5, we investigated the task of detecting communities of the truck co-driving
network. The communities were detected by a modularity maximization algorithm, which
has a resolution parameter. This parameter determines whether a more fine-grained or
coarse-grained partition into communities is preferred. We proposed a method that con-
siders node attributes to determine the best partitioning of the network into communities.
In this method, a metric that we call average maximal community assortativity quantifies
how well, on average, each community can be understood in terms of its node attributes.
This metric was maximized to find the best choice for the resolution parameter. When
applied to the truck co-driving network, results indicated that a good partitioning into
communities was obtained by considering geographical aspects of the trucks as node
attributes.
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Research question 5: How can ship behavior be utilized to enable smart inspection of
cargo ships?

The smart inspection entails the accurate, automated, fair, and interpretable assessment
of (in our case) cargo ships. In Chapter 6, we proposed a machine learning model capable
of predicting cargo ship noncompliance. We make use of (fair) random forests, because
they allow humans to understand (1) what procedures were followed to make the model,
(2) the inner workings of the model, and (3) how the model arrives at its predictions. The
model’s fairness was obtained using fair pre-trained models. The model decorrelates a
ship’s flag from the noncompliance prediction to reduce present bias in historical data and
thereby prevent confirmation bias. The cargo ship network is constructed from behavioral
data, which is less sensitive to manipulation than administrative information. Features
derived from this cargo ship network served as input for the machine learning model. In
summary, the entire approach led us to demonstrate how smart inspection should take
place in the future.

7.2 Answer to the problem statement

After addressing the research questions, we now turn to the problem statement.

Problem statement: How can network science methods leverage behavioral data for
smart inspection of vehicles?

The short answer to the problem statement is to be seen by applying the results of all
five research questions. We summarize them below.

In answering Research question 1, we have shown that network science methods can
generate useful features for a downstream machine learning task. This is directly applicable
to the more fundamental link prediction task in networks, as seen in Chapter 2, and also
useful in applied settings, for example, in identifying noncompliant ships (Chapter 6).

In answering Research question 2, we have shown that in link prediction, careful
consideration must be given to splitting instances into an appropriate train, validation,
and test set (Chapter 3).

Moreover, in answering Research question 3, we have explored other network science
methods to better understand vehicle data, with a special focus on the relation between
network structure, vehicle characteristics.

In answering Research question 4, we address the community structure (Chapters 4
and 5). The obtained results in these two chapters demonstrated that a network perspec-
tive on truck driving activities helps to uncover patterns that may ultimately be useful for
promoting co-driving and reducing traffic congestion and fuel usage.

Finally, in answering Research question 5, we used network science tools to consider
behavior as features in a machine learning model. By application of fair pre-trained
models in Chapter 2, we achieved the desired smart inspection of vehicles.
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7.3 Future research directions

The following are five directions (seen as addition to the four directions mentioned in
Section 6.7) fruitful for future research.

1. Argument: Many current link prediction approaches have limitations in handling
large and dynamic networks [101]. Applying dimensionality reduction before link
prediction may improve scalability but could negatively impact interpretability.

Future research: One straightforward direction is to produce interpretable tech-
niques that scale well to larger networks. Many real-world networks are highly
sparse, meaning the number of positive instances (pairs of nodes that will link) is
very few compared to negative ones (pairs of nodes that do not link). Therefore,
positive instances can be considered outliers, and thus outlier detection techniques
may do well in link prediction, especially on large and dynamic networks.

2. Argument: We encountered limited availability of temporal network datasets.
Future research: To advance link prediction, a more diverse set of temporal networks

must be accessible to the public and not locked in private “silos” where they are
accessible only by some [179]. To start, in Chapter 2, we presented a collection of
26 temporal networks.

3. Assumption: Incorporating features obtained from more sophisticated transport net-
work models into smart inspection techniques may benefit prediction performance.

Future research: Higher-order networks [170, 203] and evolutionary hypergraphs [212]
have been proposed as more effective representations for capturing vehicle trajecto-
ries.

4. Argument: A natural progression of this work is to consider a more holistic approach
toward inspection in the transport domain. Whereas in this work, we analyzed the
cargo trucks and cargo ships separately, they are not independent in the real world.
The containerization of the transport system facilitates smooth transfers between
different modalities.

Future research: A further study could assess the risk associated with the entire
cargo journey.

5. Argument: In our work, we did not extensively consider the uncertainty in the net-
work inferred from the available raw data. However, our data is likely partially
incomplete, raising possible questions about to what extent the dataset is represen-
tative.

Future research: A greater focus on measuring errors could shed more light on the
difference between the data (i.e., what is measured) and the abstract, underlying
network representation [150].
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General goal and general recommendation

Ultimately, our goal is to improve cleanliness and safety in the transport domain. The
proposed approach to smart vehicle inspection is just one of the actions needed to
arrive at transportation without any danger or unnecessary environmental pollution.
A combined and continuous effort is needed from many professions (policymakers,
scientists, inspectors, and of course, ultimately, the vehicle drivers themselves) to offset
all negative transportation consequences. We expect that the work in this thesis will
contribute to the ongoing shift toward the smart inspection of vehicles.
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[65] V. Gómez, A. Kaltenbrunner, and V. López.
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Summary

Inspectors are indispensable for monitoring essential regulations that protect the safe
and clean transport of goods. However, finding all dangerous behavior with a limited
number of inspectors and increasing personnel shortages is challenging. That is the
reason inspectorates are looking for innovative methods to find dangerous behavior and
improve compliance. We consider a data-driven approach to arrive at smart inspection.
Smart inspection is performed when we assess compliance of vehicles in a (1) accurate,
(2) automated, (3) fair, and (4) interpretable manner.

Models that assess vehicle compliance can be unintentionally biased against certain
vehicle features. These vehicle features are divided into two classes, being static and
dynamic features. Examples of static features are the type of vehicle, the size, the insurer,
and the country of registration. A vehicle owner can change some of these features
(such as insurer and country of registration) to influence an automated model without
any actual reduction in the vehicle’s dangerous behavior. Therefore, we choose to use
dynamic features of the vehicles (such as the routes to be chosen), which say something
about the behavior of a vehicle and its operator. We use networks to encode the vehicle’s
behavior, allowing us to model a particular part of the transport system as a whole. The
main problem that the thesis aims to address is thus how network methods can leverage
this behavioral data for the smart inspection of vehicles.

We start in Chapter 1 with establishing the context of smart vehicle inspection and
the methods used to achieve it. As mentioned, we use behavioral data that we encode
with the help of networks. Network science is a young multidisciplinary field of study in
which much attention has been paid to the universal properties of networks. Many of
those properties are also present in our temporal transport networks. A task often applied
to temporal networks is link prediction, aiming at predicting new links between existing
nodes in a temporal network. A temporal network is a network where the creation time
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of edges is known. Link prediction is also a key aspect of our work; Chapters 2 to 4 relate
to this task.

Previous research has shown a relationship between a network’s structure and perfor-
mance in a related task, being missing link prediction. Our work extended this line of
research by applying it to the link prediction task in temporal networks. We are partic-
ularly interested in uncovering the relationship between network structure and model
performance in link prediction.

In Chapter 2, we, therefore, analyze the link prediction task in 26 temporal networks.
We do so using a machine-learned classification model fed with topological features. The
model independently learns which pairs of nodes likely connect (and which do not). We
mention four results obtained from experiments. First, we show that the performance
of link prediction is higher when the temporal aspect is considered. Second, we find a
relation between the overall structure of a network and the extent to which links can be
predicted. In particular, the link prediction model performs well on networks exhibiting
negative degree assortativity, i.e., networks wherein low-degree nodes primarily link
to high-degree nodes (and vice versa). Third, we find that in a network with discrete
events, we can improve link prediction performance further by adequately encoding
discrete events. Fourth, we do not find any apparent performance differences between
node-oriented and edge-oriented features except for networks from the information
domain. Further research should reveal how this finding can be explained.

In machine learning on tabular data, it is common practice to validate and test model
performance by applying the model to data that is disjoint and independent of the data
used to train the model. However, independence cannot be guaranteed with relational
data as they occur in networks. Specifically, it is a nontrivial task to estimate rather
precisely the performance of link prediction models even when using adequate splits
into train, validation, and test sets. In Chapter 3, we, therefore, compare two common
approaches from the literature: (1) the random split, and (2) the temporal split. We
compare the performances of these two approaches on the link prediction task and find
that the random split gives overly optimistic results. The temporal split does give a more
realistic indication of performances. Furthermore, our results prove robust for a wide
selection of model parameters.

In the last three chapters, we explicitly focus on smart vehicle inspection. We start with
co-driving, the activity where two trucks drive “together”, i.e., pass by the same location
and time. Investigating the co-driving behavior of trucks is important because it can
positively impact the environment. As a case in point, co-driving may reduce aerodynamic
drag and, therefore, may result in optimized fuel usage. We investigate how network
structure and vehicle characteristics relate to co-driving behavior. As such, the main topic
of Chapter 4 is the truck co-driving network. In this network, every node is a truck, and a
link exists when two trucks are systematically co-driving. Systematic co-driving is when
two trucks frequently drive together. Data for such a study were collected from 18,000,000
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truck movements in the Netherlands. We have used insights gained by applying link
prediction to this network to understand truck co-driving behavior. The model uses
features that are categorized into (1) spatiotemporal, (2) topological, (3) node-, and
(4) path-oriented features. We found that truck co-driving behavior is best encoded using
topological features and, to a lesser extent, the path-oriented and spatiotemporal features.
Our findings indicate that the dynamics of the co-driving network exhibit significant
social network effects.

We also looked at its communities to better understand the truck co-driving network.
A so-called community detection algorithm can use the structure of a network to arrive at
a good partitioning into groups of densely connected nodes. In our specific case, however,
we also have information on the truck (i.e., the network’s nodes) that we use to arrive
at a proper partitioning into communities. We investigated how node attributes can
be exploited to automatically create a good partitioning of a co-driving network into
communities.

In Chapter 5, we propose a new metric, the average maximal community assortativity,
to better understand the structure of communities in a network using node attribute
assortativity. More specifically, we propose to select solutions to the community detection
problem that maximizes the average maximal community assortativity metric. A high
assortativity for a particular feature then indicates a better community representation. In
the case of the truck co-driving network, we observe that geographical node attributes
especially characterize communities.

This thesis’s final topic relates to smart vehicle inspection and network science. It
concerns the question of how ship behavior can be utilized to enable smart inspection of
cargo ships.

In Chapter 6, we provide such an approach to smart cargo ship inspection. We use
a model that is interpretable and fair. The model cannot only use static administrative
ship properties in its prediction but, in particular, utilizes features describing the ship’s
behavior. By incorporating ship behavior, meaningful characteristics can be derived and
utilized as input for the model. It leads us to a smart risk assessment of cargo ships. Our
approach allows inspectorates to trace specifically noncompliant cargo ships. Thereby,
this chapter contributes to improved maritime safety and environmental protection.

In general, we demonstrate how network science and behavioral data can be utilized
to arrive at a smart inspection of vehicles. With this explanation and interpretation of
smart inspection, we are sure to have addressed the overall problem statement of the
thesis.





Samenvatting

Inspecteurs zijn onmisbaar voor toezicht op veilig en schoon goederenvervoer. Echter,
het is moeilijk om al het gevaarlijk gedrag op te sporen met een beperkt aantal inspec-
teurs. De huidige personeelstekorten maken deze situatie nog actueler. Daarom zoeken
inspectiediensten naar innovatieve methoden om gevaarlijk gedrag op te sporen en
naleving te verbeteren. Wij onderzoeken een data-gedreven aanpak om te komen tot
een slimme inspectie. Onder een slimme inspectie verstaan wij een (1) nauwkeurige,
(2) geautomatiseerde, (3) onbevooroordeelde, en (4) verklaarbare manier om voertuigen
te beoordelen op overtredingen.

Modellen, die gebruikt worden om voertuigen te beoordelen, kunnen onbedoeld
vooringenomen zijn tegen bepaalde voertuigkenmerken. Deze kenmerken worden ver-
deeld in statische en dynamische kenmerken. Voorbeelden van statische kenmerken zijn
voertuigtype, grootte, verzekeraar, en land van registratie. Sommige van deze kenmerken
(zoals verzekeraar en land van registratie) kunnen door eigenaars veranderd worden
om het model te bëınvloeden, zonder dat er daadwerkelijk vermindering plaatsvindt
van ongewenst gedrag. Daarom gebruiken we dynamische kenmerken (zoals routes
die genomen worden) die daadwerkelijk iets zeggen over het gedrag van een voertuig
(en zijn exploitant) en moeilijk te vervalsen zijn. Om het voertuiggedrag te coderen
gebruiken we netwerken. De overkoepelende probleemstelling van dit proefschrift is hoe
netwerkmethoden deze gedragsgegevens kunnen benutten voor de slimme inspectie van
voertuigen.
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We starten Hoofdstuk 1 met het uiteenzetten van de context van slimme voertuig
inspecties en de methoden waarmee dit bereikt wordt. Zoals genoemd, gebruiken we
daarbij gedragsgegevens die we coderen met behulp van netwerken. De netwerkweten-
schap is een jong en multidisciplinair onderzoeksgebied waar veel aandacht besteed
wordt aan de universele eigenschappen van netwerken. Veel van deze eigenschappen
zijn ook aanwezig in onze temporele transportnetwerken, d.w.z. netwerken waarbij van
elke link bekend is wanneer deze ontstaan is. Een taak die vaak wordt uitgevoerd op
temporele netwerken is de linkvoorspellingstaak, waarbij het doel is om nieuwe links te
voorspellen tussen bestaande knopen. De linkvoorspellingstaak komt veel terug in ons
werk, namelijk in Hoofdstukken 2 tot en met 4.

Uit eerder onderzoek is gebleken dat bij een verwante taak, het voorspellen van
missende links, er een relatie bestaat tussen de structuur van het netwerk en de prestatie
van de taak. In ons werk, hebben we deze onderzoekslijn uitgebreid naar de linkvoorspel-
lingstaak op temporele netwerken. We zijn in het bijzonder gëınteresseerd om de relatie te
begrijpen tussen (1) de netwerkstructuur en (2) de prestatie van de linkvoorspellingstaak.

In Hoofdstuk 2, analyseren wij de linkvoorspellingstaak op 26 temporele netwerken.
We doen dit met behulp van een machinaal geleerd linkvoorspellingsmodel dat gevoed
wordt met topologische kenmerken. Het model leert zelfstandig welke knopenparen
waarschijnlijk verbinden (en welke niet). We noemen vier resultaten verkregen uit
experimenten. Ten eerste, laten wij zien dat de prestatie van de linkvoorspellingstaak meer
precies is wanneer er rekening gehouden wordt met het temporele aspect. Ten tweede,
tonen wij aan dat er een relatie is tussen de algehele structuur van een netwerk en de mate
waarin links voorspeld kunnen worden. In het bijzonder, valt op dat de prestatie van de
linkvoorspellingstaak meer precies is in netwerken die een negatieve graadassortativiteit
hebben, d.w.z. netwerken waarin lage-graad knopen voornamelijk linken met hoge-
graad knopen (en vice versa). Ten derde, tonen we aan dat in netwerken met discrete
gebeurtenissen, de prestatie van de linkvoorspellingstaak verhoogd kan worden bij het
adequaat coderen van de discrete gebeurtenissen. Ten vierde, vinden wij geen duidelijke
prestatieverschillen tussen knoop-georiënteerde en link-georiënteerde kenmerken. De
enige uitzondering hierop lijkt te bestaan voor netwerken in het informatiedomein, maar
verder onderzoek zal moeten uitwijzen hoe deze vondst kan worden verklaard.

Bij modellen die machinaal geleerd zijn op basis van tabelgegevens is het gebruikelijk
dat de prestatie gevalideerd en getest wordt met gegevens die apart gehouden zijn en
onafhankelijk zijn van de gegevens die gebruikt zijn om het model te leren. De onafhanke-
lijkheid valt echter niet te waarborgen bij relationele gegevens zoals die gëımplementeerd
zijn in netwerken. Meer in het bijzonder, is het niet-triviaal om schattingen te verkrijgen
van de prestaties van linkvoorspellingsmodellen, zelfs niet wanneer gebruik gemaakt
wordt van adequate splitsingen in train, validatie, en test sets. In Hoofdstuk 3 onderzoeken
we daarom twee benaderingen om de splitsing uit te voeren: (1) de willekeurige splitsing
en (2) de temporele splitsing. We vergelijken de prestaties van deze twee benaderingen
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op de linkvoorspellingstaak en vinden dat de willekeurige splitsing te optimistische resul-
taten geeft. De temporele splitsing geeft een meer realistische indicatie van de prestaties
en verder blijken onze resultaten robuust te zijn voor een brede selectie aan parameters.

In de laatste drie hoofdstukken, richten we ons expliciet op het doen van slimme voer-
tuiginspecties. We starten met samenrijdgedrag, de activiteit waarbij twee vrachtwagens
‘samen’ rijden op dezelfde tijd en dezelfde plaats. Het onderzoek naar samenrijdgedrag
van vrachtwagens is belangrijk omdat het een positieve bijdrage aan het klimaat kan
leveren. Als voorbeeld noemen we dat samenrijden resulteert in verminderde lucht-
weerstand, wat dan kan resulteren in verminderd brandstofverbruik. We beginnen ons
onderzoek met de vraag hoe netwerkstructuur en voertuigkenmerken relateren aan
samenrijdgedrag. Als zodanig is het samenrijden van vrachtwagens het hoofdonderwerp
in Hoofdstuk 4. In dat netwerk is elke knoop een vrachtwagen en bestaat er een link als
twee vrachtwagens consequent samenrijden. Systematisch samenrijden gebeurt wanneer
twee vrachtwagens frequent samenrijden. De gegevens voor deze studie zijn verzameld
vanuit 18 miljoen vrachtwagenbewegingen in Nederland. We kunnen de inzichten van
de linkvoorspellingstaak gebruiken om het gedrag van voertuigen te begrijpen. In dit
model worden kenmerken gebruikt die we categoriseren in vier typen: (1) tijd-ruimtelijk,
(2) topologisch, (3) knoop-, en (4) pad-georiënteerd. We hebben gevonden dat het sa-
menrijdgedrag het best gecodeerd wordt met de topologische kenmerken en in mindere
mate door de pad en tijd-ruimtelijke kenmerken. Onze bevindingen suggereren dat de
dynamiek van het samenrijdnetwerk duidelijk sociale netwerk-effecten heeft.

Om het netwerk nog beter te begrijpen, kunnen we ook de gemeenschappen bestuderen
die in het netwerk aanwezig zijn. Deze gemeenschappen worden gevonden met behulp
van een zogenaamd gemeenschapsdetectie algoritme, die de structuur van het netwerk
gebruikt om tot een goede partitionering in gemeenschappen te komen. Specifiek in ons
geval, hebben we aanvullende kenmerken van de vrachtwagens beschikbaar, die we ook
kunnen gebruiken om tot een adequate partitionering in gemeenschappen te komen. We
onderzoeken hoe knoopkenmerken benut kunnen worden om automatisch tot een goede
partitionering van het samenrijdnetwerk in gemeenschappen te komen.

In Hoofdstuk 5 hebben we een nieuwe maat voorgesteld, de gemiddelde maximale
gemeenschapsassortativiteit, die helpt bij het begrijpen van de gemeenschapsstructuur in
een netwerk door middel van de assortativiteit van knoopkenmerken. In het bijzonder
stellen we voor om die splitsing in gemeenschappen te gebruiken waarbij de hoogste
gemiddelde maximale gemeenschapsassortativiteit gevonden wordt. Een hogere assor-
tativiteit voor een bepaald kenmerk geeft aan dat er hier een betere partitionering van
die gemeenschap is gebruikt. In het geval van samenrijdende vrachtwagens, hebben we
opgemerkt dat er vooral gemeenschappen bestaan die gekarakteriseerd worden door
geografische kenmerken.
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Het laatste onderwerp van deze thesis houdt verband met zowel slimme voertuigin-
specties als de netwerkwetenschap. Het betreft de vraag hoe scheepsgedrag benut kan
worden om slimme inspecties van vrachtschepen mogelijk te maken.

In Hoofdstuk 6 komen we tot een dergelijke aanpak voor het slim inspecteren van
vrachtschepen. We maken gebruik van een interpreteerbaar en onbevooroordeeld ma-
chinaal geleerd model. Het model is niet alleen in staat om statische administratieve
eigenschappen van schepen te gebruiken in de risicovoorspelling maar ook specifiek het
gedrag van schepen. Het gebruik van gedragsgegevens stelt ons vervolgens in staat om
betekenisvolle kenmerken van schepen af te leiden. Daarna kan het resultaat gebruikt
worden om tot een eerlijke en betere risico-inschatting van schepen te komen. Dit bete-
kent dat onze benadering inspectiediensten in staat stelt om specifiek de overtredende
vrachtschepen op te sporen. Daarmee draagt dit hoofdstuk bij aan maritieme veiligheid en
milieubescherming.

In meer algemene zin, hebben we laten zien hoe netwerkwetenschappen en gedrags-
gegevens benut kunnen worden om te komen tot een slimme inspectie van voertuigen.
Daarmee voorzien we in een antwoord op de overkoepelende probleemstelling van dit
proefschrift.
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