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Background:While research on Virtual Reality’s potential for education continues
to advance, research on its support for Collaborative Learning is small in scope.
With remote collaboration and distance learning becoming increasingly relevant
for education (especially since the COVID-19 pandemic), an understanding of
Virtual Reality’s potential for Collaborative Learning is of importance. To establish
how this immersive technology can support and enhance collaboration between
learners, this systematic literature review analyses scientific research on Virtual
Reality for Collaborative Learning with the intention to identify 1) skills and
competences trained, 2) domains and disciplines addressed, 3) systems used
and 4) empirical knowledge established.

Method: Two scientific databases—Scopus and Web of Science—were used for
this review. Following the PRISMA method, a total of 139 articles were analyzed.
Reliability of this selection process was assessed using five additional coders. A
taxonomywas used to classify these articles. Another coder was used to assess the
reliability of the primary coder before this taxonomy was applied to the selected
articles

Results: Based on the literature reviewed, skills and competences developed are
divided into five categories. Educational fields and domains seem interested in
Virtual Reality for Collaborative Learning because of a need for innovation,
communities and remote socialization and collaboration between learners.
Systems primarily use monitor-based Virtual Reality and mouse-and-keyboard
controls. A general optimism is visible regarding the use of Virtual Reality to
support and enhance Collaborative Learning

Conclusion: Five distinct affordances of Virtual Reality for Collaborative Learning
are identified: it 1) is an efficient tool to engage and motivate learners, 2) supports
distance learning and remote collaboration, 3) provides multi- and
interdisciplinary spaces for both learning and collaborating, 4) helps develop
social skills and 5) suits Collaborative Learning-related paradigms and
approaches. Overall, the reviewed literature suggests Virtual Reality to be an
effective tool for the support and enhancement of Collaborative Learning,
though further research is necessary to establish pedagogies.
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1 Introduction

Beginning in the 1980s, academia has studied how to support
and enhance Collaborative Learning (CL) in educational settings
using technology. Referred to as Computer-Supported Collaborative
Learning (CSCL), this pedagogical approach stems from social
learning, an educational theory revolving around the idea that
“new behavior can be acquired through the observation of other
people’s behaviors” (Shi et al., 2019) and focusing on social
interaction between learners. CSCL’s strength appears to lie in its
flexibility: by using characteristics of technology, both distant and
face-to-face collaboration, as well as synchronous and asynchronous
collaboration between learners, can be supported (Stahl et al., 2006).
As such, CSCL has been attributed numerous affordances, including
joint information processing, sharing resources and co-construction
of knowledge (Shawky et al., 2014; Jeong and Hmelo-Silver, 2016).

An on-going development in the field of CSCL is the use of
Virtual Reality, a technology that ‘[transports] a person to a reality
(i.e., a virtual environment) which he or she is not physically present
but feels like he or she is there’ (Rebelo et al., 2012). These virtual
environments (VEs) are shared, simulated spaces that allow
distributed users to communicate with each other, as well as to
participate in joint activities, making them an effective tool for
remote collaboration (Daphne et al., 2000). VEs tend to be highly
customizable; their visual representation can be realistic (i.e., similar
to reality or containing recognizable elements from reality) or
abstract (e.g., three-dimensional representations of abstract
concepts) depending on their purpose, making VEs adaptable for
many different fields and disciplines (Jackson et al., 1999; Joyner
et al., 2021). Virtual Reality (VR), then, functions as a human-
computer interface, allowing users to access these VEs through a
variety of hardware, including flat-surface monitors and displays
connected to desktop computers, room-sized devices called CAVE
systems that project the VE onto its walls and Head-Mounted
Displays (HMDs), helmets or headpieces that visualize the VE
individually for each eye. In some cases, users inhabit avatars,
virtual embodiments that represent their place inside the VE,
though in other cases (such as the aforementioned CAVE
systems, where users do not have to wear HMDs), no avatars are
required for users to detect each other. Like VEs, the visual
representation of avatars can be diverse: avatars can provide
realistic depictions of users’ real-life appearances, but can also be
visualized as something abstract, such as geometric objects or
animals. Using these avatars to mediate interactions with each
other, users progressively construct a shared understanding of the
VE together (Girvan, 2018). Of particular interest is VR’s ability to
“immerse” users, providing them a sense of being inside the VE
despite its non-physical, digital nature (Freina and Ott, 2015). This
immersion may lead to a state of presence, wherein users begin to
behave inside the VE as they would in the physical world (Jensen and
Konradsen, 2018). Affordances of VR in education include
enhancement of experiential learning (Le et al., 2015; Kwon,
2019), spatial learning (Dalgarno and Lee, 2010; de Back et al.,
2020) and motivation and engagement among different types of
learners (Merchant et al., 2014; Chavez and Bayona, 2018). While
research on VR has generally revolved around discovering its
potential to support and enhance education, academics appear to
agree that the field of educational use of VR lacks pedagogical

practices or strategies, with little focus on how the technology should
be implemented to reap its benefits (Cook et al., 2019; Smith, 2019;
Scavarelli et al., 2021).

VR technology has already shown potential for the field of
CSCL, improving the effectiveness of team behavior, enhancing
communication between group members and increasing learning
outcome gains (Le et al., 2015; Godin and Pridmore, 2019; Zheng
et al., 2019). What makes the use of Virtual Reality for Collaborative
Learning (VRCL) even more appealing for education is its diversity
in hardware and, as a result, the different forms it can take
depending on the setting. Whether learners interact with the VEs
via display monitors, CAVE systems or HMDs, they all seem to
produce positive effects such as positive learning gains and
outcomes, as well as engagement and motivation for CL
(Abdullah et al., 2019; Zheng et al., 2019; de Back et al., 2020;
Tovar et al., 2020).

To advance the field of VRCL, as well as to establish its benefits
and affordances, several literature reviews have examined research
on VRCL. For example, Muhammad Nur Affendy and AjuneWanis
(2019), aiming to provide an overview of the capabilities of CL
through the adoption of collaborative system in AR and VR, review
how VEs are used for different types of collaboration (e.g., remote
and co-located collaboration), with different VR hardware (e.g., eye
tracking) and multiple intended uses (e.g., increasing social
engagement and supporting awareness of collaboration among
learners). In comparison, Zheng et al. (2019) evaluate VRCL
technology affordances by conducting a meta-analysis as well as
a qualitative analysis of VRCL prototypes to explore potential
learning benefits; Scavarelli et al. (2021) explore a more
theoretical side with the intention to produce educational
frameworks for future VRCL-related research, discussing how
several learning theories (e.g., constructivism, social cognitive
theory and connectivism) are reflected in prior research on the
potential of VR as well as Augmented Reality (AR) for social
learning spaces.

Together, the literature reviews of Muhammad Nur Affendy and
Ajune Wanis (2019), Zheng et al. (2019); Scavarelli et al. (2021)
describe a general optimism towards VR in educational settings to
support collaboration. The reviews outline VRCL’s strengths as 1) its
ability to enhance learning outcomes, 2) its potential to facilitate
learning, 3) its effectiveness in supporting remote collaboration
between learners, as well as experts and novices, 4) its support
for interpersonal awareness between collaborating learners and 5) its
diversity, both in terms of its customizability (allowing VEs to better
suit objectives) as well as its technology. Affordances of VRCL are
identified as 1) social interaction (strengthened by VR’s affordances
of immersion and presence), 2) resource sharing (strengthened by
VR’s ability to present imaginary elements) and 3) knowledge
construction (supported by the two prior affordances of VRCL).
Furthermore, challenges and gaps related to (research on) VRCL are
outlined. First, accessibility should be considered a primary concern
according to Scavarelli et al.,; this does not just relate to the technical
accessibility of VR when used in education, but more so to the
accessibility of social engagement between learners sharing these
virtual learning spaces. Second, they recommend to explore the
interplay and connectivity between VEs and the real world, as doing
so could reveal new learning theories that innovate VRCL. Third,
Zheng et al., suggest that research focus on pedagogical strategies
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involving VRCL, including how to apply VR to educational settings
involving collaboration. Fourth, they propose a focus on finding a
balance between using VRCL to recreate (or simulate) existing
(“real”) situations and creating new situations that would
normally be impossible, considering that prior work has
primarily been centered on the former and as such misses out on
VR’s potential to do the latter.

Considering that remote collaboration and distance learning,
especially since the COVID-19 pandemic, are becoming
increasingly important for learners, an understanding of VR’s
potential for CL could prove beneficial for the field of education.
While research on the topic is apparent, studies focusing on VR’s
ability to support and enhance CL are still small in scale (Zheng
et al., 2019; Scavarelli et al., 2021), accentuating the scarcity of
knowledge on the topic. This systematic review specifically
centers on scientific research on VRCL, with a particular focus
on the empirical knowledge that such literature has established.
The aim of this paper is to examine in what ways VR supports and
enhances CL according to prior research on these topics; to
achieve this, it reports on what VRCL is used for in different
fields of education, discusses what research has stated regarding
VRCL in terms of affordances and benefits for education,
describes the characteristics of VRCL that allow these benefits
to come to fruition and provides an insight into the technology
behind VRCL, as well as how this compares to the state-of-the-art
of VR. In doing so, this study intends to identify possible gaps in
the field of VRCL research for possible future studies, in addition
to highlighting VRCL’s strengths to support current research. To
the best of the authors’ knowledge, this study is the first
systematic review on the topic of VRCL. As a means to
provide the relevant information, this review addresses the
following four research questions.

1. What skills and competences have been trained with use of VRCL
(and what should a VRCL environment provide to train these)?

2. What domains and disciplines have been addressed (and why)?
3. What systems have been developed and/or established?
4. What empirical knowledge has been established (and with what

methods and/or study designs)?

2 Methods

This section discusses the process of collecting the relevant
studies for this literature review. In particular, the inclusion and
exclusion criteria, databases and methods used are described.

2.1 Identification

The systematic review used two databases: Scopus and Web of
Science. The search query contained the following key elements: 1)
collaborative interaction, 2) VR, 3) education, training and learning,
4) simulations of a three-dimensional nature, 5) empirical data and
6) the use of a system (application or prototype). As such, the
following search string was used in both databases:

[collaboration OR cooperation OR collaborative OR
cooperative OR collaborate OR cooperate] [AND] ["virtual

reality” OR “mixed reality” OR “extended reality"] [AND]
["3D” OR 3d OR 3-D OR 3-d OR threedimension* OR three-
dimension* OR “three dimension*" OR CGI OR “computer
generated” OR “computer-generated” OR model* OR
construct*] [AND] [evaluat* OR data OR result* OR observ*
OR empiric* OR trial* OR experiment* OR significan* OR
participant* OR subject*] [AND] [education OR training OR
learning OR university OR school OR vocational] [AND]
[system* OR prototyp* OR application* OR program*]

To be considered suitable, papers had to meet five specific
inclusion criteria. Firstly, an article had to discuss collaborative
or cooperative interaction between human users of a virtual, three-
dimensional simulation. Secondly, the article had to include and
discuss Virtual-, Augmented-, Mixed Reality (MR) or Extended
Reality (XR) as a three-dimensional simulation of a physical space or
object(s). While this review focuses on VR for CL, mediums such as
AR, MR and XR were included in this search for two reasons. On the
one hand, definitions for these mediums appear to overlap to such
an extent (with some even considering them too vague and
ambiguous (Tovar et al., 2020)) that ‘pedagogical advantages of
either technologies are [considered] comparable’ (Sims et al., 2022).
On the other hand, the mediums in question do not always get
defined as separate ones, but rather as different points on one
spectrum, commonly referred to as the virtuality continuum, in
which ‘“reality” lies at one end, and “virtuality” [. . .] at the other,
with Mixed Reality [. . .] placed between’ (Scavarelli et al., 2021). As
such, the decision was made to include these mediums, so as to
ensure that no pedagogical advantages of VR would be excluded.
The third inclusion criterium required an article to include an
empirical study (i.e., containing qualitative or quantitative data)
for it to be considered suitable. For the fourth and fifth criteria, an
article had to contain an educational objective or goal (for human
entities) and discuss a system used for educational purposes (for
human entities) in order to be eligible.

Additionally, studies would be disqualified from the literature
review if they 1) only described a patent, 2) only contained a
summary (review) of a conference, 3) only consisted of a
literature review, 4) were not accessible to the authors of this
study, 5) were not available in English, 6) were a duplicate or a
version, edition or release of an older study that already had been
included or 7) did not specifically state the number of participants of
any experiment involved in the study.

The search query resulted in 1,058 publications for Scopus
and 845 studies for Web of Science, resulting in a total of
1,608 studies after duplicates were removed. Using the
inclusion and exclusion criteria to filter out ineligible articles
(initially based on title and abstract, then on full text), this review
resulted in 139 articles analyzed. Results and details of the
process (which followed the guidelines of the PRISMA method
(Moher et al., 2009)) can be seen in Figure 1. Appendix A shows
the complete list of all 139 articles.

To examine reliability of the selection process, five additional
coders screened a random sample of 50 studies individually (10 per
coder) using the inclusion and exclusion criteria. After comparing
and discussing results, inter-rater reliability (between the first coder
and the five coders) was calculated using a Kappa-metric, resulting
in a moderate level of agreement of 0.77 (McHugh, 2012) (results
can be found in Supplementary Table B1).
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2.2 Coding

A taxonomy (Figure 2) was created to help classify all
139 articles. With this review’s research questions in mind, three

vital topics were established to function as main categories for the
coding process: education, system and evaluation (illustrated in
column C1 in Figure 2). For RQ1 and RQ2, the first category,
education, was established to extract information from the articles,

FIGURE 1
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) diagram of the screening process.

FIGURE 2
Classification hierarchy used for coding, including percent agreement (p a) and Cohen’s kappa (K) between first and second coder on the right.
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concentrating on six classes. Similarly, information necessary to
answer RQ3 was collected by coding attributes related to the second
category, system, which included eight classes. Focusing the coding
on elements related to the third category, evaluation (with five
classes), allowed for extraction of relevant information required
to answer RQ4. After the relevant categories, classes (visible in
column C2 in Figure 2) and attributes (visible in column C3 in
Figure 2) were decided upon, the classification hierarchy in Figure 2
was constructed, partially based on scientific literature (Bloom et al.,
1956; Schreiber and Asnerly-Self, 2011; Motejlek and Alpay, 2019),
to provide assistance during the coding process. For an in-depth
description of the motivation behind this classification hierarchy,
please see Supplementary Appendix C. While the required
information for some of these attributes could easily be inferred
directly from each study, other attributes required the first coder to
deduce which attributes were applicable.

To assess reliability of the first coder, a second coder
classified articles with the taxonomy (Supplementary Table
D1, D2, D3). Inter-rater reliability between the two coders for
30 randomly selected studies was 0.60 (with a percent agreement
of 0.85), considered a moderate level of agreement (McHugh,
2012). Additionally, Figure 2 shows the inter-rater reliability for
each individual class.

3 Descriptive results

In this section, discussion of descriptive results is divided into
three sections according to the structure of the taxonomy. An
overview of all results (according to the taxonomy) can be found
in Figure 3.

3.1 Education

As a first dimension, elements related to education were
analyzed. A majority of the selected articles focused on VRCL in
tertiary education (i.e., university), discussing possible uses for
students. Educators providing support (e.g., scaffolding) for
learners proved most prominent, though not all studies discussed
this topic. While a wide selection of educational domains were
discussed, computer sciences and social sciences were the most
popular fields. Most studies specifically focused on synchronous
collaboration. Prevalent among learning paradigms and educational
approaches were problem-based learning (PBL) and constructivism.
The specific results related to this dimension are found in Table 1.

In contrast to the high number of articles focusing on tertiary
education (64.0%), primary education was central in 10.8% while
5.0% discussed VRCL in secondary education. A small percentage of
studies (6.5%) focused on types of learners outside of formal
education (e.g., on-the-job training). In relation to the educators,
a little over half of the studies reported on educators supporting the
learners by providing varying degrees of scaffolding (55.4%). For
20.9% of cases, educators provided presentations and lectures inside
the VE, providing a more passive learning experience. On a broader
scope, the studies showed a wide variety of educational domains and
fields of expertise to which VR was applied. While approximately a
quarter of studies reviewed (25.9%) reported use of VRCL for
education, specific domains that were often discussed included
computer science, robotics, ICT and informatics (12.2%), social
sciences (11.5%) medical fields (9.4%) and engineering (8.6%).

Also shown in Table 1 is the appearance of different types of
social learning: 62.6% of studies reviewed discussed synchronous
(collaborative) interaction, while in comparison a much lower 18.0%

FIGURE 3
Results of coding of data found in the literature, according to the taxonomy.
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discussed asynchronous (cooperative) interaction. For a 10th of the
studies, an expert-novice type of social learning was apparent
(9.4%). On the topic of educational approaches and learning
paradigms, 29.5% of articles did not seem to discuss any specific
approaches. Among those that did, constructivism and PBL were
featured substantially (33.1% and 41.0%, respectively), while
paradigms such as experientialism, situated learning and

distributed cognition were discussed less frequently. Other
educational approaches, discussed in 35.3% of articles, included
self-regulation and shared regulation (e.g., Al-Hatem et al., 2018) as
well as cognitive apprenticeship (e.g., Bouta and Retalis, 2013).
Looking at the learning goals and outcomes, the cognitive
domain proved to be popular (50.4%), whereas affective and
psychomotor domains were featured much less (7.9% and 5.0%,
respectively). Other goals and outcomes included general student
engagement (discussed in 31.7%) and support of collaboration
amongst learners (60.4%).

3.2 System

The second dimension took a closer look at systems used in the
studies, including aspects related to the hardware used (e.g., devices,
types of control) as well as users’ interaction with VEs (e.g., degree of
virtuality, virtual embodiment). A majority of the studies reviewed
did not use VR technologies such as HMD-based VR (HMD VR),
but instead focused on monitors and displays when discussing
VRCL. Most studies chose general purpose controls (e.g., mouse
and keyboard) over more advanced hardware such as positional
tracking. A majority of studies provided their participants with full-
body embodiment (e.g., avatars) and the ability to manipulate virtual
objects while inside the VEs. Approximately a quarter of studies
used systems for edutainment purposes (i.e., learning by having fun),
while system use for training or therapeutic purposes was less
common. Table 2 shows these results in detail.

Results showed a clear preference for 3D (non-HMD) simulations,
i.e., a virtual simulation of a (physical) environment projected on a
surface or display that is not a Head-Mounted Display (and, as such, is
considered less immersive): this degree of virtuality was far more
prominent in the reviewed studies (78.4%) compared to the lesser
implemented AR/MR (16.5%) and HMD VR (7.2%). The hardware
used in these studies reflected this: a large amount (89.2%) implemented
flat-surface monitors and displays to present VRCL environments.
These studies commonly used desktop computer set-ups that included a
keyboard, mouse and monitor, though in the case of AR and MR,
surface-basedmobile devices were often used.When using the system in
a larger setting (i.e., larger group size), studies utilized projector-based
(but still flat) surfaces to display the VE (e.g., Bower et al., 2017). In
some cases, several types of these flat-surface displays were being used in
different phases of a study (e.g., Nuñez et al., 2008). Cases that used
CAVE systems (3.6%) included ImmersaDesks, CAVE-like devices that
derive from the original CAVE systems. Studies that involvedHMDVR
used devices like the Oculus Rift and HTCVive, while studies revolving
around AR and MR implemented devices like the HoloLens. Some
studies involved multiple devices to compare effects based on the
difference (e.g., monitor-based vs HMD VR, as discussed in
Vallance et al., 2015) while others discussed implementation of
HMD VR and AR-related devices as possible future directions
without using these in their experiments. With regard to user
interaction, studies that implemented general purpose controls used
simple computer keyboard andmouse, though some cases also involved
video game controllers such as the Nintendo Wiimote and Nunchuck
(Li et al., 2012). Apart from themore default specialized controls such as
3DoF and 6DoF controllers or mobile device-based touch screens,
studies also discussed a wide variety of other tools in this category,

TABLE 1 Distribution of Education-related attributes.

Class and attribute (N = 139) Value (%)

Type of learner

Primary education 15 (10.8)

Secondary education 7 (5.0)

Tertiary education 89 (64.0)

Trainee (outside formal education) 6 (4.3)

Patient (medical) 3 (2.2)

Mixed / other / not specified 19 (13.7)

Educational domain/field of expertise

Computer science, robotics, ICT & informatics 17 (12.2)

Engineering 12 (8.6)

Social sciences 16 (11.5)

Mathematics & geometry 5 (3.6)

Medical 13 (9.4)

Life sciences 4 (2.9)

Physical sciences 7 (5.0)

Business & management 6 (4.3)

Architecture & design 11 (7.9)

Education (pedagogy) 36 (25.9)

Multidisciplinary/other 12 (8.6)

Role of educator

Presenting 29 (20.9)

Scaffolding 77 (55.4)

Passive/not present/not specified 55 (39.6)

Type of social learning

Asynchronous (cooperation) 25 (18.0)

Synchronous (collaborative) 87 (62.6)

Expert-novice 13 (9.4)

Open/not specified/other 41 (29.5)

Educational approaches & learning paradigms

Constructivism 46 (33.1)

Experientialism 28 (20.1)

Problem-based learning 57 (41.0)

Situated learning 18 (12.9)

Distributed cognition 4 (2.9)

Other 49 (35.3)

Not specified 41 (29.5)

Learning objectives & -goals

Cognitive domain 70 (50.4)

Affective domain 11 (7.9)

Psychomotor domain 7 (5.0)

Student engagement 44 (31.7)

Collaboration/communication 84 (60.4)

Not specified/other 43 (30.9)
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including multi-touch tabletops, haptic feedback devices, Xbox Kinect
and gesture-sensing data gloves. While scarce, gaze control and
positional tracking (15.1% and 11.5%, respectively) was primarily
found in studies that used (mobile-based) AR and HMD VR,
though some studies also provided these through devices such as the
HoloLens or as part of a CAVE system.

Of the studies examined for this review, 55.4% discussed (self-
developed) prototypes, while 44.6% used (pre-existing) applications.
The most prominently-mentioned engine for prototypes was Unity,
with % (of 77 studies) using it. Concerning the ones that used
applications (62 of 139), more than half discussed VE application
Second Life (%), while open-source VEs OpenSimulator and Open
Wonderland were used in smaller numbers (% and %, respectively).

In regard to the intended function of systems used, the majority of
articles described a strictly educational one (58.3%) and revolved
around implementing these systems in educational contexts as well
as using them to facilitate collaborative learning. Studies that used
systems to both educate and entertain (22.3%) tended to focus on
game-based learning and serious games, though some cases also
discussed video games originally not intended for educational
purposes (e.g., World of Warcraft (Kong and Kwok, 2013),
Minecraft (Mørch et al., 2019)). When training purposes were
mentioned (17.3%), this often indicated the use of VEs to train
specific expertises, such as liver surgery or aircraft inspection. Rare
cases where a system was used for therapeutic purposes (just 2.2%)
included use of VRCL to teach social skills to patients with autism
(Ke and Lee, 2016) or to train physical activities amongst elderly
(Arlati et al., 2019).

Motivation behind studies’ choices for the size of collaboration
differed between experimental reasons (e.g., a limited number of
participants), pedagogical reasons (e.g., using pairs to better
stimulate personal social interaction between members compared
to larger groups) and reasons related to the systems (e.g., limited
hardware availability). Small groups proved to be the most used
group size, with 37.4% describing groups of between three and nine
members. Pairs were used in 22.3% of studies. Motivations behind
pairs included focus on expert-novice interaction and system
capabilities (e.g., support for two users maximum). Articles that
described larger groups (ten or more members) generally had entire
classes of learners interact with system (15.1%).

Apart from a small number of studies that did not provide
sufficient information on the matter, virtual embodiment of the
users was featured prominently. In cases where physical attributes
were virtually represented by (imagery of) tools (18.0%), the VRCL
environment was often implemented for specific training of certain
expertises. In general, partial virtual embodiment appears in first
person, HMD VR (for example, when only the user’s hands are
made visible); while scarce (3.6%), studies that displayed partial
virtual embodiment provided some interesting examples outside of
HMD VR. Examples of partial embodiment included a detailed 3D
face to focus on emotional and social expressions (Cheng and Ye,
2010) and using controllable, flat-surfaced rectangles in a 3D
environment on which users’ real-life faces were projected via
webcam (Nikolic and Nicholls, 2018). Full-body embodiment
proved to be the most popular, with 67.6% of studies using
systems that provide users complete (full-body) virtual
representation. To a degree, the relatively high number of studies
that present full-body embodiment can be explained by the systems
that were implemented; applications such as Open Simulator and
Second Life provide users with customizable avatars, making a full-
body virtual embodiment a default feature. In some cases, however,
studies specifically examined the effects of virtual embodiment, such
as Gerhard et al. (2001) examining possible influences of different
avatars on users’ sense of presence. On the topic of user influence on
VEs, a little more than half the studies (53.2%) used systems that
allowed (some degree of) virtual object manipulation, whereas
approximately a quarter of the studies (26.6%) also provided
users the tools to manipulate actual content of the VRCL
environment. In 16.5% of studies, the system only allowed users
to be visibly present inside the VE, while only 3.6% did not provide
sufficient information on the matter.

TABLE 2 Distribution of System-related attributes.

Class and attribute (N = 139) Value (%)

Degree of virtuality

Augmented/Mixed Reality 23 (16.5)

3D Simulation (non-HMD) only 109 (78.4)

HMD Virtual Reality 10 (7.2)

Hardware

Monitor/display 124 (89.2)

CAVE system 5 (3.6)

HMDs and glasses 15 (10.8)

User interaction

General purpose control 111 (79.9)

Special(ized) control 40 (28.8)

Gaze control 21 (15.1)

Positional tracking 16 (11.5)

Systems used

Prototype 77 (55.4)

Application 62 (44.6)

Function of the system

Education 81 (58.3)

Edutainment 31 (22.3)

Training/practice 24 (17.3)

Therapeutic 3 (2.2)

Size of collaboration

Open/mixed/not specified 35 (25.2)

Pairs 31 (22.3)

Small groups (3–9) 52 (37.4)

Large groups (10 and above) 21 (15.1)

Type of virtual embodiment

None/not specified 15 (10.8)

Tools 25 (18.0)

Partial 5 (3.6)

Full-body 94 (67.6)

Level of influence on the Virtual

None/not specified 5 (3.6)

Presence 23 (16.5)

Object manipulation 74 (53.2)

Content manipulation 37 (26.6)
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3.3 Evaluation

For the third dimension, the selected articles were analyzed on
how they evaluated applying VRCL. Articles frequently
concentrated on evaluation of the system(s), with a higher
number of them using self-report evaluation methods. Study
design of the studies shows a similar result: pre-experimental
study design (typically used for preliminary testing of systems)
was regularly implemented, with surveys being a popular method
of collecting data. While the number of participants was diverse,
roughly half of studies reviewed used a sample size between 1 and
25 participants. The majority of articles discussed positive outcomes,
whereas only a small amount featured negative results. Detailed
results are displayed in Table 3.

The majority of studies focused on evaluating a system’s
effectiveness when using it in educational settings (71.2%). These
studies concentrated on the system’s capacity to support
collaboration between learners. Other topics of discussion were
student interest in the system and how the system can facilitate

learning. Whenever studies examined processes (34.5%), evaluation
would be centered around attempts to understand how group
interaction materializes in these environments. This included
how learners resolve social conflicts (Cheong et al., 2015) and
examining how co-presence (e.g., Kong and Kwok, 2013) and
PBL take shape in VRCL environments. 35.3% of articles
discussed learning outcomes after participants interacted with the
system. The few situations where the above three attributes did not
apply (3.6%) included a study that aimed to develop design
guidelines (Economou et al., 2001) and a study primarily
interested in the teacher’s role when learners interact with VEs
(Lattemann and Stieglitz, 2012).

Most studies collected self-reported data from their participants
(85.6%), while over half used behavioral methods to obtain tracking
and observational data (59.0%). Articles that reported on
knowledge- and/or performance-based assessments (20.9% of
studies) often used pre- and post-tests to acquire their data,
while only one appeared to use physiological data, tracking
participants’ heart rate (0.7%). A notable number of articles
(79.9%) implemented pre-experimental design in their studies.
Some of these were case studies, applying VEs to educational
settings (e.g., Terzidou et al., 2012), while others performed pilot
studies to establish a first impression of the effects of a system on
specific pedagogical situations (e.g., examining how VE-based
application OpenSimulator influences Transactive Memory
Systems amongst learners (Kleanthous et al., 2016)). Quasi-
experimental- (13.7%) and true experimental designs (5.8%) were
used scarcely, while only 2 out of 139 studies (1.4%) performed an
experiment with single-subject design. With respect to non-
experimental and descriptive designs, 84.9% of studies
implemented a survey-based design, whereas a little over half
used observational designs to collect data (56.1%). In some cases,
comparative and correlation designs were implemented (7.9% and
15.8%, respectively).

Table 3 also reveals that approximately half of the studies
sampled between 1 and 25 participants (53.2%), while around a
quarter (26.6%) used a sample size between 26 and 50 participants.
For 13.7% of articles, between 51 and 100 participants were used,
whereas only 6.5% discussed using more than 100 participants for
collecting data. In terms of outcomes, around half of the studies
concluded that their system(s) seemed positive and promising
(53.2%), while 17.3% draw positive conclusions based on
significant outcomes from statistical hypothesis testing. Negative
outcomes were scarce, with only 2.2% of the studies reporting
negative results. Mixed outcomes were reported for 7.2% of the
studies, whereas 20.1% discussed results that were inconclusive,
showed no effect or reported outcomes on which positive and
negative effects are not applicable.

4 Qualitative results

In general, the literature reviewed for this paper shows a positive
attitude towards the use of VR to support and enhance CL. However,
the results quickly make it apparent that the methods of applying VR
to educational fields to support and enhance CL can vary greatly
amongst the studies examined here. In order to acquire a general
understanding how these studies have attempted to support and

TABLE 3 Distribution of Evaluation-related attributes.

Class and attribute (N = 139) Value (%)

Focus of evaluation

System 99 (71.2)

Process 48 (34.5)

Outcome 49 (35.3)

Other/not specified 5 (3.6)

Evaluation method

Behavioral 82 (59.0)

Self-report 119 (85.6)

Physiological 1 (0.7)

Assessment 29 (20.9)

Study design

Single-subject 2 (1.4)

Pre-experimental 111 (79.9)

Quasi-experimental 19 (13.7)

True experimental 8 (5.8)

Comparative 11 (7.9)

Survey 118 (84.9)

Correlation 22 (15.8)

Observational 78 (56.1)

Number of participants

1–25 participants 74 (53.2)

26–50 participants 37 (26.6)

51–100 participants 19 (13.7)

100+ participants 9 (6.5)

Main outcomes

Significantly negative 0 (0.0)

Negative 3 (2.2)

Inconclusive/no effect/n.a. 28 (20.1)

Positive/promising 74 (53.2)

Significantly positive 24 (17.3)

Mixed 10 (7.2)
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enhance CL using VR, this section will discuss qualitative results
established. The rest of this section will be divided into sub-sections,
each focusing on discussing results related to one of the four research
questions of this literature review.

4.1 Skills and competences trained with
VRCL

A number of elements can be identified regarding skills and
competences trained with VRCL. Based on the skills and
competences discussed in the reviewed literature, five categories
were established for this study with the intention to provide a
concise overview. These categories, including examples of each
category, can be viewed in Table 4.

For the types of skills and competences shown in Table 4 to be
trained effectively, a VRCL environment requires a number of
features that support the learners in learning these abilities.
Based on the information provided by the reviewed literature,
nine required features and design parameters of VRCL can be
identified. First, virtual embodiment plays an important role in
how learners view themselves and each other inside the VE,
impacting learning outcomes and collaborative behavior by
providing a sense of awareness and belonging (Edirisingha et al.,
2009; McArdle and Bertolotto, 2012). Second, efficient
communicational tools are essential for effective collaboration:
verbal (audio) communication is crucial (Economou et al., 2001;
De Pace et al., 2019), though additional modalities such as haptic
technology can further enhance collaboration (Moll and Pysander,

2013). Third, usability and accessibility should be taken into
consideration: VRCL systems should be accessible to all levels of
technical skills as differences negatively affect group cohesion and
learning between group members (Y. Chang et al., 2016; Denoyelles
and Kyeong-Ju Seo, 2012). Fourth, learners’ perceived usefulness of
the VE also affects group cohesion; factors such as awareness,
presence and social presence appear to significantly influence this
perceived usefulness (Denoyelles and Kyeong-Ju Seo, 2012; Yeh
et al., 2012). Fifth, the ability to interact with elements inside the VE
are considered key: to optimize learning outcomes, learners must
have the option to manipulate elements inside the VE (e.g., virtual
objects or virtual tools) in a seemingly natural and intuitive way
(Vrellis et al., 2010; Bower et al., 2017). Sixth, academic efficacy can

FIGURE 4
Results of the educational disciplines focused on in the reviewed literature.

TABLE 4 Skills focused on in the reviewed literature.

Skill category Examples

Cultural skills Cultural heritage, languages, artistic creativity, literary skills,
drawing

Domain-specific
skills

Engineering, medical, robot operation, architecture,
management, education

Learning skills Analytical thinking, self-directed learning, self-regulated
learning, conceptual learning

Physical skills Coordination, psychomotor skills, (physical) construction
safety, surgery training

Social skills Collaboration, knowledge sharing, communication,
competition, negotiation, group work
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be achieved if tasks inside the VE are designed around its
educational, collaborative objectives, especially when designed for
equal input from all learners in a group (Wang et al., 2014; Nisiotis
and Kleanthous, 2019). Seventh, educators should be ready to
provide support, motivation and moderation of collaboration
while learners interact inside the VE (Lattemann and Stieglitz,
2012; Bower et al., 2017). However, the eighth feature, a level of
autonomy, is equally important for each individual learner, not just
in terms of independence from the educators, but more importantly
from each other, as this allows them to provide different points of
views as well as to explore multiple representations, thus improving
CL (Hwang and Hu, 2013). Ninth, implementation of VRCL should
make sure to primarily support socialization inside the VE, as
underestimating the importance of socialization might lead to
features of VR obstructing rather than facilitating CL (Chang
et al., 2009).

Surprisingly, only a small number of the literature reviewed
focused on goals related to the affective domain (7.9%). With some
calling VR the “ultimate empathy machine” (Rueda and Lara, 2020,
p.6), the medium’s ability to induce emotions has been prominently
discussed and studied. Not only has VR been shown to indeed be

capable of enhancing empathy amongst users (Herrera et al., 2018),
with some even arguing it to be more effective than traditional
empathy-shaping methods (Liu, 2020), studies have also suggested it
to be an effective tool to offer a uniquely different level of
understanding (de la Peña et al., 2010). This would suggest that
VR’s ability to create a better understanding of different group
members’ points of view could in turn support collaboration
between learners.

Similarly, even less literature reviewed focused on goals related
to the psychomotor domain (5.0%). Prior studies have been positive
and hopeful regarding VR to expand the possibilities of physical
training (Pastel et al., 2020). Interestingly, technical features such as
positional tracking even seem to be effective in predicting
psychomotor outcomes (Moore et al., 2021), which could prove
useful for domains that specifically focus on expert-novice training
in primarily physical tasks (e.g., certain types of engineering).
However, positional tracking, not unlike psychomotor outcomes,
is only discussed sparingly (11.5%) in the literature reviewed.

An interesting observation in relation to the evaluation methods
used in the scientific literature is that only 1 out of 139 articles used
physiological measures. As suggested by research, physiological
synchrony between group members can serve as an effective
indicator for the quality of interpersonal interaction between
them (with a higher physiological synchrony correlating with a
higher interaction level) (Liu et al., 2021). Furthermore,
physiological measurements can be used to identify multiple
predictors related to education and training, including the quality
of collaboration between group members (Dich et al., 2018).
Additionally, visualizing physiological results of each member of
a group to the others in real-time during collaboration has shown to
have a positive effect on the empathy levels and cohesion of the
group, further suggesting how collaboration between learners could
benefit from physiological measures (Tan et al., 2014). Considering
VR’s visual characteristics as well as research arguing that physical
signals such as electroencephalogram (EEG) can conveniently and
unobtrusively be tracked during use of HMD VR (Tremmel et al.,
2019), future research on VRCL could prove fruitful in terms of
training collaborative skills and competences via use of
physiological-based information.

4.2 Disciplines focused on regarding VRCL

When looking at the most prominently-featured domains in the
literature reviewed (as shown in Figure 4), examining what motivated
researchers to study VRCL in the field of 1) education, 2) computer
science, robotics and informatics and 3) social sciences can provide an
understanding of VRCL’s role in these different disciplines.

For the field of education, some studies focus on the potential
behind VRCL, intending to discover what it can mean for the
development of cognitive and technical skills (Franco and De Deus
Lopes, 2009). Other studies focus on possible learning gains,
examining how knowledge gained in VEs transfers to the real
world (i.e., how learners apply outcomes in VEs to situations in
actual reality) or attempting to facilitate this transfer by implementing
elements of both (Carron et al., 2013). In certain cases, articles
specifically examine VEs’ effects on collaboration and how VR can
be used to reinforce CL (e.g., Tüzün et al., 2019), whereas others aim to

FIGURE 5
Results of the degree of virtuality of systems discussed in the
reviewed literature.

FIGURE 6
Results of the hardware used in the reviewed literature.
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determine if existing educational paradigms such as constructivism
can be applied to VRCL environments and, if so, how that affects
group knowledge gain between learners (Girvan and Savage, 2010).
Together, these studies present a general motivation to discover what
VRCL can mean for education and where its potential may lie.

For computer science, robotics and informatics, use of VRCL
can be summarized in two motivations: 1) innovate these domains
and 2) create a learning community. In the first case, researchers
intend to utilize the affordances VRCL environments have to offer to
further advance fields such as computer science, which have been
criticized in the past for using two-dimensional learning platforms
and oral-based teaching methods (Pellas, 2014). With VEs,
educators can provide learners realistic yet illusionary worlds that
are flexible, customizable and even allow for detailed statistics on
learners’ performance (Champsas et al., 2012). In the second case,
reviewed articles vocalize a desire to use VRCL to provide learners
purposeful collaborative activities that create a sense of belonging to
a learning community, using aspects such as awareness, presence
and different methods of communication to motivate learners in
these fields to work together closely (De Lucia et al., 2009).

In similar fashion, social studies appears to be interested in how
socialization between learners is manifested inside VRCL (e.g.,
Edirisingha et al., 2009). Some articles go further, studying how
VRCL can support socialization: Molka-Danielsen and Brask (2014)
suggest that presence, awareness and belonging allow for communication,
negotiation and trust between learners, elements deemed necessary for
completing collaborative tasks. Other studies focus on specific
characteristics of socialization, such as how gender could affect social
interaction and group cohesion inside VEs (Denoyelles and Kyeong-Ju
Seo, 2012). Collectively, these articles show a desire to understand how
elements related to socialization transfer to VRCL, as well as how these
environments can sustain and even enhance those elements.

4.3 Systems developed and/or established
for VRCL

The results related to systems used show that there is quite a
disparity between use of HMD VR and that of non-HMD VR. Almost
80% of systems implemented non-HMD VR, with AR/MR and HMD
VR implemented far less frequently (16.5% and 7.2%, respectively, as
illustrated in Figure 5). Almost 90% of studies described the use of flat-
surface monitors and displays, which, when compared to the 10.8% of
studies that used HMD devices, further highlights the low use of HMD
VR in the literature reviewed (see Figure 6).

The lack of representation of HMD VR in these articles is
somewhat surprising, considering this type of virtuality and
hardware is commonly associated with the medium of VR (Dixon,
2006; Bonner and Reinders, 2018; Jing et al., 2018). The statement that
research into application of VR to the field of education lacks a focus
on HMD VR, however, is not uncommon (Sousa Santos et al., 2009;
Scavarelli et al., 2021), thus begging the question: why is it
underrepresented in the reviewed literature?

One possible explanation could be that HMD VR is known to be
difficult to apply to educational settings because of its high costs (Olmos
et al., 2018). Some of the articles analyzed for this review were published
in the late 90s; while HMDVR technology was already available in those
times, devices were more expensive and less technologically advanced

compared to the technology that is available now (Mehrfard et al., 2019;
Wang et al., 2022). Furthermore, the technical skills necessary to
implement VR properly in educational settings can prove challenging
(Jensen and Konradsen, 2018). Since collaboration involves multiple
people, difficulties related to accessibility could be more severe when
applying VR to a larger group of learners. Another possible reason is the
health risks associated with the technology: HMDVR is often connected
to motion sickness and cybersickness (Olmos et al., 2018; Yoon et al.,
2020). A third reason refers to the general lack of pedagogy on the topic
of HMD VR: while the medium’s potential for education is often
discussed, general guidelines as to how it should be applied efficiently
to educational settings (Cook et al., 2019; Zheng et al., 2019) as well as an
understanding of how learning mechanisms operate inside VR
environments (Smith, 2019) are missing. Naturally, the small size of
research done on VR and CL exacerbates this lack even further when
specifically discussing VRCL. A possible fourth reason that is more
closely tied to this particular literature review is that, despite its
popularity in research, HMD VR appears to still lack empirical
evidence of its educational value (Sousa Santos et al., 2009;
Makransky et al., 2019; Radianti et al., 2020), which, considering this
review’s focus on empirically-based knowledge, could explain its scarcity.

The low representation of HMD VR and high representation of
non-HMD VR could be related to the ongoing discussion about what
defines VR and how it differs from VEs, as discussed in-depth by
Girvan, (2018). Girvan argues that some use terms synonymously with
VR and/or VEs, while others use these same terms to classify different
types of VEs, thus creating a fragmented understanding of what these
are (and what they are not). Girvan’s point is reflected in the reviewed
literature of this paper: while some studies identify Second Life as a
“virtual environment” or “virtual world” (e.g., Terzidou et al., 2012),
others refer to it as “virtual reality” (e.g., Sulbaran and Jones, 2012). To
prevent further confusion with technologies with similar technical
features, Girvan suggests to conceptualize VEs as ‘shared, simulated
spaces which are inhabited and shaped by their inhabitants, who are
represented as avatars [that] mediate our experience of this space as
(. . .) we interact with others, with whom we construct a shared
understanding of the world at that time’. VR, then, should be
defined as ‘a technical system through which a user or multiple
users can experience [such] a simulated environment’ (Girvan, 2018).

Apart from causing a fragmented understanding of the terms in
the literature, different interpretations of VR and VEs also lead to
HMD VR and non-HMD VR being described as one and the same
thing under the moniker of “virtual reality”. Though this may seem a
trivial dispute about labels, treating these two types as identical will
lead to misconceptions regarding both, as HMD and non-HMD VR
contain different benefits and limitations when applied to education.
While some studies showed no differences between the two in terms
of specific learning outcomes (e.g., spatial- (Srivastava et al., 2019)
and language learning (J. Y. Jeong et al., 2018)), other research
highlighted several differences between HMD and non-HMD.
Compared to non-HMD, HMD VR has shown to provide a
much higher sense of embodiment, which in turn is hypothesized
to lead to higher performances, in particular in psychomotor skills
(Juliano et al., 2020; Saldana et al., 2020). Similarly, HMD VR
appeared superior to computer screens in terms of arousal,
engagement and motivation in learners (Makransky and Lilleholt,
2018). In contrast, however, Makransky et al. (2019) reported
overloads and distractions caused by HMD VR, leading to poorer
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learning outcomes compared to non-HMD, a sentiment shared by
Parong and Mayer (2021), who described HMD VR to cause high
affective and cognitive distractions. Amati and McNeill (2012) even
argue that the difference between HMD and non-HMD VR (and in
particular how the two are interacted with by users) have severe
implications for teaching and practice.

With all of the above inmind, the low representation of HMDVR
in the literature examined for this review can be interpreted in two
ways. On the one hand, the underutilization underlines that HMDVR
is not being used to its full potential and could very well hold much
more promise for the field of education and CL. On the other hand,
the low use of HMD VR could suggest that implementation of HMD
VR in education and/or CL is, in fact, not worth the trouble it brings
with it. Whether HMD VR is a benefit or a burden, then, arguably
depends on three important elements: 1) the goals (i.e., what skills
and/or competences are supposed to be trained), 2) the setting (i.e., the
disciplines and fields to which it is applied), and 3) the affordances of
VRCL (and to what degree these conform to the goals and setting).

4.4 Empirical knowledge established
regarding VRCL

When summarizing the outcomes of the 139 articles, 70% of the
studies reviewed displayed a positive attitude towards the application
of VRCL to education. While a relatively low number (approximately
25%) presented statistically significant outcomes, this does illustrate a
strong optimism amongst those studying VRCL environments in
different fields of education as described in prior literature reviews on
the topic. This could also explain the high number of studies that
deployed pre-experimental study designs: with VRCL being a
relatively new addition to the world of CSCL, as well as one that
continues to rapidly advance because of the technology behind it,
many seem enthusiastic and eager to see what promises VRCL holds
when used in different fields and with different types of learners.

Regarding affordances discussed in the reviewed literature,
several features are identified. First, VRCL appears an efficient
tool to engage learners and to motivate them to study and learn.
The ability to customize VRCL environments and their content
provides learners more personalized experiences that better suit
their personalities and attitudes, thereby enhancing the motivation
to learn on both an individual and group level (Arlati et al., 2019).
Furthermore, VRCL’s immersive qualities tend to make the
experiences more engaging for learners, encouraging them to
engage in presentations and demonstrations as well as to
communicate and collaborate with each other (Avanzato, 2018).

The second affordance identifiedVRCL as a great tool for distance
learning and remote collaboration. VEs provide a method for learners
and educators to work together and collaborate despite distances. In
comparison to other media, however, VRCL brings with it a high
sense of immediacy (i.e., ‘verbal and non-verbal behaviors that give a
sense of reduction of physical and psychological distance between the
communicators’), which in turn presents an increased perception of
learning (Edirisingha et al., 2009). Additionally, VRCL’s immersive
qualities and high presence allow for environments capable of
simulating training as preparation for real-life experiences (Al-
Hatem et al., 2018) that simultaneously promote active
participation and social interaction (Mystakidis et al., 2017) in a

setting that feels personal despite distances between learners (Desai
et al., 2017). In certain cases, such as education for learners with
physical disabilities, learners and educators even considered
connectivity to be more accessible and easier than real-life
equivalents (Aydogan and Aras, 2019), illustrating that VRCL
environments can potentially go beyond simply being a
replacement. To effectively support the distance learning and
remote collaboration, however, design of the VEs should focus on
providing learners a sense of 1) presence, 2) awareness and 3)
belonging to the group (Molka-Danielsen and Brask, 2014).

Thirdly, the literature reviewed suggests that VRCL environments
are effective spaces to support multi- and interdisciplinary learning and
collaboration. The ability to customize VEs, adapting to suit users’
needs, prevents them from being restricted to just a single specific
subject field. This in turn allows educators to change the environments
to accommodate many different subject fields and topics so as to make
sure that learners from different backgrounds can collaborate with each
other undisturbed (Bilyatdinova et al., 2016). Moreover, it seems that
VRCL environments made some of the literature studies reviewed
realize the importance of interdisciplinary collaboration in the learning
process (Franco et al., 2006; Nadolny et al., 2013).

The fourth affordance identified might be an unsurprising but
nonetheless important one: VRCL seems to be a tool for the
development of social skills. While identity construction and
projection through virtual embodiments can be complex for
learners (depending on their technical skills), VRCL is found to
facilitate social presence and foster socialization (Edirisingha et al.,
2009). VRCL’s customizability allows learners to integrate personal
preferences and identity expressions into processes inside the
environment (e.g., through their virtual embodiments), in turn
mediating identity and norm construction for real-life social
settings (Ke and Lee, 2016). Vital social skills, such as the ability
to identify and manipulate basic emotional states, can be taught and
trained using VEs, improving learners’ socialization,
communication skills and emotional intelligence (López-Faican
and Jaen, 2020). Learners’ prior experience with VEs, however,
should not be underestimated, as a difference in familiarity with
VRCL environments has been shown to impact collaboration
(Bluemink et al., 2010).

Fifth, VEs appear fitting for CL-related learning paradigms and
educational approaches. Some studies specifically focus on
examining to what degree VRCL environments are applicable to
paradigms such as constructivism, socio-constructivism and
constructionism (e.g., Girvan and Savage, 2010; Pellas et al.,
2013; Abdullah et al., 2019), concluding that these indeed go well
together. Other studies, however, focus on theories and methods
commonly associated with these paradigms. In particular,
experiential learning and PBL seem appropriate for VRCL
environments. VEs allow for safe, consequence-free learning for
exploring, experiencing and practicing without any real-life risks
(Cheong et al., 2015; Le et al., 2015), making it suitable for
experiential learning. Moreover, VRCL’s immersive qualities seem
to support and even elevate experiential learning strategies such as
roleplay and improvisation, providing learners close to real-world
experiences in a controlled environment (Jarmon et al., 2008; Ashley
et al., 2014). In the case of PBL, each individual learner can use
different tools inside VRCL environments to illustrate and represent
ideas and suggestions to the rest of the group. Considering that VEs
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seem great tools for conceptual learning because of their
customizability and visual nature (Brna and Aspin, 1998; Griol
et al., 2014), learners can use these features to explain their point of
view in ways that they otherwise could not. As a result, learners
appear to become more active and effective in sharing ideas, joint
problem solving and the co-construction of mental models when
working in groups inside VRCL environments (Rogers, 2011;
Hwang and Hu, 2013).

Returning to the topic of disparity between HMD and non-
HMD VR represented in the reviewed literature, as well as both
being discussed as one and the same “Virtual Reality”, an
important question to ask is whether the affordances identified
here are transferable between the two. HMD and non-HMD VR
differ in several ways: they are interacted with differently, face
different obstacles when applied to education and appear to have
different learning outcomes based on different educational
settings.

With the definitions of VEs and VR as given by Girvan (2018) as
a frame of reference, however, an answer can be given regarding the
transferability of these affordances between HMD and non-HMD
VR. Both HMD and non-HMD VR should be considered tools,
technical systems through which users can virtually enter VEs,
i.e., shared simulated spaces in which they can interact with the
environment as well as each other. As such, the affordances
described in this paper do not revolve around the tools used, but
that which they provide access to: the VRCL environments.
Simultaneously, which tool is used to access these VRCL
environments can in turn affect both the interaction and the
outcome of users’ experiences with VEs. For example, HMD VR
might offer more effective development of social skills compared to
non-HMD VR, considering the former provides a higher sense of
embodiment and, in extension, more intuitive and expansive
methods of expression. If, however, cognitive learning outcomes
are the most important educational objective, non-HMD VR could
be a better option, considering HMD VR’s tendency to cause
affective and cognitive distractions. This, then, reflects the
aforementioned statement regarding HMD VR being a benefit or
a burden. While affordances of VRCL environments apply to both
HMD and non-HMD VR, the effect of these affordances depend on
1) the goals, 2) the setting and 3) which affordances of VRCL are
most vital to the first two elements. As such, the choice between non-
HMD VR and HMD VR should be made depending on those three
elements.

5 Conclusion and future research

With current research on the topic being scarce while the
demand for remote collaboration and distance learning keeps
increasing, this literature review intends to study how VR has
been (and can be) used to support and enhance CL. To achieve
this, it attempts to answer four research questions regarding prior
research on VRCL: what skills and competences have been trained
with VRCL and what does VRCL provide in these scenarios? To
what educational domains has VRCL been applied and why? What
systems have been used for VRCL? And what empirical knowledge
has been established regarding VRCL?

This paper identifies five types of skills and competences
commonly trained with the use of VRCL. Furthermore, a
number of features and design principles are identified in terms
of what these environments should offer for these skills to be
developed. Educational fields and domains appear to be
interested in VRCL because of a desire to innovate, to form
communities, to support remote collaboration and to enhance
socialization skills of learners. In terms of technology, systems
used for VRCL-related purposes appear to predominantly focus
on monitor-based (non-HMD) VR and mouse-and-keyboard
controls, contrasting what VR is commonly associated with (e.g.,
HMD VR, specialized controls involving gaze control and positional
tracking). This study perceives a general optimism present in the
literature reviewed regarding the use of VR to support and enhance
CL in learners. Additionally, a number of affordances of VRCL are
described, though it is of importance to note that these affordances
could differ in strength depending on which type of VR (i.e., non-
HMD or HMD) is used.

While the literature on VRCL reviewed for this paper is diverse,
it suggests that Virtual Reality can be an effective tool for
supporting and enhancing Collaborative Learning. This
diversity, however, also highlights that pedagogies of VRCL are
lacking, with studies showing many different and contrasting
approaches to applying VR to their respective fields for the
support of CL. In order to see VR become more adopted as an
educational tool for collaborative purposes, pedagogies should be
clearly structured, highlighting similarities and differences in
regards to both the technologies used and the domains they are
used in. As such, this paper proposes a number of suggestions for
future research. First, the difference between hardware used in the
literature reviewed and the state-of-the-art of VR suggests that
further examination of differences between non-HMD and HMD
VRCL, both in terms of affordances as well as challenges and
obstacles, could lead to a better understanding of VRCL’s potential.
Second, despite the advantages VR has for development in affective
and psychomotor skills, the scientific literature on VRCL shows
only minor focus on these domains. This study argues that CL
would benefit from both these domains being featured more
prominently and as such encourages more research into these
matters. Third, this paper suggests that research into VRCL focuses
on using study designs and evaluation methods that are less
frequently (or barely) featured in the reviewed literature. While
the repeated and dominant use of pre-experimental study design is
understandably meant to identify the potential behind the
technology, the domain of VRCL (and, in extension, research
on VR in education) would benefit from more true
experimental design. Additionally, considering that the use of
physiological data for evaluation methods appears to be
unexplored terrain, this paper suggests that future research into
VRCL implements these types of methods.
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