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Abstract 
The medical research literature is abundant with regression analyses that include multiple covariates, so-called multivariable regression models. 
Despite their common application, the interpretation of their results is not always clear or claimed interpretations are not justified. To outline the 
distinctions between different interpretations, we describe several possible research objectives for which a multivariable regression analysis 
might be an appropriate way of analyzing the data. In addition, we describe caveats in the interpretation of results of multivariable regression 
analysis.
Keywords: regression analysis, etiology, prediction, epidemiology, multivariable regression

Significance

Multivariable regression analysis is widely used in medical research, with different objectives and different interpretations of 
results. A continuum of research objectives is described to indicate differences in key features and considerations when 
applying multivariable regression analysis.
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Introduction
Regression analysis is applied in many biomedical data ana-
lyses and is named according to the type of outcome (or de-
pendent) variable that is modeled and the presumed link 
with the covariates (or independent variables). Commonly 
used regression analyses include linear regression, binary lo-
gistic regression, and survival analysis, which model a con-
tinuous, a binary, and a time-to-event outcome, respectively. 
In case multiple covariates are included in a regression ana-
lysis, this is referred to as multivariable regression (which is 
not to be confused with multivariate analysis where multiple 
dependent variables are analyzed).

The application of regression analysis can serve different 
purposes in biomedical research. For example, in a study in-
vestigating whether thyroid autoimmunity causes metabolic 
syndrome, regression analysis was used to adjust for the po-
tential confounders’ age, sex, income, education, smoking, al-
cohol consumption, walking activity, thyroid-stimulating 
hormone, and free thyroxine.1 Regression analysis can also 
be used to develop a multivariable risk prediction model, 
such as in a study that developed a model to predict the risk 
of post-surgical recurrence of pheochromocytoma.2

In these examples, the application of regression analysis 
was similar, yet the objective of the study and the 

interpretation of the results differ considerably. Still, in pub-
lications, the distinction between an exploratory study of 
etiologic factors and a study that aims to identify prognostic 
factors is often not clear.3 In this paper, we describe a con-
tinuum of research objectives, for which multivariable re-
gression analysis is applicable. We describe their main 
features and points to consider when applying multivariable 
regression analysis.

A continuum of research objectives
In this section, we distinguish between five possible research 
objectives. A summary is provided in Table 1.

Confirmatory research of an etiologic factor
Consider a study of the cumulative effect of radiation on the 
risk of thyroid cancer. Exposure to radiation is the variable 
of interest. Because those with, eg, high radiation exposure 
may differ from those with low radiation levels (differences 
other than the radiation exposure, eg, different mean age or 
comorbidities), researchers may want to control for such dif-
ferences to prevent confounding.4 Correction for measured 
confounding could be achieved by including potential con-
founding variables (confounders) as covariates in a 
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multivariable regression model. Here, the interest is specific-
ally in the etiologic factor “radiation exposure”, while the 
other covariates are included to improve the validity of the 
estimated regression coefficient that quantifies the effect of 
radiation on thyroid cancer risk. The study’s conclusion 
may be that radiation increases the risk for thyroid cancer, 
independent of the other variables in the model; the effect 
estimates of the confounding variables are of no interest 
(see below).

Exploratory research of multiple etiologic factors
Particularly with recently discovered diseases or diseases with 
a renewed research scope, there may be a general search for 
(modifiable) risk factors. In such exploratory activities, there 
are generally multiple potential risk factors of interest, with-
out a clear hierarchy. Although each of these risk factors 
may have its own set of potential confounders, this may be un-
clear due to the exploratory state of the research field. 
Different variables could be included in one multivariable re-
gression model, with a general set of potential confounders 
(eg, age, sex, etc.). Such studies are not uncommon, but the in-
terpretation and credibility of their results differ considerably 
from those of the confirmatory studies mentioned above and 
independent confirmation is needed.5 Another challenge of ex-
ploratory research of multiple etiologic factors is that the risk 
of a false-positive finding increases with the number of etio-
logic factors studied (‘multiple testing’).6

Predictor-finding study
In research aiming to discover possible predictors of a certain 
outcome, the ultimate goal is not to find causal risk factors but 
to identify predictor variables (or prognostic factors) that are 
associated with the outcome. Subsequently, such predictor 

variables could be incorporated when developing a multivari-
able risk prediction model (see below). In predictor-finding 
studies, multiple potential predictor variables are included in 
a multivariable model, without a hierarchy of those variables. 
Again, given the exploratory nature of this kind of study, (ex-
ternal) validation is needed, for example through the develop-
ment of a multivariable risk prediction model using a new 
(independent) data set.

Development of a multivariable risk prediction model
Suppose researchers want to develop a tool that can support 
a physician in quantifying the lifetime risk of developing thy-
roid cancer. Possible predictors include age, sex, cumulative 
radiation exposure, and a history of thyroid disease. 
By means of multivariable regression analysis, the combined 
information of those predictor variables is linked with 
the outcome (lifetime risk). Each variable contributes to the 
model and the quality of the model is judged on the predictive 
performance of the full model, not on its components. A cen-
tral aim of prediction modeling is finding the appropriate set 
of predictor variables that—together—accurately predict the 
outcome.7 Because no causal inferences are made, consider-
ations regarding confounding are irrelevant in the context 
of risk prediction modeling. We note that the development 
of a multivariable prediction model does not end with run-
ning a regression analysis. For example, external validation 
and possibly updating of the model may be needed to ensure 
good performance in future use.8

Research into the added predictive value of a 
variable
In the case of an existing risk prediction model, it might be of 
interest to investigate improvements of that model. Consider 

Table 1. Different applications of multivariable regression analysis in epidemiologic research and main considerations

Research objective Explanation Important considerations

Confirmatory etiologic 
research

The multivariable regression model includes the 
etiologic factor of interest and also potential 
confounders.

The relation between the exposure of interest and the outcome 
should be modelled correctly. Also, no confounding variables are 
omitted from the model, while their relations with the outcome are 
modelled correctly too. Regression coefficients of the confounding 
variables should not be given a causal interpretation.

Exploratory etiologic 
research

The multivariable regression model includes multiple 
etiologic factors as well as a general set of potential 
confounders.

In addition to the considerations for confirmatory etiologic 
research, the exploratory nature of the study should be reflected 
in the inferences made. With an increasing number of risk 
factors, the risk of a false-positive finding increases. Correction 
for multiple testing could be considered. P-values are not a 
measure to find the strongest risk factor.

Predictor finding study The multivariable regression model includes multiple 
variables each of which might be predictive of the 
outcome.

The relations between each of the predictors and the outcome are 
modelled correctly, otherwise the predictive value of a variable may 
be missed. With an increasing number of possible predictors, the 
risk of a false-positive finding increases. P-value of the predictors do 
not capture the predictive performance of the entire model.

Multivariable risk 
prediction modelling

The multivariable regression model includes multiple 
possible predictors.

The relations between each of the predictors and the outcome are 
modelled correctly, otherwise the predictive value of the model is 
suboptimal. Assessment of the quality of the model is based on 
the predictive performance of the entire model, i.e., the 
combination of predictors, not on individual predictors. 
Variable selection could affect model performance at external 
validation (overfitting).

Research of added 
predictive value

The added value of one or more predictors is assessed 
in addition to a (existing) multivariable risk 
prediction model.

Assessment of the added value of the predictor(s) is based on the 
predictive performance of the extended model compared to the 
original model and not on, e.g., the p-value of the regression 
coefficient(s) of the additional predictor(s).
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the above-mentioned model of lifetime thyroid cancer risk. A 
researcher may think the predictive performance of that model 
could be improved by including “low iodine diet” as another 
predictor in the model. In this case, the multivariable regres-
sion model could be extended to include “low iodine diet” 
in addition to the four predictors already included in the mod-
el. The assessment of the added value of “low iodine diet” 
should be based on the improvement of the predictive per-
formance of the extended model over the existing model, not 
on the regression coefficient of “low iodine diet” (or its 
P-value). Different measures are available to quantify the 
added value of an additional predictor.9

Warnings on the interpretation of multivariable 
regression analysis
There are also issues that require special attention, depending 
on the particular context and application. Here we describe 
some that we consider relevant.

Table 2 fallacy
As outlined above, when the aim is to confirm or discover the 
causal effects of exposures, the purpose of inclusion of covari-
ates in a multivariable regression model is confounding control. 
Ideally, the set of covariates includes a sufficient number of var-
iables such that no unmeasured confounding remains. The out-
put of the multivariable regression analysis not only provides the 
estimated regression coefficient of interest, but also the regres-
sion coefficients of the confounders. However, interpreting the 
latter coefficients as estimates of causal effects is a fallacy, be-
cause each of those confounding variables may have its own 
set of confounders, which may not be included in the model.10

It underlines that there is no common—or universal—set of con-
founders that suffices for each analysis; in fact, which variables 
should be considered as confounders depends on the research 
question and study design.

Variable selection
As the name indicates, multivariable regression models include 
multiple variables. Which variables to include can be decided by 
the researcher, but also data-driven selection procedures can be 
applied such that out of a set of variables, particular variables 
are selected, or instead omitted from the model (ie, forward 
and backward selection). Reasons and consequences differ 
per research objective. A general recommendation is not to se-
lect variables based on univariable (‘unadjusted’) analysis.11,12

In etiologic factor research, a set of confounders is included 
in a regression model to control for confounding. Often, the 
set of confounders is decided prior to data analysis. 
Backward elimination of covariates from the model could 
then be considered to increase the precision of the regression 
coefficient of the etiologic factor of interest. Particularly omit-
ting variables that have no (or a very weak) relation with the 
outcome may improve precision. At the same time, omitting 
potential confounders could introduce a bias due to unmeas-
ured confounding. The benefit and potential risk of variable 
selection should be balanced.13

An important reason for variable selection in risk prediction 
modeling studies is to select a model that is easy to use in clin-
ical practice: as few variables as possible and preferably those 
variables that are easy to measure. Selecting variables that pre-
dict the outcome, while omitting variables that do not, will 

obviously improve the predictive performance of the model. 
Nevertheless, variable selection in prediction modeling may 
result in a model that is perfectly tuned for the data used to de-
velop the model, but it may not perform well in new data (or 
future users), a phenomenon called overfitting.7 Methods to 
limit the impact of overfitting include shrinkage and penalized 
regression.7

Concluding remarks
We provided an overview of possible applications of multivari-
able regression analysis in medical research and discussed several 
points of attention. By no means do we claim that our overview is 
exhaustive. There may be situations in which the broad classifi-
cation of research aims does not apply, yet multivariable regres-
sion analysis might still be a preferred option. Conversely, there 
may be research situations that correspond well with one of the 
situations we described, yet an alternative data analytical meth-
od, eg, classification trees, is used. Nevertheless, we hope that 
for the many situations in which one of the research options 
does apply, the differentiation between the categories is helpful 
to researchers, reviewers, and readers.
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