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;Coémo fue que se pasé todo este
tiempo? jQué vergiienza con
ustedes!

Nicolas y los Fumadores

Why do I bother over and over again
trying the wrong way when the right
way was staring at me all the time?
I don’t know.

Herbert Robbins

—It gets easier

—Huh?

—Everyday it gets a little easier
—Yeah?

—But you gotta do it every day.
That’s the hard part, but it gets
easier

—Ok.

Bojack Horseman
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Preface

This dissertation is the culminating document of my doctoral studies at the Machine
Learning group of the Centrum Wiskunde & Informatica, in Amsterdam. It presents
a number of mathematical results on statistical methods for sequential experimenta-
tion and prediction, where the decisions about future observations depend on what
has been done before. The present-day interest in anytime-valid methods stems per-
haps from two reasons. First, these methods are an answer to modern applications
in forecasting and online experimentation that require the continuous monitoring of
data—this renders classic, fixed-sample methods inapplicable. Second, and in relation
to the first point, sequential methods offer a principled methodological alternative to
fixed-sample methods under peeking, the common practice in scientific laboratories of
checking for statistical significance during the data collection process—another barrier
posed by fixed-sample methods. The results contained in this work are crossed by
three intersecting axes: time, invariance and robustness.

Time. With the advent of the coronavirus disease (COVID-19) pandemic, large re-
search efforts were driven towards finding new treatments for it. In the early days of
the pandemic—before any disease-specific vaccines were available—multiple medical
centers around the world were carrying randomized controlled trials on the use of the
Bacillus Calmette-Guérin (BCG) vaccine, typically used against tuberculosis, to treat
COVID. Remarkably, Judith ter Schure, then also a Ph.D. student at CWI, convinced
several of these medical centers to perform a live meta-analysis of their data using
anytime-valid methods. In order to carry this task, it was needed to develop and im-
plement new sequential methodology for the analysis of time-to-event data, one of the
classic topics in statistics since the work of David A. Cox in 1972. The ensuing work
with Judith ter Schure, Alexander Ly, and Peter Griinwald is the subject Chapter 3
in this thesis; it contains methodology for the continuous montoring of time-to-event
data when the survival times of two groups are being compared. This work took place
predominantly at home, given the restrictions of the pandemic.

Invariance. Principles of invariance have turned out to be a very valuable tool in
statistics. The t-test, perhaps the most used test on Earth, is the prototypical example
of a scale-invariant test, a test that does not depend on the units of measurement of
the observations. A large part of the introductory statistical theory for the inference
of location parameters can be summed up in the single statement that the likelihood
ratio test for the t-statistic is the overall—invariant or not—most powerful fixed-sample
test. In Chapter 2, with Rianne de Heide, Tyron Lardy and Peter Griinwald, we tackle
the anytime-valid counterpart of this problem, where power maximization is no longer



meaningful, under more general invariances. The main results in this line of work were
found during the world-wide lock-downs of 2020, but the final form of the results took
much longer to reach their present form.

Robustness Will it rain tomorrow? Prediction is at the center of many tasks of mod-
ern applied research. In this line of research it is asked whether predictors can be built
that perform well in the worst case—that are robust—, and work even better when
data is “easy”. With Wouter Koolen, we studied the simplest problem of prediction
with expert advice, one of the fundamental problems in computational learning theory.
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