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Chapter 3 SAUN: Stack attention U-Net for left 

ventricle segmentation from cardiac cine magnetic 

resonance imaging 
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Abstract 

Purpose: Quantification of left ventricular (LV) volume, ejection fraction and 

myocardial mass from multi-slice multi-phase cine MRI requires accurate 

segmentation of the LV in many images. We propose a stack attention-based 

convolutional neural network (CNN) approach for fully automatic segmentation 

from short-axis cine MR images. 

Methods: To extract the relevant spatiotemporal image features, we introduce two 

kinds of stack methods, spatial stack model and temporal stack model, combining 

the target image with its neighboring images as the input of a CNN. A stack attention 

mechanism is proposed to weigh neighboring image slices in order to extract the 

relevant features using the target image as a guide. Based on stack attention and 

standard U-Net, a novel Stack Attention U-Net (SAUN) is proposed and trained to 

perform the semantic segmentation task. A loss function combining cross-entropy 

and Dice is used to train SAUN. The performance of the proposed method was 

evaluated on an internal and a public dataset using technical metrics including Dice, 

Hausdorff distance (HD) and mean contour distance (MCD), as well as clinical 

parameters, including left ventricular ejection fraction (LVEF) and myocardial mass 

(LVM). In addition, the results of SAUN were compared to previously presented 

CNN methods, including U-Net and SegNet. 

Results: The spatial stack attention model resulted in better segmentation results 

than the temporal stack model. On the internal dataset comprising of 167 post-

myocardial infarction patients and 57 healthy volunteers, our method achieved a 

mean Dice of 0.91, HD of 3.37 mm and MCD of 1.08 mm. Evaluation on the publicly 

available ACDC dataset demonstrated good generalization performance, yielding a 

Dice of 0.92, HD of 9.4 mm and MCD of 0.74 mm on end-diastolic images, and a 

Dice of 0.89, HD of 7.1 mm and MCD of 1.03 mm on end-systolic images. The 

Pearson correlation coefficient of LVEF and LVM between automatically and 

manually derived results were higher than 0.98 in both datasets. 

Conclusion: We developed a CNN with a stack attention mechanism to 

automatically segment the LV chamber and myocardium from the multi-slice short-

axis cine MRI. The experimental results demonstrate that the proposed approach 

exceeds existing state-of-the-art segmentation methods and verify its potential 

clinical applicability. 
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3.1 Introduction  

Due to the excellent image resolution and soft-tissue contrast, cardiac cine magnetic 

resonance imaging (MRI) is considered the reference standard for quantitative 

assessment of cardiac size and function [1,2]. Typically, imaging is performed in 

short-axis orientation, and multiple slices and multiple phases are acquired to image 

the complete left ventricle (LV) over the cardiac cycle. Quantification requires 

segmentation of many images. Traditional manual segmentation is labor-intensive 

and relies on experienced experts. In recent years, the convolution neural network 

(CNN) based approaches have achieved immense success in LV segmentation, and 

many fully automatic segmentation algorithms based on CNN have been proposed. 

U-Net [3] and fully convolution network (FCN) [4] are the typical CNN models used 

in medical image analysis due to their capability of multi-scale feature extraction and 

fusion. Bai et al. [5] used a training set of 4875 subjects (93500 annotated image 

slices) to build a basic FCN for segmentation of the LV in short-axis MRI and used 

a fine-tuning approach to enable segmentation in other datasets. This approach 

required a massive set of images and also labor-intensive manual annotation effort. 

Isensee et al. [6] integrated the segmentation and classification task into an ensemble 

U-Net in which geometrical features extracted from the segmentation results were 

used for pathology classification. Recently, several unsupervised and self-learning 

strategies have been proposed, most of these methods use multiple branches to 

explore additional information and then add these branches to the segmentation 

backbone [7]. Qin et al. [8] proposed a joint model with two branches: one branch 

introduced an unsupervised Siamese style spatial transformer network to extract 

motion features, and the other branch was based on the fully convolutional network 

for segmentation. 

A limitation of previous work is that most of the proposed deep learning methods 

extract image features from a single 2D image only, which implies that potentially 

relevant spatiotemporal information that can be derived from neighboring slices and 

phases is not being exploited [9]. In recent literature, the classical optical flow (OF) 

method [10, 11, 12] has been introduced to extract temporal coherence among 

neighboring phases. For example, Zhao et al. [11] coupled the OF from the specified 

resolution scale to explore the motion features. Yan et al. [12] computed the OF 

features between two neighboring phases and integrated those features into a U-Net. 

However, the OF adopts an iterative method, which is time-consuming. Recently 

some other deep learning methods have been proposed to detect motion features. 

Zhang et al. [13] applied an LSTM model to incorporate local motion information 

by regarding several neighboring frames as input. Desai et al. [14] constructed a 

multi-channel architecture by stacking several neighboring frames to detect the 

spatiotemporal features. However, which architecture and input depth are optimal 

for LV segmentation performance in cine MRI is not fully explored. Therefore, we 
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proposed two image stack models to build a multi-channel architecture. One method 

is called the spatial stack model, combining the target image which is introduced for 

the segmentation and its neighboring slices from the same cardiac phase. The other 

method is called a temporal stack, containing the target image and its neighboring 

phases at the same slice level. Then a stack attention model is proposed to obtain 

weighted potential cardiac information from the stack. Traditional local image 

feature extraction, visual saliency detection, and sliding window methods can all be 

considered as an attention mechanism. However, in a CNN, the attention module is 

usually an additional brief neural network that can recognize the important parts 

from the images or assign different weights to different parts of the input. With the 

development of deep learning, building a neural network with an attention 

mechanism has been an active topic of research in computer vision [15, 16, 17]. 

Because a neural network can learn the attention mechanism autonomously, the 

inclusion of an attention mechanism can help the network to understand the image 

better. Due to its excellent performance, attention mechanism is currently widely 

used in many fields such as machine translation, speech recognition, image caption 

and computer vision. 

    To improve the accuracy of LV segmentation, our work mainly focuses on the 

following aspects: 

(1) We introduce two stack models (spatial stack and temporal stack) as a quasi-

volumetric architecture to extend the depth of the input. 

(2) We propose a stack attention mechanism in which the target image serves as a 

guide to weigh the features from multiple channels and select the spatiotemporal 

information. 

(3) A novel Stack Attention U-Net (SAUN) based on the stack attention and basic 

U-Net is proposed for automatic LV segmentation. 

3.2 Methods 

Different from natural images, MR images only have a single channel (grayscale) 

and have more complex texture features. Meanwhile, the shape, size and position of 

the LV only varies slightly between neighboring slices both in the spatial and 

temporal domain. To address those deformations and contextual information, we will 

first illustrate how to construct a volumetric architecture using the spatial stack 

model and temporal stack model respectively, and then integrate the features from 

the stack model with a novel stack attention mechanism. Finally, we propose the 

SAUN model based on stack attention and basic U-Net for segmentation. 
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3.2.1 Stack model  

Figure.3.1 illustrates the construction of a stack in a case having 30 cardiac phases 

and 12 slices. Spatial stack },,,{ 10,157,154,15 SSSSSM   and temporal stack 

},,,{ 7,187,157,12 SSSTSM 
 
can be used to generate an example image stack of dimension

7N as the input which produces the segmentation result for the central slice 
7,15S .  

 
Figure.3.1. Example of the construction of a spatial and temporal stack of dimension 7. 

Slice 
15,7S  is the target slice; spatial stack model uses slices 

15,4 15,5 15,9 15,10{S ,S ,L,S ,S }  from 

the same phase to build the stack model, while temporal stack model introduces slices 

12,7 13,7 17,7 18,7{S ,S ,LS ,S }  from the same slice level to construct another kind of stack model. 

i,jS  is the image from the ith phase jth slice. 

Spatial stack model (SSM) We propose a novel method named spatial stack model 

to combine the target image with its neighboring spatial slices. The stack model for 

the central slice tpS , can be described as the following, where 

),,2,1;,,2,1(, FjTiS ji   represents the image from the ith phase jth slice, T and 

F is the number of phases and slices in the data set respectively,  and N is the number 

of the images in the stack.  











FjFjif

jjif
and

NtNtjpiSNSSSM jitp

,

1,1

}2)1(,,2)1(,|{),( ,, 

        (3.1) 

Temporal stack model (TSM) Similar to the spatial stack, the temporal stack model 

can be defined as follows 











TiiTiif

Tiiiif
and

tjNpNpiSNSTSM jitp

,

,1

},2)1(,,2)1(|{),( ,, 

           (3.2)
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    The original MR image is a grayscale image with one channel. The image 

represented by the stack model can be regarded as a multi-channel image with 

abundant semantic features. It is important to note that, to our intuition, features 

derived from images closer (in space or time) to the target image contribute more in 

segmenting the object in the target slice. Hence, in order to filter out the background 

noise and extract relevant image information, we further propose the stack attention 

model. 

3.2.2 Stack attention model 

In this part, we introduce the target image as a guide to provide the channel 

information to fuse the neighboring images into the stack.  

 
Figure.3.2. Stack attention module structure 

    In detail, as shown in Figure.3.2, we first perform a 3×3 convolution with ReLu 

non-linearity function on the feature maps from the central slice to ensure the number 

of the feature maps generated from central slice and stack is the same. Then the 

global spatial information is extracted and squeezed to a vector ),,,( 21 CpppP 

through the global average pooling, which can be described as the following equation 

where LW   is the size of the feature map, cf is the feature map of the cth channel 

and C is the number of channels which is equal to the number of kernels in the 

convolution layer.  

),,2,1(),(
1

1 1

Ccjif
LW

p
W

i

L

j
cc 


  

 

                               (3.3) 

    Two different 1×1 convolutions 1K and 2K are applied to further compute the 

weights of each channel as follows: 

sKKPs  )*)*(( 21
'                                  (3.4) 
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where  is the convolution operation,  is ReLu activation function and s  is the 

feature map generated from the stack model. The first convolution 1K reduces the 

dimension of vector P from C  to 2C , and then convolution 2K resizes the length of 

vector P into C  again. However, the dot production with the weights which range 

from 0 to 1 repeatedly will degrade the feature values in deep layers, which may lead 

to negative results. To avoid this problem, finally the weighted stack feature maps 

are added with the original stack feature maps, which means 

),2,1(),()1(),( CcjifPjiattS ccc                           (3.5) 

where cattS  is the cth channel of the attention stack. When cP  approaches to 0, 

),( jiattSc  will approximate to the original features.  

3.2.3 SAUN Network Architecture 

Based on the mentioned stack attention and traditional U-Net, we propose the SAUN 

for the segmentation task. As shown in Figure.3.3, there are two inputs in SAUN, 

one is the central slice which is the target, and the other one is called the initial stack 

(either spatial or temporal stack) which is constructed according to ( , )Stack S N

proposed above. To ensure that the central slice and the stack are at the same feature 

level, the convolution operation is applied to both of them at the same time. 

 

 

Figure.3.3 Segmentation model structure based on Stack Attention and U-Net (SAUN). 

    During training SAUN, we aim to optimize the following loss function, which 

contains the generalized Dice loss and cross-entropy loss. The loss function can be 

formulated as 

 



 









l

i

n

j ijijn

j ijij

l

i i

n

j ijij

l

i i

pg
pgw

pgw
loss

1 1

11

11
)log(21                    (3.6) 
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where the second term is the weighted Dice loss for multiple cardiac structure 

segmentation, and the third term is cross-entropy loss based on pixel-wise 

classification. Parameters pg ,  stand for ground truth and prediction results 

respectively, l  denotes three labels (background, chamber and myocardium), n  is 

the number of the pixels and iw is the weight of each label, which were set to 

]7.0,2.0,1.0[w . 

3.3  Dataset and data preprocessing 

3.3.1 Dataset  

Leeds University Dataset (LUD). One of the datasets in this work is from the 

University of Leeds, UK. This dataset contains 168 post-myocardial infarction 

patients and 57 healthy volunteers. All subjects were scanned on a Philips Ingenia 

1.5T MRI system using a slice thickness of 5.0 mm (or sometimes 8.0 mm) and slice 

gap of 2 mm. The number of slices ranged from 10 to 20, and 30 phases were 

reconstructed to cover a complete cardiac cycle. The in-plane image resolution 

varied from 0.78×0.78 mm2 to 1.18×1.18 mm2 and the range of field of view (FOV) 

varied from 280×280 mm2 to 470×470 mm2. Expert annotations were derived semi-

automatically in all cardiac phases and slices by one observer (RG) with 20 years of 

experience in cardiac MRI using Mass software (Version V2017-EXP; Leiden 

University Medical Center, Leiden, the Netherlands), resulting in 6703 annotated 

images. The subjects’ exams were randomly split into three parts with 141, 15 and 

69 for training, validation and testing, respectively.  

MICCAI 2017 Automated cardiac diagnosis challenge (ACDC 2017). The 

MICCAI 2017 Automated Cardiac Diagnosis Challenge (ACDC 2017) was 

organized by the University Hospital of Dijon and the data used in this challenge has 

become publicly available [18]. The dataset contains short-axis cine MRI exams of 

100 subjects of five patient categories (post-myocardial infarction, dilated 

cardiomyopathy, hypertrophic cardiomyopathy, abnormal right ventricle and healthy 

subjects). The subjects were scanned on two different scanners (1.5T Siemens Area 

and 3.0T Siemens Trio Tim) using a typical slice thickness of 5.0 mm (range 5 - 8 

mm), an inter-slice gap of 5 mm (range 5 - 10 mm) and pixel spacing ranging from 

1.37 to 1.68 mm. For all exams, the manual ground truth annotation was generated 

by a single clinical expert including contours of the LV cavity and myocardium and 

the right ventricular cavity in the end-diastolic (ED) and end-systolic (ES) images. 

In this work, the annotation of the right ventricular cavity was ignored and 

considered as background in the ground truth. The 100 subjects were randomly 

divided into five folds, each fold containing five patient categories and each category 

containing four subjects. We randomly selected three folds to train the network, and 

the other two folds were chosen for validation and testing, respectively. 
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3.3.2 Data preprocessing and augmentation 

Within the available dataset, the images vary in intensity range, FOV and pixel 

spacing. The field of view in the LUD data varies from 280 mm to 470 mm, while 

the heart as the object of interest typically measures 60 mm, occupying only a small 

proportion of the whole image. For example, in our LUD dataset, the average 

proportion occupied by the object relative to the full image is around 2.2%. Hence, 

several image preprocessing methods were performed to standardize those 

parameters.  

    We firstly resample the original images into a common pixel spacing of 1.5 mm, 

and then the image intensities were normalized according to the following formula 

where minP  and m axP  is the minimum and maximum value of 5% and 95% 

percentile of image P . 

minmax

min

PP

PP
p i




                                             (3.7)

 

    To solve the label imbalance problem, the YOLO model [19] is applied to localize 

the region-of-interest (ROI). As illustrated in Figure.3.4 each 2D original image is 

considered as an input, and then YOLO extracts the features from the input to 

generate the bounding boxes. Lastly, the images are cropped or zero-padded to a 

uniform matrix size of 128×128, centered at each bounding box. Additionally, in 

order to train a well generalizing network with limited data, data augmentation was 

employed, including horizontal and vertical clip, image transpose and elastic 

deformation. 

 
Figure.3.4. An example of localization preprocess. In the image, at the left, the red box is 

at the center of the image initially, but it didn’t detect the heart accurately, but after 

applying the YOLO model, the position of the object can be extracted precisely. Lastly, it is 

cropped into a fixed size, centred at the red bounding box. 

3.4 Evaluation metrics 

For quantitative assessment, two aspects, including segmentation and clinical 

parameter estimation, are proposed to compare the performance among different 

segmentation methods. All metrics are evaluated on a per-patient basis. 
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3.4.1. Segmentation accuracy assessment metrics 

Dice is introduced to evaluate the overlap between the automatic and manual 

segmentation mask. In addition, the distance metrics, including Mean Contour 

Distance (MCD) and Hausdorff Distance (HD) are employed as the segmentation 

metrics.  

    MCD and HD are defined as:  

1 1
( , ) ( , )

2 | | 2 | |
A B

B A

p C q CA B

MCD d p C d q C
C C 

                             (3.8) 

max(max ( , ),max ( , ))
A

B

B A
p C q C

HD d p C d q C
 

                           (3.9) 

where CA and CB are the automatic contour and manual contour respectively, 

( , ) min ( , )
q C

d p C d p q


  denotes the minimum distance from point p to contour C.  

3.4.2. Clinical metrics 

Clinical parameters such as LV volume, LV ejection fraction (LVEF) and 

myocardial mass (LVM) are another essential aspect of assessing the quality of 

automatic segmentation. The volume is computed by summation of the number of 

pixels corresponding to the LV or myocardium binary mask, multiplied by the pixel 

dimension. Myocardial mass is calculated by the following formula: 

31.05( / )LVM Myo Volume gram cm                               (3.10) 

and LVEF is defined as: 

100%
EDV ESV

LVEF
EDV


                               (3.11) 

where EDV and ESV are the LV volumes at the end-diastolic and end-systolic phases, 

respectively. 

3.4.3. Statistical analysis 

Pearson correlation coefficient (PCC), mean of differences (Bias) and limits of 

agreement (LOA, 1.96×standard deviation) are assessed to describe the differences 

and the agreement between automatically and manually derived segmentation. In 

addition, Bland-Altman is used to further describe the results. 

    To investigate the statistical significance of the differences between different 

segmentation models, the Wilcoxon signed-rank test is used to compare the 
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difference between paired Dice, HD and MCD without assuming the underlying 

distribution, P<0.05 indicates a significant difference. 

3.5 Experiments and Results 

We trained and evaluated our method on both LUD and ACDC datasets. The 

network is firstly trained on LUD from scratch, and then we performed transfer 

learning to train the network on ACDC. All the experiments were executed on a 

machine equipped with an NVIDIA Quadro RTX 6000 GPU with 24 GB internal 

memory. The networks were implemented using Keras with the following 

parameters: Adam optimizer, batch size as 50, learning rate as 10-5, 150 epochs, as 

well as early stopping, to avoid overtraining the network. 

    First, we explored and determined the optimal value of parameter N in the spatial 

and temporal stack. Second, we compared the results of three classical segmentation 

networks, U-Net, SegNet [20] and 3D U-Net, with SAUN based on Dice, MCD, HD, 

LVEF and LVM on both LUD and ACDC datasets. Meanwhile, to further explore 

the impact of using YOLO for localization and spatial stack for extracting potential 

features on the segmentation performance, another two networks named YOLO+U-

Net (YUN) and SSM+U-Net (SUN) were employed. The cropped images with a 

uniform matrix size of 128×128, centered to the original image, were used as the 

input of U-Net and SegNet. The input of YUN is presented after localization, and 

input of SUN and SAUN are preprocessed with localization and SSM. For the input 

of 3D U-Net, for both datasets, all the 2D slices in the ED or ES phase together are 

stacked to construct a 3D image. Then, all 3D images were resampled into the same 

resolution of 2.5×2.5×5 mm3 and the signal intensity normalized to (0,1). Lastly, all 

3D images were cropped or padded to a size of 112×112×24 as the input of the 3D 

U-Net. For the post-processing, the predictions were resampled to their original 

resolution. All of the networks are assessed using the defined evaluation metrics for 

different levels of the LV, including apex (25% slices in the apical region and 

beyond), middle (50% mid slices) and base (25% slices in the basal region and 

beyond). 

3.5.1 Multi-Channel architecture 

To analyze the impact of the two multi-channel architectures (SSM and TSM) of 

different dimensions on the segmentation results, we trained SAUN using SSM and 

TSM with different dimension parameters N as input. The results presented in 

Table.3.1 illustrates the segmentation performance for LV chamber and myocardium.  

    Results of multi-channel architecture showed four TSM versions (N=3,5,7,9) 

achieved stable segmentation performance for LV chamber and myocardium with 

the best Dice of 0.93 and 0.84, respectively. SSM, however, did work significantly 
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better than TSM with best performance Dice of 0.95 and 0.86 for chamber and 

myocardium with N set to 3. Hence, SSM with dimension N=3 is regarded as the 

optimal input of SAUN. 

Table.3.1. Dice of segmentation results generated from different multi-channel 

architectures with various values of parameter N at LUD using SAUN method. N is the 

dimension parameter. 

3.5.2 Results in LUD 

The performance of the SAUN method was evaluated in the LUD testing data set 

(69 subjects, 1611 2D images). We compared the segmentation performance for 

different heart structures between multiple neural networks using the evaluation 

metrics defined. As the cross-sectional area of the left ventricle at the apical level is 

very small and the image quality at this level is degraded due to particle voluming, 

segmentation errors are more likely to occur at this level, although it will have only 

little effect on the clinical metrics, especially on the LVEF. Hence, we further 

evaluated the segmentation performance on apex, middle and base level, respectively. 

Finally, we report the results of the clinical functional parameters.  

    Table 3.2 and Table 3.3 respectively show the Dice and distance metrics (HD and 

MCD) comparing manual with automatic segmentation. It can be observed that the 

networks with localization perform better than those without localization, which 

confirms that localization can filter out the data noise effectively for the label 

unbalanced data. Moreover, the SAUN method achieved the best segmentation 

results compared to the other networks on Dice, HD, and MCD. The results for the 

individual LV levels further indicate that the SAUN model provides much more 

precise feature maps, leading to the best evaluation metric scores for both LV 

chamber and myocardium at all LV levels.  

 

 Chamber Myocardium 

Parameters SSM TSM SSM TSM 

N=3 0.95(0.05) 0.93(0.07) 0.86(0.07) 0.84(0.11) 

N=5 0.93(0.11) 0.92(0.01) 0.84(0.14) 0.83(0.13) 

N=7 0.93(0.12) 0.92(0.10) 0.84(0.13) 0.81(0.14) 

N=9 0.92(0.13) 0.92(0.11) 0.82(0.13) 0.82(0.12) 
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    The PCC, bias and LOA of the clinical evaluation metrics comparing automated 

segmentation results with results from manual segmentation are reported in 

Table.3.4 and Figure.3.5. For both LVEF and LVM assessment, the proposed SAUN 

network achieves the highest PCC, the smallest bias and LOA. Table.3.5 summarizes 

the significance test results between SAUN and the other state-of-the-art methods on 

LUD, all the P-values are smaller than 0.05, which confirms the significantly better 

results of SAUN compared to the other methods. 

    Figure.3.6 illustrates examples of segmentation results obtained by automated 

SAUN method and conventional manual method from randomly selected cases from 

the test data. It shows that the automated results are highly similar to the manual 

reference at both ED and ES phases. 

Table.3.4. Results of clinical evaluation metrics from all networks against the reference. (1) 

U-Net: basic U-Net without localization, (2) YUN: combine YOLO for localization and 

basic U-Net, (3) SUN: SSM with N=3 as the input of basic U-Net, (4) SegNet: basic 

SegNet without localization, (5) SAUN: SSM with N=3 as the input of proposed SAUN 

network. 

 

Table.3.5. Wilcoxon signed-rank test based significance test results on LUD dataset. (1) 

W(SAUN,U-Net): Wilcoxon signed-rank test’s P-value between SAUN and U-Net, (2) 

W(SAUN,YUN): Wilcoxon signed-rank test’s P-value between SAUN and 

YUN(YOLO+U-Net), (3) W(SAUN,SUN): Wilcoxon signed-rank test’s P-value between 

SAUN and SUN(SSM stack + U-Net ), (4) W(SAUN, SegNet):Wilcoxon signed-rank test’s 

P-value between SAUN and SegNet. 

1.36E-05 means 1.36×10-5. 

 

 LVEF LVM 

Networks PCC (%) Bias ± LOA (%) PCC (%) Bias ± LOA (g) 

U-Net 0.969 2.22±5.89 0.957 3.11±28.60 

YUN 0.972 0.52±5.76 0.971 1.51±20.29 

SUN 0.974 0.22±5.36 0.976 1.47±19.21 

SegNet 0.967 3.34±6.01 0.954 4.51±31.57 

SAUN 0.982 0.11±4.62 0.985 0.58±14.24 

 Chamber Myocardium 

 Dice HD MCD Dice HD MCD 

W(SAUN, U-Net) 1.36E-05 7.09E-12 0.0129 2.86E-09 1.55E-12 6.22E-04 

W(SAUN, YUN) 5.21E-10 5.27E-09 1.37E-08 2.09E-12 1.45E-11 3.00E-10 

W(SAUN, SUN) 1.81E-10 6.70E-03 4.87E-07 4.10E-09 2.56E-04 3.24E-07 

W(SAUN, SegNet) 1.07E-08 1.36E-12 6.56E-07 1.29E-11 7.99E-13 1.19E-06 
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Figure.3.6. Examples of the segmentation results from the SAUN method. The left two 

columns show ED images, and the right two columns show images of ES phase. For each 

phase, images at the apex, middle and base levels are shown. 

3.5.3  Results in ACDC 

We also compared our method with other approaches on the public ACDC 2017 

dataset, which includes short-axis Cine MR exams of 100 patients with manual 

contours. As in this dataset, manual contours are only defined in the ED and ES 

phases; all results are based on those two phases only. 

    Table.3.6 summarizes the segmentation results for the ACDC dataset. The best 

segmentation results on both ED and ES phases are obtained using the SAUN 

method. In Table.3.7 and Figure.3.7, the PCC, bias and LOA are presented and 

illustrated for the comparison of the clinical parameters. It shows that the prediction 

results are highly correlated to the reference with a PCC of 0.985 for LVEF and 

0.981 for LVM. The Bland-Altman analysis illustrated in Figure.3.7 reveals a bias 

for LVEF and LVM, which is close to zero, while the LOA is less than 5% for LVEF 

and less than 6 g for LVM. 
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Table.3.7. Results of clinical evaluation metrics from all networks against the reference.  

(1) U-Net:basic U-Net without localization, (2) YUN: combine YOLO for localization and 

basic U-Net,  (3) SUN: SSM with N=3 as the input of basic U-Net, (4) SegNet: basic 

SegNet without localization,  (5) 3D U-Net: basic 3D U-Net without localization (6) 

SAUN: SSM with N=3 as the input of proposed SAUN network. 

 

Table.3.8 reports almost all the P-values between SAUN and U-Net, SegNet and 3D 

U-Net on ACDC dataset are smaller than 0.05, which confirms there is a significant 

improvement of SAUN compared to the other state-of-the-art methods. Figure.3.8. 

shows the example segmentation results of two randomly selected cases from the 

testing set. 

 
Figure.3.8. Examples of segmentation from the SAUN method from two randomly selected 

cases from the ACDC dataset. The left two columns show ED images, and the right two 

columns images of ES phase. For each phase, images at the apex, middle and base levels 

are shown. 

 LVEF Myo Mass 

Networks PCC Bias±LOA PCC Bias±LOA 

U-Net 0.956 7.40(12.06) 0.965 6.06(9.51) 

YUN 0.972 2.04(15.64) 0.974 2.60(7.08) 

SUN 0.962 0.29(11.09) 0.953 -2.69(10.56) 

SegNet 0.947 8.17(11.59) 0.958 9.26(10.97) 

3D U-Net 0.948 9.51(17.61) 0.963 5.37(8.96) 

SAUN 0.985 2.39(4.61) 0.981 -0.42(5.74) 
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3.6 Discussion 

To explore more spatiotemporal information for automatic cine MRI segmentation, 

we proposed two stack models to construct a multi-channel architecture, then 

introduced a segmentation network based on a stack attention mechanism to weight 

the feature maps from different channels. The method was evaluated on an internal 

and a public dataset demonstrating competitive results compared other typical CNN 

networks. 

3.6.1. Multi-Channel Architecture Comparison 

Our results demonstrate that, when the spatial stack was used to combine the target 

slice and its neighboring slices from the same phase together as the input of the 

network, the performance improved in the testing data. The segmentation results 

were found to be sensitive to the dimension of the spatial stack model. For both 

spatial and temporal stack the optimal value for the dimension parameter N was 

found to be 3. However, the use of temporal stack had a negligible impact on the 

cardiac segmentation results. It also can be observed that all of the evaluation metrics 

from the spatial stack and SAUN are much better than those predicted from basic U-

Net and SegNet whose input is a single 2D image, which illustrates the spatial stack 

model can provide more useful information than a single MRI slice and temporal 

stack. The images in the temporal stack are similar to each other and provided 

comparable features for the network. Whereas, the images from the spatial stack vary 

obviously with the heart region, and when combining the target slice and its 

neighboring spatial slices together as the input of the network, the spatial stack 

contains more information about position, size and shape of the heart.  

    However, including more slices in the stack does not necessarily result in better 

segmentation results. This was clearly demonstrated by the multi-channel 

architecture comparison experiment, which showed that when the parameter N was 

set to a value higher than 3, which implies introducing more spatiotemporal 

information, the performance degraded. In addition, the limited difference between 

the stack network and 2D network is only at the first convolution layer. The stack 

network regards a (W×L×N) volume as an input, and the 2D network accepts a single 

slice (W×L×1) as an input, while the other parts of the network are the same, which 

leads to the stack networks having more parameters only at the first convolution 

layer. 

    Unlike the stack model transferring stack input into multiple 2D feature maps, 

Çiçek [21] and Perslev [22] proposed a 3D network for the segmentation. A 3D 

network will introduce more parameters to extracts the depth-wise features through 

the entire network than 2D and stack networks. During the training process, in order 

to fit the scan volume in memory, Arjun [14] set the batch size to 1, resulting in less 
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stable feature regularization. Other researchers set the number of filters at the initial 

convolution layers into a low value to reduce the number of parameters, but a lower 

number of filters will likely contribute to inferior feature representation and in turn 

cause less accurate segmentation. Another disadvantage of repeated pooling and 

convolution operation is the loss in spatial information in cases with fewer slices. 

Whereas, the spatial stack network can maintain the spatial information and keep the 

approximately same number of parameters as a 2D network resulting in improved 

segmentation performance. 

3.6.2.  Effect of stack attention 

SUN achieved better performance than YUN in LUD; however, in ACDC SUN did 

not get as good results as YUN. Because the slice gap (5mm or 10mm) in ACDC is 

larger than in LUD (2mm), the recognizable variance between the spatially 

neighboring images, such as the shape, size or outline of LV is larger in ACDC, 

which will confuse the network. Meanwhile, when we combine neighboring slices 

having imbalanced labels to build the spatial stack, the proportion of the background 

will increase, compared with a single 2D image, which results in the spatial stack 

generating more data noise. This issue is overcome by employing the proposed 

attention mechanism which weighs and fuses the feature maps of different channels 

from the spatial stack and balances the noise. 

    During fusion of the features, the features from the target slice should be regarded 

as the primary components, and the others from the neighboring slices should be 

considered as the additional information. In the stack attention mechanism, the target 

slice serves as a guideline to keep the primary features, and the global pooling is 

used to compute the weights of different channels to select the feature maps 

generated from the target slice. Therefore, the stack attention can not only reserve 

the primary feature information but also balance the importance of different channels 

to pick up the more important maps. Figure.3.9 illustrates the process of SAUN 

method extracting the feature maps from a random sample taken from the LUD data 

set. The first row illustrates the features for the LV chamber, and the second row is 

the features for the myocardium. The first column is one test case, the last column is 

the ground truth segmentation, and the middle four columns represent feature maps 

from the low, middle, high level and final layer. 

    It can be observed from the performance of Dice in LUD that the segmentation 

predicted by SAUN for the apical level is much better than the other approaches., 

When comparing the results from SUN and SAUN, it can be found that the LOA 

from the SAUN is further improved. The clinical evaluation results in ACDC 

illustrate that the PCC, bias and the limit of agreement computed by SUN is inferior 

compared to the other networks. The evaluations predicted by SAUN achieve best 
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with the attention mechanism. The Bland-Altman plots show almost all of the 

subjects from LUD and ACDC distribute between the upper bound and lower bound, 

which confirms that in the clinical measures the automated method is almost 

unbiased to the manual results. The experiments demonstrate that the proposed stack 

attention mechanism performs well in filtering out data noise during integrating 

neighboring spatial information, weighting and confusing the feature maps of 

various levels as well.  

 
Figure.3.9. Feature map visualization of SAUN. There are 42 convolutional layers in 

SAUN, we did the visualization for each convolutional layer. The first and last columns are 

the original image and the ground truth, the other four columns represent the feature maps 

from low, middle, high levels (from 3rd, 18th, 32nd convolutional layer) and the output of 

the final layer. 

    Our proposed method has several limitations. It ignores the right ventricle (RV) 

and only provided segmentation for the left ventricle and myocardium. If more 

annotation information about the RV is provided for the network, the segmentation 

results could become more accurate. In the current implementation, we separately 

trained the localization and segmentation networks. As for both tasks, the MR image 

features need to be explored; integration of both tasks into a single network would 

result in improved efficiency of the segmentation algorithm.  

3.7 Conclusion 

In this work, we proposed a Stack Attention U-Net based method for automatic LV 

segmentation in short-axis cine MRI and confirmed its benefits in integrating more 

information from neighboring spatial images by employing an attention mechanism 

to weight each channel of the feature maps. The experimental results demonstrate 

that the proposed approach exceeds existing state-of-the-art segmentation methods 

and verify its potential clinical applicability. 
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