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Chapter 6
The quantum dynamics of H2 on
Cu(111) at a surface temperature of
925 K: Comparing theory to
experiments 2

This chapter is based on Smits, B.; Somers, M. F. The Quantum Dynamics of
H2 on Cu(111) at a Surface Temperature of 925 K: Comparing State-of-the-Art
Theory to State-of-the-Art Experiments 2. The Journal of Chemical Physics
2023, 158, 014704, DOI: 10.1063/5.0134817

Abstract
State-of-the-art 6D quantum dynamics simulations for the dissociative

chemisorption of H2 on a thermally distorted Cu(111) surface, using the static
corrugation model, were analysed to produce several (experimentally available)
observables. The expected error, especially important for lower reaction prob-
abilities, was quantified using wavepackets on several different grids as well
as two different analysis approaches. This allowed for more accurate results
in the region where a slow reaction channel was experimentally shown to be
dominant. The lowest reaction barrier sites for different thermally distorted
surface slabs are shown to not just be energetically, but also geometrically,
different between surface configurations. This can be used to explain several
dynamical effects found when including surface temperature effects. Direct
comparison of simulated time-of-flight spectra to those obtained from state-of-
the-art desorption experiments showed much improved agreement compared to
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the perfect lattice BOSS approach. Agreement with experimental rotational and
vibrational efficacies also somewhat improved when thermally excited surfaces
were included in the theoretical model. Finally, we present clear quantum
effects in the rotational quadrupole alignment parameters found for the lower
rotationally excited states, which underlines the importance of careful quantum
dynamical analysis of this system.

6.1 Introduction

The dissociative chemisorption of hydrogen on a Cu(111) surface has, over the
years, become a model system for the field of hetergeneous gas-surface catalysis,
with a wide array of available experimental[1–8] and theoretical[9–24] data. In
these studies the focus is on describing the elementary reaction step of the
dissociation of a small molecule on a (metal) surface. These reaction steps are
considered the chemically rate-limiting step in many industrial processes such
as the Haber-Bosch process[25] (N2 on Fe) or methane steam reforming[26]
(CH4 on Ni). However one of the aspects not always well described by previous
studies is the effects the thermal distortion of and energy exchange with the
surface have on these dissociation reactions[27, 28].

In the previous chapters, we have demonstrated that the static corrugation
model (SCM) is able to accurately include all the relevant surface temperature
effects for the H2/Cu(111) system using thermally distorted, but static, surface
configurations. Over the years, several other models with varying ranges of
computational costs and degrees of overall accuracy have also been proposed
to include surface temperature effects. For CH4 reacting on metal surfaces
Busnengo et al. and Jackson et al. reported a wide range of methods to
include surface temperature effects, including sudden approximations, moving
surfaces and phonon bath approaches[29–35]. Other approaches include the
use of a static disorder parameter by Manson and co-workers[36], the effective
Hartree potential method by Dutta et al.[37, 38], as well as the more general
ring polymer molecular dynamics[39, 40] and high-dimensional neural network
potential approaches[10, 41–43]. However, to our knowledge, the SCM is the
first to have been applied in rigorous 6D quantum dynamics simulations, as
introduced in Chapters 4 and 5. Nevertheless, reduced dimensionality studies
have been performed in the past[44].

The SCM relies on a sudden approximation to describe the surface tem-
perature effects of the H2 dissociation reaction. It was designed to modify
6D perfect lattice potential energy surfaces (PESs) with an additional term
that describes the change in potential energy of the surface due to thermally
distorted configurations. The previous chapters have already shown that such
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a static surface treatment reproduces both experiment and moving surface
(quasi-)classical dynamics well, which has also been observed for methane[30].
Furthermore, the relative simplicity of the expressions used in the SCM also
allow it to be used for full 6D quantum simulations of the H2 dissociation
reaction. Here we Monte-Carlo sample different (thermally distorted) surface
configurations to treat the surface degrees of freedom at a quantum dynamical
sudden approximation level, which has been shown to agree very well with
(quasi-)classical approaches[45]. In doing so, the associated computational cost
of directly adding additional surface degrees of freedom can successfully be
avoided, and the possibility arises to perform (still challenging) accurate diffrac-
tive scattering calculations at low surface temperatures. These calculations can
then, in the future, be directly compared to many experiments, such as the
recent state-of-the-art experiments published by Chadwick et al. obtained using
their molecular interferometry setup[8, 46]. Currently the SCM combined with
surface configurations from molecular dynamics has only been used for surface
temperatures of 925 K, well within the classical limit (Debye temperature)
where standard molecular dynamics can be used. For low surface temperatures
relevant to diffraction experiments (120 K or lower), another approach will be
needed to generate the correct surface configurations adhering to Bose-Einstein
statistics while avoiding the possibility of zero-point energy leaking due to the
thermostat used.

Although the SCM has so far only been applied to the H2 on Cu(111)
system, its approach is expected to be general enough to be applied to other
(diatomic) molecules reacting on transition metal surfaces. It is expected to
perform especially well for those systems where the sudden approximation holds,
i.e., where a relatively large mass mismatch between reactant and surface and
short interaction times with the surface minimise energy exchange. While the
effective three-body expression for the SCM coupling potential will work for any
diatomic molecule interacting with a surface, new expressions would be required
as the number of atoms are increased. This would be an interesting topic for
future research, but is out of the scope of this thesis. The availability of a
data set from for example density functional theory (DFT) calculations, which
can be used to fit both the perfect lattice PES as well as the SCM coupling
potential, would further reduce the workload needed to apply the SCM to other
systems. Thermally distorted surface configurations can be obtained for cases
well within the classical limit using a variety of force-field methods, such as
the embedded atom method that we employ for this thesis. These surface
configurations can also be approximated using, for example, the Debye-Waller
factor as was done in the earlier SCM studies[19, 24].

Chapter 5 demonstrated that the SCM reproduces experimental dissociation
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probabilities well for the lower energy ranges at both the quantum and the
quasi-classical level. Nevertheless, it also shows that direct comparisons to
experimentally fitted dissociation curves is difficult across the entire energy
range, due to the uncertainties in the available experimental data[16]. Therefore
this chapter will focus on several observables which can be derived from earlier
results, supplemented with some additional calculations where needed. We will
discuss the effect of the time step on our QD simulations, especially at very
low reaction probabilities, and the accuracy that is expected from the methods
employed. These results can then be used to investigate the presence or absence
of an experimentally observed slow reaction channel in more depth, which
was previously left an open question due to the compromise between accuracy
and computational cost that had been made. We present several 2D cuts of
the PES for different thermally distorted surfaces, and show how the thermal
displacement of surface atoms changes not only the lowest barrier heights,
but also their geometry on the 2D cut. Next we discuss several fits to the
dissociation probability curves that were obtained, comparing fit parameters to
those obtained from the experiments. We also use these fits to obtain simulated
time-of-flight spectra, which should allow for a more direct comparison of
experimental associative desorption results. Finally, we present results on the
effect of the internal energies of the H2 on the dissociation reaction, using both
rotational and vibrational efficacies and the rotational quadrupole alignment
parameter. Overall, we hope the results presented here will provide a solid data
set for future comparative experimental and theoretical work.

6.2 Methods

Previous chapters focused on dissociation and (rovibrationally elastic) scattering
probabilities obtained using either the EAM-SCM or the BOSS PESs, both at
a QD and a QCD level. Here we will instead compare other variables and/or
observables that can be obtained from these probability curves. Thus the results
presented in this chapter will be almost directly based on those presented in
Chapters 4 and 5, with some additional data added where needed.

6.2.1 Quantum dynamics

We expand on the available QD results of the previous chapters by adding a
WP in the 0.95-1.50 eV energy range for the results in the initial vibrational
ground state. Also included is the WP in the 0.65-1.00 eV range for the v=1,
J=1 states. For the initially rotationally excited states, only those states with
mJ ≥ 0 were considered, with the results for mJ ≠ 0 counted twice in the total
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average per rotational (J) state. This double counting accounts for the mJ < 0
states (as Rv,J,mJ

should equal Rv,J,−mJ
).

We propagate our WPs using the split operator (SPO) method,

Ψ(
−→
Q ; t0 +∆t) = exp(− i

2
K∆t) · exp(−iV (

−→
Q)∆t) (6.1)

exp(− i

2
K∆t) ·Ψ(

−→
Q ; t0) +O[(∆t)3],

with K being the kinetic energy part of our Hamiltonian, as implemented in
our in-house code[45], and further discussed in section 2.1.3 of Chapter 2. Here
the WPs are propagated in a stepwise fashion, first taking a half-step for the
free particle propagation, then a full time step action of the potential is applied,
followed by another half-step as a free particle. This stepwise propagation
method inherently results in an error O[(∆t)3] that scales with the size of the
time step used.

We use a quadratic form of the optical potentials in the scattering and
reactive channel regions[47]. The scattered fraction is analyzed through the
scattering matrix formalism[48], which yields the scattering probabilities for
each rovibrational state and diffraction channel separately. The sticking proba-
bility is subsequently calculated by subtracting the sum of all these scattering
probabilities from one. For some simulations, these sticking probabilities are
also compared to those obtained from a flux analysis in r[49, 50]. This approach
directly measures the flux through a plane for a specific large enough value of r,
but does not yield any information on the scattered states. For a more in-depth
discussion of the basis of these quantum mechanical methods, we direct the
reader to section 2.1 of Chapter 2.

Only those thermally distorted surface atoms in the top two layers of the
surface slab, and within the SCM cutoff distance of 16 bohrs (∼ 8.47 Å) of the
1×1 unit cell corner, are included in the SCM, as this is where the coupling
potential is available[24]. To obtain a single representative dissociation curve
for H2 reacting with thermally distorted Cu(111) at a QD level, we average
the probabilities obtained for a total of 104 unique thermally distorted surface
slabs. Chapter 4 showed 104 surfaces was enough to reproduce the results of
including the full dataset of 25000 surface configurations with only a small
error.

6.2.2 Rotational quadrupole alignment parameter

The rotational quadrupole alignment parameter [A(2)
0 (J)] is a measure of pref-

erence for the H2 to dissociate in particular mJ states. When it is positive,
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dissociating molecules prefer to react rotating parallel to the surface (|mJ | = J;
"helicopter"), while negative values indicate a preference for reactionof molecules
with a rotation perpendicular to the surface (|mJ | = 0; "cartwheel"). A value
of zero indicates no preference for either.

The rotational quadrupole alignment parameter (RQAP) is defined as

A
(2)
0 ≡ ⟨3 cos2 θL − 1⟩ (6.2)

with θL the angle between the angular momentum vector and the surface
normal. The RQAP can also be computed through

A
(2)
0 (J ; v) =

∑
mJ

Pstick(v, J,mJ)
(

3m2
J

J(J+1) − 1
)

∑
mJ

Pstick(v, J,mJ)
, (6.3)

with Pstick(v, J,mJ) the sticking probabilities for the specific rovibrational state.
Assuming using associative desorption detailed balance the RQAP can also be
measured experimentally, although there are no studies available for the H2 on
Cu(111) system to our knowledge. However, some data for D2 is available[5,
51, 52].

6.2.3 Simulating time-of-flight spectra

To more directly compare to the time-of-flight (ToF) spectra obtained from the
state-selective desorption experiments, we can also directly simulate ToF spectra
from our dissociation curves, as described in section 2.4.2 of Chapter 2. In short,
the experimental approach of Ref. [2] is mirrored, making use of direct inversion
under the assumption of detailed balance to directly relate the dissociative
adsorption results to the ToF spectra obtained from associative desorption.
The intensity of the ToF spectrum is related to the sticking probability function
multiplied by a flux-weighted velocity distribution expressed in the time domain,

I(t′)dt′ = K · C(t′) · exp
(−Ekin[t

′]

2kbTs

)(x0
t′

)4
· Pstick(Ekin[t

′]) dt′ (6.4)

with kb the Boltzmann constant, Ts the surface temperature, K a proportionality
constant, Ekin = m

(
x0
t′

)2, and t′ = t − tshift. t and tshift describe the travel
time in and after leaving the field-free region, respectively, and x0 describes the
length of this field-free region in the detector of the experimental setup that is
being simulated.
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The cutoff function we used was of an exponential form

C(Ekin) = 1− e−Eslope(Ekin−Emin) for Ekin > Emin, (6.5)

based on the kinetic energy of the molecule, as was obtained in the experimental
study[7]. The cutoff parameters Eslope, which governs how fast the signal decays,
and Emin, which determines the minimal energy the molecule needed to be
experimentally detectable, were obtained from the same experimental study.

The dissociation curves were fitted to the error function (ERF), Gompertz
function (GMP), and the five-parameter function (FPC) forms to obtain a
continuous representation of [Pstick(En)]. These continuous representations are
required to accurately apply (6.4) over the entire time range. Both the QD and
QCD results were fitted to these functional forms using a Levenberg-Marquardt
routine, minimising the residual difference between the available data-points
and the model. For those QD results where there is overlap between the different
WPs at the same energy, the WP reaching up to higher energy was always
chosen to prevent double counting during the fitting procedure. Using the lower
energy WP, however, should work equally well.

6.2.4 Threshold offset and efficacies

Using the state-selective results, rotational and vibrational efficacies can also
be obtained. These in particular indicate the ability of the rotational and the
vibrational energy of H2 to promote reaction with the surface, which is an
often available from experiments. In this chapter the method by Shuai et al. is
used[53], which relies on first finding the energy offset between the rotational
or vibrational ground state and each specific curve. This approach also gives
another observable, in the form of the threshold offset itself, to compare to, as
described in section 2.4.3 of Chapter 2.

For this chapter, the difference between the logarithms of the two reaction
curves was also minimised to obtain the threshold offset, similar to the procedure
in Ref. [7]. Although using the logarithm of the results should put a focus on
the curve onset of the dissociation curves, it did not appear to change the final
results significantly.

6.3 Results and Discussion

6.3.1 Effect of QD time step

In Chapter 5, we discuss an unphysical “upturn” present for the QD results
at very low reaction and energy, which appears within the same range as the
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Figure 6.1: Dissociative chemisorption probabilities of H2 on Cu(111) for the first
vibrationally excited state, obtained using the BOSS approach and several different
time steps. Included are: (orange) QD results for a time step of 1.5 au using the
scattering amplitude formalism, (blue) QD results for a time step of 0.1 au using the
scattering amplitude formalism, (red circles) QD results for a time step of 2.0 au using
flux analysis method, and (black triangle) QCD results. Both a regular (a) and a

logarithmic (b) scale are used for the reaction probabilities.
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experimental “slow” channel fitted by Kaufmann et al.[7]. However, its shape
led us to believe it was more likely to be noise due to the split-operator method
(Eq. 2.31) being used with a too large time step, this method having an inherent
error scaling with O(∆t3). Other parameters of the QD calculation, such the
size of the specular and scattering grid, the distance of the analysis plane from
the optical potential, and the parameters governing the optimal absorption of
these optical potentials, were found to have little to no effect on the magnitude
of this noise.

To verify the upturn found in the previous study and investigate the influence
of the propagation time step, we now compare our previous results to new
QD results obtained with a time step of 0.1 au (vs. 1.5 au for our original
calculations), as is shown in Figure 6.1. Next to these small time step (blue)
and larger time step (orange) curves, we also include the QCD-BOSS results in
black and the results of the flux analysis method on the same system and a
time step for propagation of 2.0 au.

Comparing the computed reaction probabilities on the regular [Fig. 6.1(a)]
and the logarithmic [Fig. 6.1(b)] scale, we clearly see this “upturn” for the larger
time step results obtained with the scattering amplitude formalism (SAF),
resulting in an error in the range of 10−3. In contrast, the flux analysis method
appears to converge to much smaller probabilities in the 10−6 range, even with a
larger time step for propagation. It should, however, be noted that this analysis
method only yields reaction probabilities, and is thus not suitable to obtain
rotationally and vibrationally (in)elastic scattering probabilities. Finally, by
much reducing the time step, we are able to reduce our error in the results of the
SAF to the range of 10−5, as can be seen by the blue curve. Interestingly, this
smaller time step also has some effect on the higher energy ranges just above
the threshold for reaction, slightly reducing the reaction probabilities we find
similarly to how they are increased at low energy. The good agreement between
flux analysis and SAF results does appear to indicate we obtain accurate
reaction probabilities to as low as 10−4.5 (around 0.17 eV of incidence energy),
where the flux analysis and SAF results diverge.

Different noise-like peaks, most notable around 0.140, 0.165, and 0.190 eV,
have also become more apparent for the QD results obtained with the smaller
time step. These peaks are attributed to entrance channel resonances, i.e.,
trapping of the molecule due to an excitation of the molecular bond as it is
weakened near the surface. Due to the use of the SAF this trapping results in
a small increase in reaction probability, as has also been observed with much
earlier implementations of this analysis method[54, 55]. While we do not expect
these resonances to become much more important as the time step is decreased,
we do expect the error they introduce to become more relevant as other sources
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of noise are reduced. As the flux analysis method only analyses the reactive
flux it is insensitive to this trapping.

Overall, these results once again underline the importance of carefully
crafted wavepackets when using the SPO method, but also give us a range of
error we can expect when further analysing the results for this, and previous,
studies. Clearly, as in every computational study, one always needs to balance
accuracy and computational cost as reducing the time step from 1.5 to 0.1 au
makes every single WP calculation, of the 104 we need to perform per energy
range when including the SCM, 15 times more expensive. Such a study would
thus be more than 1500 times more expensive than a traditional 6D BOSS QD
WP calculation, which nowadays takes roughly 24h on a modern 32 core CPU.

Although the balance between accuracy and computational speed of the
SPO method is very favourable for most of the calculations we performed in
this work, for these curve onsets (and perhaps for other systems in general) the
method scales poorly for lower time steps. Therefore another approach could
be to instead implement another propagation method, which might not perform
as computationally efficient for higher reaction probabilities but does yield
significantly lower propagation errors[56]. Comparisons between the different
propagation methods when applied to our system would also allow for a clearer
estimate of the error we find for the SPO propagation, regardless of the final
analysis method used. Nonetheless, it is noted that for probabilities at the
threshold and beyond, the usual accuracy of 10−3 using dt = 1.5 au is quite
sufficient.

6.3.2 Barrier shape and location

Next we will first discuss several cuts of the PES and the location of the
transition state found there, both for thermally distorted surfaces and the
perfect crystal. These cuts will shed some light not only on the changes in
lowest barrier heights brought about by including the SCM but also demonstrate
how the location of the barrier can change as the surface atoms are shifted
from their ideal lattice positions. These slabs were obtained from the dataset
of surfaces generated in Chapter 3 through molecular dynamics at a surface
temperature of 925 K, applying a highly accurate EAM potential[59]. In Fig. 6.2
and Fig. 6.3, we present a collection of two sets of contour plots (or elbow
plots) of the PES at the (lowest barrier) bridge-to-hollow (bth), and the top-
to-fcc (ttf) reaction sites, respectively. Generally, these lowest barrier sites
will have major effects on the shape of the dissociation curves, as they provide
a predictive tool for the onset of the reaction. In panels (b), (c), and (d) of
Figs. 6.2 and 6.3, we show the potential for a specific less reactive, a very
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rr

BOSS a Surface 

c d

Figure 6.2: Potential energy contour plot for the bridge-to-hollow (bth) reaction
site, as depicted in panel b. The PES was interpolated using the CRP[57] using DFT
obtained with the SRP48 functional[22, 58]. Included are the potential for the (a)
BOSS approach, as well as three different SCM distorted surfaces: (b) less reactive
α, (c) very reactive β, and (d) typical reactivity γ, which have also been discussed
in Chapter 4. The transition state for each 2D PES is marked with a white circle,
including the location of the barrier in the (r, Z, V) format. The distorted surface
slabs for the SCM, at a modelled surface temperature of 925 K, were obtained from

Chapter 3.
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Figure 6.3: Potential energy contour plot for the top-to-fcc (ttf) reaction site,
as depicted in panel b. The PES was interpolated using the CRP[57] using DFT
obtained with the SRP48 functional[22, 58]. Included are the potential for the (a)
BOSS approach, as well as three different SCM distorted surfaces: (b) less reactive
α, (c) very reactive β, and (d) typical reactivity γ, which have also been discussed
in Chapter 4. The transition state for each 2D PES is marked with a white circle,
including the location of the barrier in the (r, Z, V) format. The distorted surface
slabs for the SCM, at a modelled surface temperature of 925 K, were obtained from

Chapter 3.
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reactive, and a typically reactive surface slab respectively, while the transition
state location is also marked in the (r, Z, V) format for each of these cuts.
The ttf reaction site was included specifically due to the large differences in
barrier height between the surface slabs we discuss. These same three surface
slabs have also previously been discussed in Chapter 4, where their associated
reaction and (rovibrationally elastic) scattering probabilities are shown.

Of particular note is the shift of the lowest reaction barrier, both in r and in
Z, when the surface is thermally displaced. This shift can have further dynamical
effects also on the contribution of rovibrational energies to the dissociation
reaction, as we will show in the next sections. Previous studies have already
carefully characterised the effect of individual surface atom displacements, both
parallel and normal to the surface, on the barrier height and location[18, 21].
Now we also show how all these effects work together to form a very different
potential energy landscape between different thermally distorted surfaces. For
the (lowest barrier) bth PES cuts (Fig. 6.2) we find that the inclusion of surface
temperature effects shifts the location of the reaction barrier toward higher
H−H distances, while also slightly moving this barrier closer towards the surface.
In contrast, for the lowest reaction barriers of the ttf PES cuts (Fig. 6.3) we
find barriers with much lower (higher) r and Z values for the very reactive
(non-reactive) surface slab we included. However, even the most reactive barrier
here is much higher than the barriers found for the bth site, and is thus more
important for higher ends of the dissociation curves. We would, however, also
note that this is only a very small part of the dataset of 25.000 distorted surface
configurations used in this work, as each distorted surface slab will have a
uniquely shaped potential energy landscape.

6.3.3 Time-of-flight spectra and fitted parameters

To get a more direct comparison to the available results of associative desorption
experiments, we have simulated time-of-flight spectra for each of our dissociation
curves. Here, we rely on detailed balance and several parameters of the
experimenal setup by Kaufmann et al. to allow for the best possible comparisons
to their results. As the experimental setup was recalibrated every day between
measurements, we chose a constant time offset (tshift = 3.2 µs) and the length
of the field-free region (x0 = 29.25 mm) for Eq. 6.4 as was reported in Ref. [7].
For the continuous expression of the dissociation curve, we use the GMP for
the v = 0 QD-BOSS and all QD-SCM results, and the FPC for the v = 1
QD-BOSS and all QCD results.

As advised by the experimentalists in private communication, it was also
decided to simulate the experimental ToF spectra using their published ERF
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Figure 6.4: Simulated time-of-flight spectra for six rovibrational states: v = 0,
[(a), (c), and (e)] J = 0, 1, 2 and v = 1, [(b), (d), and (f)] J = 0, 1, 2. Spectra are
generated using fits to the QD-SCM (blue), QCD-SCM (green), QD-BOSS (orange),
and QCD-BOSS (black) dissociation curves, and fit to the GMP or FPC functional
forms. Parts of these dissociation curves are also shown in Chapter 5, Also included
are the experimental results by Kaufmann et al.[7], simulated using the published
ERF function fits including the slow channel. A surface temperature of 925 and 923

K was used for the theoretical and experimental simulation, respectively.
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paramters. This should allow for a more direct comparison of the theoretical
results to the experimental curves. The cutoff function of equation 6.5 was
used for the simulation of both the experimental and the theoretical spectra,
with Eslope = 22.8 eV−1 and Emin = 7.2 meV, using values typically reported
by Kaufmann et al.[7] Finally, we used a modeled surface temperature of 923
and 925 K for the experimental and theoretical results respectively. Although
using only an average of the ToF simulation parameters reduces our ability to
directly compare to the experimental results as they were recorded, we believe
it will also reduce the error we can expect due to the needed daily calibrations.
Similarly, we expect little data to be lost by simulating the experimental
spectra from the ERF fits, as they have been shown to be very accurate by the
experimentalists[7].

In Fig. 6.4 we present the simulated ToF spectra for several rovibrational
states, both for QD- and QCD-SCM and -BOSS results, compared to the
simulated experimental results of Kaufmann et al. Of note is the broadening of
the SCM results when compared to the BOSS spectra, which we attribute to
the characteristic curve broadening effect due to surface temperature[60]. Here
the lower reaction barrier of some surface configurations improves dissociation,
while unfavourable configurations (as well as a recoil effect[61]) reduce reactivity
at higher energies. Peak locations found for the SCM are similarly found at
a slightly longer ToF compared to the BOSS. We also find good agreement
between the QD and QCD results, although some differences are found for the
vibrationally excited states, similar to what is observed for the dissociation
curves themselves (Chapter 6). In general, the SCM does increase agreement
with the experimental spectra for all states, although it appears to perform
much better for the vibrational ground states. For the rovibrationally excited
states, the SCM appears to somewhat overestimate the widths of the curves.

The theoretical dissociation curves were also fitted to the ERF functional
form, described in more detail in section 2.4.2 of Chapter 2. The three fitting
parameters obtained for the QD- and QCD-SCM and -BOSS fits are presented
in Fig. 6.5 and compared to those obtained from experiment.

While these fits are commonly used to efficiently compare dissociation curves,
we also find the ERF functional form performs the worst, of the functional forms
we tried, in accurately describing our obtained results from the QD and QCD.
Furthermore, studies have shown that the three fitting parameters E0, W , and
A are not fully independent of each other[3, 19]. Nevertheless, some information
can be gained by comparing these fitted parameters directly. Experimental
saturation values (A) were not included, as they cannot be directly obtained
from the desorption experiments, while the experimental width parameters (W )
were only reported as a constant value per vibrational state.
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Figure 6.5: Fitted ERF parameters for the fits to the QD-SCM (blue), QCD-SCM
(green), QD-BOSS (orange), and QCD-BOSS (black) dissociation curves, for the [(a),
(c), and (e)] v = 0 and [(b), (d), and (f)] v = 1 vibrational states, plotted against
the rotational (J) state. Included are the: [(a) and (b)] E0, [(c) and (d)] W , and
[(e) and (f)] A parameters, as shown in (2.70) of Chapter 2. Where available, the
experimental results of Kaufmann et al.[7] are also included. Error bars represent a

standard deviation of 2σ, obtained from the fitting procedure.
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We observe a slight difference between the E0 parameters [Fig. 6.5(a),(b)]
of the BOSS and SCM approaches, both at the QD and the QCD level. Those
parameters found when fitting the QD results are however somewhat lower
in energy, more so for the vibrational ground state (a) than the vibrationally
excited state (b). The experimental fits yielded even lower values, although
qualitatively theory appears to generally predict the right shape as the rotational
state increases, where reaction occurs earlier as the rotational energy increases.
Only at the lowest rotational states do we see small qualitative differences,
where the experiment predicts a small increase in E0, which theory only finds
later around J = 5.

For the curve widths (W ) [Fig. 6.5(c) and (d)], we see a similar split between
experiment and theory, where both the SCM and BOSS predict higher widths
than found for the experimental fits. Both the QD- and QCD-SCM results
show a higher curve width than the matching QD- and QCD-BOSS results, as
is characteristic for surface temperature effects. Focusing on the QCD widths,
we see that they generally very slowly decrease as the rotational state increases,
which we can attribute to the additional rotational energy helping the molecule
pass the barrier without opening up new reaction paths at higher barriers. At
higher rotation, the new increase in width could indicate the opening up of later
(in r) reaction pathways, which are more efficiently surpassed for molecules with
a higher rotational state. This can be understood by the scaling of 1

r2
as found

in Eq. 2.9. As r increases, the rotational energy of the molecule must decrease
to ensure conservation of angular momentum as it approaches the barrier and
does not change state. This rotational energy can thus assist in surpassing the
dissociation barrier[62]. Finally, at very high J-states even these later barriers
are easily passed by the very high (rotational) energy of the molecule, and
widths rapidly decrease again. Especially for the vibrationally excited states,
this decrease is likely due to the internal energy of the molecule being high
enough to allow for the dissociation to occur, even without any significant
kinetic energy towards the surface.

It is known that for H2 on Cu, the vibrational energy can assist in promoting
the reaction, which we also discuss in section 6.3.4. Somewhat similar effects
were observed in one of the earliest studies using the SCM, however here the
decrease in width for the higher (rotational) states was much less apparent[19].
Unfortunately, not enough rotational states have been calculated to attempt
a similar analysis for the QD results, and the experimental results were only
fitted to a single width per vibrational state.

For the saturation values (A) [Fig. 6.5(e) and (f)] we find that the BOSS
approach generally predicts slightly higher values than the SCM, although this
difference decreases as the internal energy of the molecule increases. This can
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be well explained by a change in barrier heights, locations, and/or the potential
energy landscape surrounding these barriers, when considering different surface
configurations, which we show to have a major effect (see section 6.3.2). Here,
some non-reactive configurations will simply have no clear reaction path on some
higher barrier regions of the full potential. These specific surface slabs would
then be much less reactive, decreasing the maximum reaction probabilities that
are obtained when sampling many configurations.

A also increases very slowly as the internal energy goes up, which can be
explained easily by even the highest reaction barriers being more easily overcome
in the incidence energy ranges we investigated. The values for the (QCD-)SCM
approach increase slightly faster, likely due to the much larger collection of
different barriers available due to all the different surface configurations. It is
not exactly clear what causes the dip in saturation value around the J = 1 for
the vibrationally excited states. Perhaps the low rotational energy combined
with the excited vibrational state prevents the molecule from easily surpassing
the reaction barrier due to unfavourable rotational angles. In contrast, for the
rotational ground state there would be no (significant) rotation to have any
effect, while for higher states the much higher rotational energy can more easily
facilitate reaction purely energetically.

QD results predict a lower saturation than those obtained with QCD,
slightly closer to those predicted by some experimental studies, although it is
unclear what could cause this difference. It could be simply related to the fact
that energy can be far more easily converted between degrees of freedom in
QCD when compared to QD. For QD the molecule cannot as easily convert its
quantised internal energy into degrees of freedom related to the reaction path,
at least when compared to the classical nature of the QCD.

6.3.4 Rotational and vibrational efficacies

The “threshold offset” parameter (∆S) will give us an indication of the increase in
reaction probability due to the additional internal energy of higher rovibrational
states. It is represented by the energy shift that gives the optimal overlap
between the results of the rovibrational ground state and the rovibrationally
excited states (see Eq. 2.74 of Chapter 2). As was suggested by previous studies,
we can use ∆S to determine how efficiently the internal rotational (Eq. 2.75)
and vibrational (Eq. 2.76) energies promote the dissociation reaction in a way
that is more independent from the functional form chosen when fitting the
dissociation curves. Indeed, we find negligible differences in ∆S when obtained
from fits to different sigmoid functions (ERF, GMP, and FPC) or even using
the raw results directly.
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Figure 6.6: Threshold offset parameters for the QD-SCM (blue), QCD-SCM (green),
QD-BOSS (orange), and QCD-BOSS (black) dissociation curves, for the (a) v = 0 and
(b) v = 1 vibrational states, plotted against the total internal (rovibrational) energy of
the H2 molecule. Internal energies are obtained from the FGH method for the SRP48
PES. Where available, the experimental results of Kaufmann et al.[7] are also included.
Errorbars represent a standard deviation of 2σ, obtained from the fitting procedure.
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In Fig. 6.6, we compare the obtained threshold offsets for the vibrational
ground state (a) and vibrational excited state (b), plotted for each rovibrational
internal energy (obtained from the FGH method). In contrast to experiment,
we do not find small negative ∆S values for very low rotational states of the
vibrational ground state. Instead, we see a rapid increase in offset value, followed
by a small region of constant shift around J = 5, which is especially noticeable
for the v = 1 results. This observation is also reflected in the similar behaviour
of the E0 parameters presented in Fig. 6.5. For the higher internal energies, at
higher rotational states, we see both theory and experiment move towards a
linear section. Interestingly the QCD-SCM results appear to increase slightly
more rapidly compared to the QCD-BOSS results, which is more obvious for
the v=1 states in Fig. 6.6(b). This more rapid increase, combined with the
generally higher values found for the SCM results, would indicate that the
internal energy of the H2 molecule can be more easily used to surpass the
dissociation barrier of the thermally distorted surfaces compared to the perfect
crystal lattice. This observation could be explained by the much more varied
number of barriers encountered on the distorted surfaces, and their sensitivity
to different rovibrational energies. The agreement between the QCD and QD
results appears to be excellent, although little can be concluded of the shape of
the full range of internal energy due to the limited amount of QD data available.

The rotational efficacies in Fig. 6.7. show the expected trends based on these
threshold offsets. The differences between the theory and experiment, however,
are much more pronounced as the rotational energies are in the same order of
magnitude as the threshold offsets when considering the lower rotational states.
Due to these smaller energies, we also expect there to be larger errors present
both in the theoretical and experimental results. Nevertheless, we do expect the
basic trends we describe, and the comparisons between the purely theoretically
obtained results below, to be accurate enough. For the low rotational states,
experiments predict a negative rotational efficacy, where rotation actually
hinders the dissociation reaction, known as “rotational cooling”[3] In contrast,
our theoretical results fail to predict this cooling, instead showing a very efficient
use of rotational energy to pass the reaction barrier. For the vibrationally
excited states in panel (b), we even find efficacies above 1, which would indicate
1 meV of rotational energy would help passing over more than 1 meV of reaction
barrier. This then would be well explained by very late reaction barriers, where
rotational energy can greatly contribute to the dissociation reaction. QD- and
QCD-SCM efficacies appear to be slightly higher than those found for the BOSS
results, which again indicates the rotational energy can be more efficiently used
to pass the barrier at low J-states. This observation matches well with the
later barriers (in r) we find in Fig. 6.2. Nevertheless, the SCM, BOSS, as
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Figure 6.7: Rotational efficacies obtained for the QD-SCM (blue), QCD-SCM
(green), QD-BOSS (orange), and QCD-BOSS (black) dissociation curves. Data are
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of Kaufmann et al.[7] are also included.
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Table 6.1: Vibrational efficacies for the QD-SCM, QCD-SCM, QD-BOSS, and
QCD-BOSS approaches, as well as the experimental results of Kaufmann et al.[7],

calculated using Eq. 2.76.

QD QCD ExperimentBOSS SCM BOSS SCM
µvib 0.593 0.645 0.560 0.595 0.636

well as experimental results all show a rotational efficacy of around 0.40 at
higher rotational states, with the SCM efficacies perhaps ever so slightly higher.
Again, we do see a good agreement between the QD and QCD results, but the
limited amount of QD states sampled makes it difficult to draw any definitive
conclusions.

The vibrational efficacies we find, as presented in Table 6.1, agree well with
each other and the experimental results. The QD results are generally slightly
higher than those of the QCD, opposite to what we find for µrot. However,
we do again find slightly higher efficacies for the SCM results, compared to
BOSS. Thus our model predicts that the surface distortions allow for a more
efficient use of vibrational, as well as rotational, energy to pass the dissociation
barrier of the surface. This can, at least partially, be explained by the large
number of different potential energy landscapes we investigate when applying
the SCM and its large number of different surface configurations. Nevertheless,
it is likely that energetic effects also play a role.

6.3.5 Rotational quadrupole alignment parameter

Finally, we will discuss another way of looking at the effect of the internal
orientation of the molecule on the reaction: the rotational quadrupole alignment
parameter (RQAP). This parameter describes the molecule’s “preference” of
reacting either initially rotating normal to the surface (cartwheel) for negative
values, or parallel to the surface (helicopter) for positive values. At exactly
0 we find no preference for either. Previous studies have also calculated this
parameter using QD methods for H2/D2 on perfect crystal Cu(111)[22, 58,
63, 64], Cu(100)[65] and Cu(211)[66] surfaces. Similarly, a previous study has
already shown that the SCM can predict these RQAPs for the D2/Cu(111)
system, although this was only checked at a QC level[19]. However, to our
knowledge, RQAPs computed using both QCD and QD including surface
temperature effects have never been compared to each other directly, especially
obtained using the same potential and based on the same underlying (SRP-
DFT) functional. Yet they are of special interest for our methods, as surface
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Figure 6.8: Rotational quadrupole alignment parameters obtained for the SCM
(green curves and squares) and the BOSS (black curves and triangles) approaches
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temperature effects have previously been shown to clearly affect their values[19,
58]. RQAPs, as shown in figures 6.8 and 6.9, were only computed for those
incidence energies with a reaction probability higher than 1%, with the QD-
SCM results per surface only included in the average above this same value.
Especially for the QD-SCM this greatly reduced the noise at very low energy,
but did not affect the qualitative shape of the curves.

In general, we find that the QD simulations predict much higher RQAPs
than the QCD results, both for the BOSS and the SCM approaches. A smaller
effect was previously also observed for these states [64]. It is not immediately
clear why these QD alignment parameters are much higher. One could argue
that QCD allows for a much simpler redistribution of the internal rovibrational
energies during dynamics, when compared to the QD simulations, which makes
it easier to promote reaction even when the initial state is not favourable.
Interestingly, in the case of higher rotational states, where there are a lot more
states available, this effect appears to be mostly gone (Fig. 6.9) For these higher
rotational states, no QD simulations were available for comparison.

For almost every curve, the highest alignments are not found at the lowest
energy we include, instead only slightly behind these lowest barriers. This
would then imply at least some of the lowest reaction barriers show less of a
preference for rotation parallel to the surface. However, lower incidence energies
also allow the molecule more time to favourably align itself to more easily
surpass the reaction barriers, as the RQAPs are only determined using the
initial rovibrational state in the gas phase. Furthermore, the location of the
(energetically) available barriers could equally affect the amount of dynamical
effects, such as rotational enhancement, that dominate for the different incidence
energies. Indeed, for some rovibrational states we even find negative RQAPs
at low energy, implying a preference for more "cartwheel"-like rotation. No
clear difference is found between the BOSS and SCM results at these lower
rotational states, although especially the QD curves do show the BOSS to
predict somewhat higher alignment parameters near the peak of the curves.
This difference becomes much more apparent at higher J-states, as was observed
in previous work[19]. This effect can be well explained by the distorted surface
configurations modifying the reaction barriers to be less ideal for the “helicopter”-
like rotation, as the surface atoms are displaced in Z towards (or away) from
the incoming reactant[58].

6.4 Conclusion

We have presented our deeper analysis of the previously published 6D quantum
dynamical and quasi-classical results of H2 dissociating on a thermally distorted
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Cu(111) surface using the static corrugation model. As was suggested in the
previous study, we show that the upturn in reaction probability we find at very
low incidence energies, both for QD-BOSS and -SCM, can be entirely removed
by propagating the 6D WPs with a smaller time step. Additional analysis with
the flux analysis method similarly showed the upturn to not be explained by
parts of the wavepackets passing past the reaction barrier in large r (H↔H)
ranges.

We show how the thermal distortion of the Cu(111) surface also leads to
changes in not only the barrier height, but also the barrier location and the
shape of the reaction channel, when considering the H2 dissociation, with the
lowest reaction barrier moving toward slightly higher r and lower Z values.

Expanding the available QD results with several higher energy WPs, the
dissociation curves obtained from theory were fitted to several sigmoidal func-
tions, which were used to simulate time-of-flight spectra. We found improved
agreement between the spectra available from the state-of-the-art desorption
experiments and our (QD-)SCM approach when describing the H2 dissociation
reaction. The fitted parameters of the ERF sigmoidal function also showed a
clear effect of curve broadening when surface temperature is included in the
model, as well as small surface temperature effects. These smaller effects could
be well explained by changes in both barrier height and location, due to the
thermal surface distortions.

Next we calculated a threshold offset parameter for our results, which
describes the energy shift required for a curve at a higher internal energy to
match that of the rovibrational ground state. These parameters were used to
calculate the rotational and vibrational efficacies of our models, which were
compared those to the values found in experiments. As expected, our theoretical
results reproduced experiment well for these parameters, although the overall
effect of surface temperature on these parameters appeared to be very minor.
Only for very low rotational energies did we find differences compared to
experiment, where the rotational efficacy is predicted to be negative, which is
not reproduced by any of our theoretical approaches.

Finally, we also computed rotational quadrupole alignment parameters to
analyse the impact of the different rotational states on the reaction from another
angle. Here we found a much larger preference for the incoming H2 to react
with a rotation parallel to the surface when using our QD methods, compared
to the QCD methods.

Overall, this work present a wide database of experimentally obtainable
parameters that can be used to validate the quality of our current and other the-
oretical and experimental works, when looking at the H2 on Cu(111) dissociation
reaction.
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6.A Appendix: Additional computational details

Table 6.A.1: Computational details for the TDWP quantum dynamics simulations
of H2 dissociation on a Cu(111) surface.

0.10-0.30 eV 0.25-0.70 eV
Zstart (a0) -1.0 -1.0
NZspec 180 256
NZ 128 180
∆Z (a0) 0.15 0.15
Zana (a0) 9.20 12.05
Rstart (a0) 0.60 0.60
Nr 64 64
∆R (a0) 0.15 0.15
Nx 24 24
Ny 24 24
Max. J in basis set 18 18
Max. mJ in basis set 12 12
SCM cutoff (a0) 16.0 16.0
Complex absorbing potentials
ZCAP start (a0) 9.35 12.20
ZCAP end (a0) 18.05 25.85
ZCAP optimum (eV) 0.05 0.125
ZCAP
spec start (a0) 17.00 31.95

ZCAP
spec end (a0) 25.85 37.25

ZCAP
spec optimum (eV) 0.05 0.125

RCAP start (a0) 4.20 4.20
RCAP end (a0) 10.05 10.05
RCAP optimum (eV) 0.10 0.10
Propagation
∆t (h̄/Eh) 1.5 2.5
tf (h̄/Eh) 60000 45000
Initial wave packet
Emin (eV) 0.10 0.25
Emax (eV) 0.30 0.70
Z0 (a0) 13.10 21.95
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Table 6.A.2: Additional computational details for the TDWP quantum dynamics
simulations of H2 dissociation on a Cu(111) surface.

0.65-1.00 eV 0.95-1.50 eV
Zstart (a0) -1.0 -1.0
NZspec 256 256
NZ 180 180
∆Z (a0) 0.15 0.12
Zana (a0) 12.05 12.08
Rstart (a0) 0.60 0.60
Nr 64 64
∆R (a0) 0.15 0.15
Nx 24 24
Ny 24 24
Max. J in basis set 18 18
Max. mJ in basis set 12 12
SCM cutoff (a0) 16.0 16.0
Complex absorbing potentials
ZCAP start (a0) 12.20 12.20
ZCAP end (a0) 25.85 20.48
ZCAP optimum (eV) 0.325 0.475
ZCAP
spec start (a0) 31.95 21.68

ZCAP
spec end (a0) 37.25 29.60

ZCAP
spec optimum (eV) 0.325 0.475

RCAP start (a0) 4.20 4.20
RCAP end (a0) 10.05 10.05
RCAP optimum (eV) 0.10 0.10
Propagation
∆t (h̄/Eh) 2.5 2.5
tf (h̄/Eh) 45000 45000
Initial wave packet
Emin (eV) 0.65 0.95
Emax (eV) 1.00 1.50
Z0 (a0) 21.95 16.88
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Table 6.A.3: Additional computational details for the TDWP quantum dynamics
simulations of H2 dissociation on a Cu(111) surface.

Low time step Flux analysis
Zstart (a0) -1.0 -1.0
NZspec 512 512
NZ 180 180
∆Z (a0) 0.15 0.15
Zana (a0) 15.20 15.20
Rflux (a0) 3.85 3.85
Rstart (a0) 0.40 0.40
Nr 64 64
∆R (a0) 0.15 0.15
Nx 16 16
Ny 16 16
Max. J in basis set 12 12
Max. mJ in basis set 8 8
Complex absorbing potentials
ZCAP start (a0) 15.20 12.20
ZCAP end (a0) 25.85 25.85
ZCAP optimum (eV) 0.05 0.05
ZCAP
spec start (a0) 36.80 36.80

ZCAP
spec end (a0) 75.65 75.65

ZCAP
spec optimum (eV) 0.05 0.05

RCAP start (a0) 4.30 4.30
RCAP end (a0) 8.20 8.20
RCAP optimum (eV) 0.10 0.10
Propagation
∆t (h̄/Eh) 0.1 2.0
tf (h̄/Eh) 180000 180000
Initial wave packet
Emin (eV) 0.10 0.10
Emax (eV) 0.30 0.30
Z0 (a0) 26.0 26.0
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