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Chapter 8

Summary and general discussion
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Chapter 8

This thesis aimed to investigate methodological issues pervasive in epidemiological 
studies with observational data. We specifically focused on dealing with missing data 
in propensity score analysis, identifying measurement errors, and handling medication 
use, both statistically and conceptually. In this discussion chapter, we summarize the 
main findings of our research and discuss implications and future perspectives.

Summary of the main findings
In Chapter 2, we investigated how to optimally handle covariates with missing data 
in propensity score analysis. We generated several simulation scenarios by varying 
missing data mechanisms and the presence of an effect modification of the treatment. 
Our findings demonstrated that no single approach is universally optimal. Which 
methods to use depends on the data structure, such as the missing mechanism and 
presence of effect heterogeneity and/or unmeasured confounding. Importantly, 
complete case analysis or adding missing indicators in a model, methods that are 
considered ‘naïve’ and inappropriate to handle missing data, outperformed multiple 
imputation when missing is not at random. Multiple imputation performed best when 
data were missing at random, but only when the imputation model was correctly 
specified. This implies that the imputation model should include the outcome variable. 
When heterogeneity in the treatment effect is present, an interaction term should as 
well be added to the model.

Chapter 3 examined methods to detect measurement errors possibly due to sample 
dilution in time-serial hormonal data where study participants’ blood was drawn every 
10 minutes for 24 hours. We compared four approaches for detecting measurements 
error: i) Eyeballing by physiological experts, which could be considered as a golden 
standard, ii) the stepwise approach, which incorporates physiological knowledge into 
standard deviation-based detection, iii) Tukey’s fences method, which identifies errors 
based on interquartile ranges, and iv) the expectation-maximization (EM) algorithm 
which mathematically distinguishes the potential distributions of hormone levels 
measured with and without error. Based on the performance in the real-world setting 
and simulated data, we concluded that the stepwise approach, leveraging physiological 
background knowledge, outperformed fully automated data-driven methods, such as 
Tukey’s fences and the EM algorithm. Tukey’s fences performed especially unstably 
when the hormonal profile was mainly flat with few sudden pulses (e.g., growth 
hormone). The EM algorithm could not ensure whether the identified distributions truly 
distinguished outliers from non-outliers. On the other hand, the stepwise approach 
showed consistent performance under different types of hormonal trends.

Chapter 4 studied how to handle variables affected by medication use when the research 
aim is in the variables if not treated. For instance, one may be interested in the effect of 
a genetic factor on blood pressure at a certain age or the effect of blood pressure on the 
risk of cardiovascular disease if no one with hypertension uses antihypertensive drugs. 
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We showed with simulations that which method to use is contingent upon whether the 
affected variable is the exposure, the outcome, or a confounder. When the exposure is 
affected, restricting the study population to the untreated individuals may yield a valid 
result. However, if effect heterogeneity is present, the result may not be extrapolated to 
the overall population. If external knowledge of the mean and standard deviation of the 
medication effect is known, regression calibration with adding the mean medication 
effect to the treated values could be used. When a confounder variable is affected 
by medication use, simple methods such as restricting the population to untreated 
individuals or adding an indicator variable for medication use in a regression model 
may work well. However, when the outcome is affected, simple methods will lead to 
bias. Instead, adding mean medication effect or using censored normal regression is 
appropriate. Based on the results, we encouraged researchers to critically consider the 
processes of medication prescription, the presence of effect heterogeneity, and what 
information on medication effects is available when handling medication use.

Several methods discussed in Chapter 4 require external knowledge of the estimated 
effect of medication and, in some cases, its standard deviation of the medication 
effect. Randomized control trials on drugs may provide the information. However, 
populations in trials often do not represent a population of interest in observational 
research. Applying the medication effect acquired in trials to observational settings 
could introduce bias due to discrepancies in clinical settings between trials and the 
real world.

Hence, in Chapter 5, we aimed to describe changes in glucose and HbA1c levels 
after glucose-lowering medication from routinely collected data in the Netherlands 
Epidemiology of Obesity (NEO) study participants. Electronic Patient Records from 
general practitioners were used to identify incident diabetes cases and repeated 
measurements of glucose and HbA1c. We fitted linear mixed models with time as a 
categorical variable added as fixed and random effect. To avoid regression to the mean 
effect, we set 6 to 12 months before medication prescription as the reference, assuming 
that it would better represent the study participants’ baseline glucose and HbA1c levels. 
The results showed that the effect of mediation was the largest at 6 to 12 months after 
medication use. The estimated effects were smaller than observed in RCTs, however, 
remained effective for more than two years after prescription. The effect of medication 
varied largely between individuals. We also observed that both glucose and HbA1c level 
increased shortly before medication use. This may reflect a random high measurement 
that led to a treatment decision in some individuals. Thus, using the last measurement 
before the start of medication as a reference could lead to a regression to the mean 
effect. The estimated mean changes can be used in further research in the NEO study 
when glucose or HbA1c level is the variable of interest. For instance, when they are 
the outcome of interest, one can add the estimated differences to the measurements 
of individuals using glucose-lowering medication. If they are the exposure of interest, 
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using regression calibration by adopting the mean difference and standard deviation 
could be an option. Routinely collected data allowed investigation of the long-term real-
world effect of medication, which could not be easily obtained from RCTs. However, 
data collection and clinical decision-making processes in the routinely collected 
electronic health records were not clearly known, introducing challenges in our study.

In Chapter 6, we performed a systematic review of how variables affected by 
medication use were handled in clinical research. We showed that a majority of the 
studies ambiguously reported whether their research aim is in the values as observed 
regardless of medication use or if not affected by medication. Even when the aim was 
clear, many studies used invalid methods for handling medication use. Especially 
when the outcome variable was affected, methods that are invalid regardless of 
the research aim, such as restricting a study population to untreated individuals or 
adding an indicator for medication use, were frequently used. More advanced methods 
described in methodological literature were rarely adopted. These results indicated 
that the importance of establishing a clear research question regarding medication 
use is often overlooked, and appropriate methods to handle medication use are not 
well-known to clinical researchers.

Chapter 7 set out to discuss how medication use can be differently incorporated 
into a research question when the exposure or outcome of interest is affected by 
medication use in some people. Under each possibility, we discussed the assumptions 
on relationships between variables and the potential clinical relevance behind them. 
Some questions could be formulated within a causal framework, where emulating a 
target trial could help crystalize the question. Other questions are not suitable for a 
causal estimation but may still provide etiological insight. Concurrently, medication 
use should be handled differently in the analysis of each question, and different 
methodological considerations are required.

Implications and future perspectives

•	 There is no one optimal method for all situations: all decisions made in a study 
depend on contextual knowledge

Numerous decisions have to be made when conducting an epidemiological study, 
from setting a research question and designing a study to analyzing collected data 
and interpreting the results. Every decision should be made consciously according to 
the aims and the population of interest. For the analysis, it is essential to understand 
the structure of the collected data. Whether a certain method is considered default or 
commonly used should not be a reason to routinely choose the method. This is also 
the case when handling confounding, missing data, selection bias, and measurement 
error in observational research.
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For example, we showed in Chapter 2 that using the default settings of multiple 
imputation software could lead to biased results even when the data are missing at 
random if the default regression models are not sufficient to capture the complete 
data structure (3-5). Also, when handling measurement errors, it is essential to know 
how the data were collected. In our particular example of Chapter 3, we utilized the 
information that multiple hormones were processed simultaneously, which was known 
from context-dependent background knowledge (6). Intercurrent events should also be 
dealt with according to one’s research question and corresponding target estimand (7-9). 
We discussed this in a specific context of medication use (see Chapter 3, Chapter 4, 
and Chapter 7). However, in Chapter 6, we observed that many clinical studies applied 
prevalently used but invalid methods.

The increasing availability of electronic health records and disease registries facilitates 
conducting a broad range of observational studies with so-called big data. As sample 
sizes are getting bigger and data structures are becoming more challenging to grasp, 
machine-learning approaches are thought of as attractive alternatives to traditional 
statistical modeling (6). With machine learning approaches, computer algorithms 
can learn and improve themselves to grasp the complex structure and patterns of the 
data. This development may lead to the thought that context-specific knowledge of the 
research setting is redundant as long as ‘big data’ to run a machine learning algorithm 
is available.

Big data, however, also is affected by issues regarding measurement error, selection 
bias, confounding, and missing data, if not more so (10). For instance, in Chapter 5, 
we encountered challenges when using electronic health records, such as selective 
medication prescription within the individuals diagnosed with the same diseases or 
irregular measurements of the outcomes between individuals. These issues will remain 
and will not magically disappear simply by increasing the sample size. The machine 
does not learn itself and will likely derive invalid causal estimates without appropriate 
input in the algorithm about the data collection process and various sources of potential 
error (11, 12). Unless these are adequately addressed, one should be skeptical about the 
interpretability, reproducibility, and reliability of the results from machine learning 
(13, 14). Even in the emergence of big data and machine learning, careful considerations 
of the research setting, clinical knowledge, and study designs remain highly important.

•	 Simulation studies should be used more often in clinical research
In several chapters, we conducted simulation studies to compare the performances 
of different statistical methods and to find an optimal approach in different scenarios 
(see Chapter 2, Chapter, 3 and Chapter 4). A simulation study is a widely used tool in 
statistical research due to its advantage of providing empirical results on how specific 
methods would perform under various settings as opposed to theoretical evidence from 
mathematical derivations (15).

8

166454_Choi_BNW-def.indd   185166454_Choi_BNW-def.indd   185 09-05-2023   09:2109-05-2023   09:21



186

Chapter 8

We suggest clinical researchers utilize simulation studies in collaboration with 
analytical experts when it is unclear which statistical method to use in their research 
setting. Simulation studies can provide information on the magnitude and the direction 
of the bias and/or the robustness of methods under the violation of assumptions 
(16). From such information, one can evaluate the validity of adopting a particular 
method in a given setting. The validity of the methods can also be easily compared in 
several different data structures by modifying simulation parameters. For instance, 
previous methodological studies suggested that Heckman’s treatment model could be a 
suitable method for handling measurements affected by medication. However, through 
simulation studies in Chapter 4, we observed that the method may not be suitable when 
the medication effect varies largely between individuals, which is likely the case in the 
NEO study setting (shown for the glucose-lowering medication effect in Chapter 5).

One of the pitfalls of simulation studies is that the simulation cannot fully reflect 
real-world settings. The complexity of a real-world setting may be mitigated by 
incorporating real-world data into the simulation study. For example, in Chapter 4, 
we used several variables directly from the NEO study data in our simulation so that the 
simulated data would reflect the relationship between the variables in the real world. 
Performing simulation studies would enable researchers to make analytical decisions 
more consciously and enhance transparent reporting on the rationale behind using a 
specific statistical method over another. Several studies discussed how to set up and 
conduct a sound simulation study (15, 17-19).

•	 More focus on bridging the gap between statistical advances and clinical 
research is needed

The statistical methods compared in our simulation studies were not newly developed 
methods but have already been discussed in methodological literature. Our focus in 
this thesis was to compare available statistical methods and provide guidance on when 
and how to properly apply them in specific observational research contexts.

Unfortunately, advances in statistical methods mainly remain within the methodological 
research domain. It often takes a long time, if ever, before new methodological advances 
are adopted in applied research. For example, none of the more advanced methods to 
handle medication use, which we studied in the simulation of Chapter 4, were applied 
in the clinical studies that we reviewed in Chapter 6. Also, pitfalls of commonly used 
methods known in methodological research are easily neglected in applied research, 
leading to potentially flawed results (20, 21). Using multiple imputation without a correct 
model specification is one of the examples shown in this thesis (see Chapter 2).

Possible reasons for the gap between the methodological and clinical research could 
be a lack of understanding of the technical backgrounds of the problems, a difficulty in 
programming in statistical software, or an absence of guidance on when to use which 
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methods in practical settings. To overcome this, there should be a constant focus not 
only on developing new methods but on bridging the gap between existing methods and 
applied epidemiological research (16), to which we hope to have contributed with this 
thesis. Other systematic efforts are being made. For instance, some epidemiological 
journals provide a corner, such as the education corner in the International Journal of 
Epidemiology, to introduce methodological development in an accessible (22).

•	 Confounding, missing data, selection bias, and measurement error are 
interrelated

Our research investigated methodological challenges due to missing data, selection 
bias, and measurement errors in several specific observational study settings. Although 
these biases are mostly addressed as separate issues, they are closely related (23, 24). 
Selection bias is closely related to a missing data problem; a part of the data needed to 
make a valid conclusion about the target population is not observed. Ignoring missing 
data when data are missing at random or not at random would lead to selection bias. 
Missing data is an extreme form of measurement error, and differential measurement 
error may lead to selection bias. Thus, a methodological issue that seemingly originates 
from one type of bias can be approached from multiple angles. Subsequently, a method 
developed to handle one type of problem may be used for handling another one.

For instance, it was demonstrated that a method we used for handling data missing not 
at random in the context of propensity score analysis (see Chapter 2) is also applicable 
when handling bias due to sample selection (25). Although it was unsuccessful, we 
showed that the EM algorithm, which is usually considered in statistical modeling 
when missing values exist, can also be applied in detecting measurement errors (see 
Chapter 3). Also, for handling medication use, we could adopt methods rooted from 
different angles (see Chapter 4). By approaching the problem from a selection bias 
perspective, we used inverse probability weighting or Heckman’s treatment model. 
From a measurement error perspective, we used regression calibration or adding a 
constant value. From a missing data perspective, we used multiple imputation methods. 
From a censored data perspective, we used quantile regression and censored normal 
regression.

Efforts have been made to provide a unified understanding of the biases by adopting 
a potential outcome framework (23, 24, 26, 27). From a more practical angle, several 
authors also provided statistical methods to simultaneously address different sources 
of bias. These include but are not limited to, multiple imputation methods, Bayesian 
models, g-formula, and inverse probability weighting (27-31). We believe seeking 
solutions from broader and more flexible perspectives than approaching each bias in 
an isolated manner will lead to a better possibility of finding an appropriate solution 
in one’s research setting.
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Conclusions

There is no one best method that can be universally applied to mitigate the problems of 
confounding, missing data, selection bias, and measurement error in various settings 
of observational research. No analytical decision should be taken for granted, and 
each source of bias should be handled on the basis of context-specific knowledge. A 
constant pursuit of connecting the methodological and clinical worlds and broadening 
the perspectives on handling biases will contribute to the validity of observational 
research.
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