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Abstract

In epidemiological research, it is common to encounter measurements affected by 
medication use, such as blood pressure lowered by antihypertensive drugs. When one 
is interested in the relation between the variables not affected by medication, ignoring 
medication use can cause bias. Several methods have been proposed, but the problem 
is often ignored or handled with generic methods, such as excluding individuals on 
medication or adjusting for medication use in the analysis.

This study aimed to investigate methods for handling measurements affected by 
medication use when one is interested in the relation between the unaffected variables 
and to provide guidance for how to handle the problem optimally. We focused on linear 
regression and distinguished between the situation where the affected measurement is 
an exposure, confounder, or outcome. In the Netherlands Epidemiology of Obesity study 
and several simulated settings, we compared generic and more advanced methods; 
such as substituting or adding a fixed value to the treated values, regression calibration, 
censored normal regression, Heckman’s treatment model, and multiple imputation 
methods.

For an exposure affected by medication, restricting the analysis to untreated 
individuals could yield unbiased estimates. Regression calibration is an alternative, 
but the mean and standard deviation of the medication effect should be known. For 
an outcome affected by medication, adding the mean medication effect, censored 
normal regression, and imputation using censored regression worked well. For a 
confounder affected, selecting untreated individuals worked well, as well as adjusting 
for medication use, adding mean medication effect, and censored normal regression 
imputation. In conclusion, methods for handling medication effects should be carefully 
chosen based on which variable is affected by medication and available information 
of the clinical setting.
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Handling measurements affected by medication use

1. Introduction

Measurements affected by medication use are commonly encountered in 
epidemiological research. Examples are glucose levels lowered by glucose-lowering 
medications or blood pressure relieved by antihypertensive drugs. Depending on the 
research questions, these measurements can be an outcome of interest or covariates.

Although researchers often are interested in the effect of certain drugs, the relation 
between the values not affected by medication can also be the primary scientific 
interest. However, the value of a variable had an individual not been treated is often 
not available. Using the values affected by medication instead may lead to biased 
results. In clinical research, however, medication use is often ignored or handled with 
naïve methods such as excluding medication users or adjusting for medication use. For 
outcomes affected by medication use, these naïve methods may introduce bias (1-4).

Several methods have been proposed to handle measurements affected by medication 
use. Relatively simple methods are adding an expected medication effect to treated 
values or substituting the treated values for other values (1, 4, 5). More sophisticated 
methods include censored normal regression, Heckman’s treatment model, quantile 
regression, measurement error methods, or advanced imputation techniques (1, 2, 6, 
7). However, these methods are seldom used in applied research. Additionally, many 
of the suggested methods are limited to outcomes affected by medication, and little has 
been known about how to handle exposures or confounders affected by medication.

This study aims to investigate methods for handling measurements affected by 
medication use when the unaffected values are of interest. We focused on etiological 
studies where effects are estimated by linear regression. We discuss different methods 
and compare these methods in a large cross-sectional study of the Netherlands 
Epidemiology of Obesity (NEO) study and several simulation scenarios generated based 
on the NEO data. The scenarios vary on whether the exposure, confounder, or outcome 
is affected by medication use. Based on the results of the simulation study, we provide 
guidance on how to handle the medication effect optimally.

2. Methods to handle measurements affected by medication use

We will consider the situation where for some individuals a variable is affected by 
medication use (e.g., blood pressure affected by antihypertensive drugs), while the 
relation between variables when no one is affected by medication is of interest. For 
convenience, we assume that medication is taken when values are high, aiming to lower 

4
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the values. Depending on the research question, the variable affected by medication 
use can be the exposure, a confounder, or the outcome in an analysis.

The problem of measurements affected by medication can be viewed from different 
perspectives; it can be viewed as a missing data problem, because for people on 
medication, their untreated values are unobserved. It may be viewed as a measurement 
error problem, as the observed values differ systematically from the values had the 
treated individuals not been treated. It could also be viewed as a censoring problem if 
we assume that the unobserved untreated values are at least as high as the observed 
values under treatment. Depending on how one approaches the problem, methods for 
missing data, measurement error, or censored observations can be used.

Table 1 summarizes methods for handling measurements affected by medication use. 
The methods can be categorized as generic methods [M1-M5], a method for the exposure 
affected by medication [M6], methods for the outcome affected by medication [M7-M10], 
and multiple imputation approaches [M11-M13]. Detailed descriptions of each method 
and underlying assumptions are available in Appendix 1. All methods are applied to 
empirical and simulated data in the following sections.

Table 1. Overview of methods for Handling Measurements Affected by Medication use

Methods Description

Generic 
methods

[M1] Ignoring medication use Medication use is ignored.

[M2] Restricting to untreated 
individuals

The analysis is performed in the 
subgroup of individuals who are not 
receiving medication.

[M3] Binary adjustment for 
medication use

An indicator for medication use is added 
as a covariate in the regression model.

[M4] Substituting measurement 
of treated individuals with a 
fixed value

Measurements affected by medication 
are substituted with a prespecified 
value.

[M5] Adding a constant value to
observations of treated 
individuals

A prespecified treatment effect is added 
to the observed measurements of treated 
individuals.

For exposures 
affected by 
medication

[M6] Regression calibration Measurement error methods are used. 
Based on the expected mean treatment 
effect and its standard deviation, the 
observed measurements affected by 
medication are corrected.
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Table 1. Overview of methods for Handling Measurements Affected by Medication use (continued)

Methods Description

For outcomes 
affected by 
medication

[M7] Inverse probability 
weighting

Treated individuals are removed from 
the analysis, and a reweighted analysis 
is performed where more weight is 
given to individuals who are untreated 
but have a similar profile as treated 
individuals

[M8] Quantile regression The method assumes that the untreated 
values of individuals on medication 
would have been above the median, 
conditional on covariates. The median 
outcome is modelled as a function of 
covariates.

[M9] Censored normal 
regression

Measurements of treated individuals are 
considered to be censored observations, 
where the untreated values are assumed 
to be at least as high as the observed 
values affected by treatment, or in more 
complex censoring mechanisms, at least 
as high as the observed values and a 
clinical guideline at which treatment is 
prescribed.

[M10] Heckman’s treatment 
model

Treatment assignment is assumed to be 
dependent on the untreated values, and 
the treatment results in a “structural 
shift” of the mean outcome.

Multiple 
imputation 
approaches

[M11] Predictive mean 
matching

A default multiple imputation option in 
commonly used statistical software. It 
assumes that the observations of treated 
individuals are missing at random.

[M12] Censored normal 
imputation

Censored normal regression is used in 
the imputation algorithm to predict the 
untreated values of those on treatment.

[M13] Heckman’s model 
imputation

Heckman’s model is used in the 
imputation algorithm to predict the 
untreated values of those on treatment

4

166454_Choi_BNW-def.indd   87166454_Choi_BNW-def.indd   87 09-05-2023   09:2109-05-2023   09:21



88

Chapter 4

3. Example: the Netherlands Epidemiology of Obesity Study

The Netherlands Epidemiology of Obesity (NEO) study is a population-based study 
designed to investigate pathways that lead to obesity-related diseases. From 2008 
to 2012, 6,671 individuals aged 45–65 years were included in the study. Participants 
brought all medication they were using to the NEO study site, which was coded using 
the Anatomical Therapeutic Chemical Classification (8). Details can be found elsewhere 
(9). The NEO study data includes several measurements affected by medication; for 
example, 31% of the participants used antihypertensive medication, and 15% used 
lipid-lowering medication.

To illustrate the effect of different methods for handling medication use, we use data 
collected at baseline and consider three research questions:

i) The effect of systolic blood pressure (SBP) on the intima-media thickness (IMT), 
where the exposure is affected by medication.

ii) The effect of BMI on SBP, where the outcome is affected by medication.
iii) The effect of BMI on IMT, adjusted for SBP, where the confounder is affected by 

medication.

All methods described in Table 1 were applied to estimate the regression models 
corresponding to the three research questions stated above. The analyses were adjusted 
for potential confounders: BMI, sex, age, education level, and smoking status.

In the Netherlands, physicians prescribe blood pressure medication generally aiming 
at values below 140 mmHg (10). Therefore, we replaced treated SBP values with 150 
mmHg in the substitution method [M4] and repeated it using 170 mmHg. For adding 
medication effect [M5], we followed previous literature using the values 10 mmHg and 
15 mmHg (4, 11). For regression calibration [M6], the assumed mean treatment effect 
was 15 mmHg; SD=10 mmHg.

For inverse probability weighting [M7], logistic regression was used to estimate the 
probability of medication use based on 21 covariates (see Appendix 2 for details). The 
same covariates were used in the probit part of Heckman’s treatment model [M10] and 
in the multiple imputation approaches [M11-M13]. For quantile regression [M8], the 
values of treated individuals were replaced by 150, 170, and 190 mmHg. For censored 
regression [M9] and imputation [M12], we used 140 mmHg and 160 mmHg as a clinical 
threshold for treatment prescription. For research questions i) and iii) the outcome 
variable IMT was added to the imputation models (12). Ten imputed datasets were 
created in each imputation.
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All analyses were performed using R version 3.6.1, with packages Survival v3.1-8 for 
(13) [M9], SampleSelection v1.2-6 (function treatreg) (14) for [M10], Quantreg v5.54 (15) 
for [M11], MICE v3.7.0 (16) with default options for [M11] and miceMNAR (17) for [M13]. 
R code for [M12] is provided in Appendix 2.

Figure 1 presents effect estimates from the different methods for the three research 
questions. The results show that different methods can lead to quite different effect 
estimates in all three considered situations. This signals that choosing an appropriate 
method for handling measurements affected by medication use is essential for the 
validity of study results.

4. Simulation studies

To understand the results of the NEO study and provide recommendations, we 
performed several so-called real-life simulation studies. To mimic the NEO study as 
closely as possible, we used the baseline variables of the NEO participants (BMI, sex, 
age education, and LDL cholesterol). We simulated SBP, antihypertensive medication 
prescription, and IMT values based on the other baseline variables directly from 
the NEO study. We generated different scenarios where blood pressure could be the 
exposure (scenario 1), the outcome (scenario 2), or the confounder (scenario 3). In each 
scenario, we considered the research questions i), ii), and iii) of Section 3, respectively.

4.1 Simulation setting 1: Medication effect on the exposure
In this simulation setting, we are interested in the effect of SBP on IMT, with SBP affected 
by antihypertensive drugs in some individuals. The untreated SBP depended linearly on 
BMI, sex (man=0, women=1), age, and education (low=0, high=1), with parameter values 
closely corresponding to observed values in the NEO study:

with the residual error  normally distributed with mean 0 and SD 15.9 mmHg. The 
probability of receiving medication depended on BMI, sex, education, and the untreated 
SBP values:
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In this way, approximately 28% of the participants were treated for high SBP. For a SBP of 150 

mmHg, the probability of receiving medication was approximately 11%, while for 180 mmHg, the 

probability was 88%. The Observed SBP was lowered when medication was used: 
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where the medication effect was generated from a normal distribution (30 mmHg, SD=10 mmHg). 

The outcome, IMT was generated as: 
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with 𝜀𝜀𝐼𝐼𝐼𝐼𝐼𝐼 following a normal distribution (0, SD= 9.2 mm). The relation between medication use and 

IMT is confounded by sex and BMI. 

 

4.2 Simulation setting 2: Medication effect on the outcome 

In Simulation setting 2, we consider the effect of BMI on untreated SBP. BMI was taken directly from 

the NEO data. Untreated SBP, medication prescription, and the observed SBP were generated in the 

same way as in Simulation setting 1. 

  

4.3 Simulation setting 3: Medication effect on a confounder 

Here, we consider the effect of BMI on IMT measurement when adjusted for SBP. Untreated and 

observed SBP, medication prescription, and IMT were generated as in Simulation setting 1.  

 

4.4 Alternative simulation scenarios 

Simulation setting 1, 2, and 3 were repeated while changing three parameters: i) The size of the 

mean treatment effect decreased from 30 mmHg to 10 mmHg. In this simulation, 16% of the treated 

individuals’ SBP increased after medication. ii) The standard deviation of the treatment effect 

In this way, approximately 28% of the participants were treated for high SBP. For a 
SBP of 150 mmHg, the probability of receiving medication was approximately 11%, 
while for 180 mmHg, the probability was 88%. The Observed SBP was lowered when 
medication was used:

4
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where the medication effect was generated from a normal distribution (30 mmHg, SD=10 
mmHg). The outcome, IMT was generated as:
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𝑂𝑂𝑂𝑂𝑂𝑂𝑀𝑀𝑝𝑝𝑂𝑂𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 = 𝑈𝑈𝑀𝑀𝑙𝑙𝑝𝑝𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 – 𝑚𝑚𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀𝑙𝑙,   𝑙𝑙𝑒𝑒 𝑀𝑀𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 = 1  

𝑂𝑂𝑂𝑂𝑂𝑂𝑀𝑀𝑝𝑝𝑂𝑂𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 = 𝑈𝑈𝑀𝑀𝑙𝑙𝑝𝑝𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆,    𝑙𝑙𝑒𝑒 𝑀𝑀𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 = 0, 

 

where the medication effect was generated from a normal distribution (30 mmHg, SD=10 mmHg). 

The outcome, IMT was generated as: 

 

𝐵𝐵𝑀𝑀𝐼𝐼 = 31 + 0.2 𝑈𝑈𝑀𝑀𝑙𝑙𝑝𝑝𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 + 0.3 𝐵𝐵𝑀𝑀𝐵𝐵 + 2.8 𝑆𝑆𝑀𝑀𝑆𝑆 + 0.4 𝐴𝐴𝑙𝑙𝑀𝑀 + 0.8 𝐹𝐹𝑀𝑀𝑂𝑂𝑙𝑙𝑙𝑙𝑀𝑀𝑙𝑙 𝐿𝐿𝐿𝐿𝐿𝐿 + 𝜀𝜀𝐼𝐼𝐼𝐼𝐼𝐼, 

 

with 𝜀𝜀𝐼𝐼𝐼𝐼𝐼𝐼 following a normal distribution (0, SD= 9.2 mm). The relation between medication use and 

IMT is confounded by sex and BMI. 

 

4.2 Simulation setting 2: Medication effect on the outcome 

In Simulation setting 2, we consider the effect of BMI on untreated SBP. BMI was taken directly from 

the NEO data. Untreated SBP, medication prescription, and the observed SBP were generated in the 

same way as in Simulation setting 1. 

  

4.3 Simulation setting 3: Medication effect on a confounder 

Here, we consider the effect of BMI on IMT measurement when adjusted for SBP. Untreated and 

observed SBP, medication prescription, and IMT were generated as in Simulation setting 1.  

 

4.4 Alternative simulation scenarios 

Simulation setting 1, 2, and 3 were repeated while changing three parameters: i) The size of the 

mean treatment effect decreased from 30 mmHg to 10 mmHg. In this simulation, 16% of the treated 

individuals’ SBP increased after medication. ii) The standard deviation of the treatment effect 

with 
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𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑝𝑝𝑝𝑝(𝑀𝑀𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 = 1)) = 

− 16 + 0.01 𝐵𝐵𝑀𝑀𝐵𝐵 − 0.5 𝑆𝑆𝑀𝑀𝑆𝑆 − 0.3 𝐸𝐸𝑀𝑀𝐸𝐸𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 + 0.1 𝑈𝑈𝑀𝑀𝑙𝑙𝑝𝑝𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 

 

In this way, approximately 28% of the participants were treated for high SBP. For a SBP of 150 

mmHg, the probability of receiving medication was approximately 11%, while for 180 mmHg, the 

probability was 88%. The Observed SBP was lowered when medication was used: 

 

𝑂𝑂𝑂𝑂𝑂𝑂𝑀𝑀𝑝𝑝𝑂𝑂𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 = 𝑈𝑈𝑀𝑀𝑙𝑙𝑝𝑝𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 – 𝑚𝑚𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀𝑙𝑙,   𝑙𝑙𝑒𝑒 𝑀𝑀𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 = 1  

𝑂𝑂𝑂𝑂𝑂𝑂𝑀𝑀𝑝𝑝𝑂𝑂𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 = 𝑈𝑈𝑀𝑀𝑙𝑙𝑝𝑝𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆,    𝑙𝑙𝑒𝑒 𝑀𝑀𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 = 0, 

 

where the medication effect was generated from a normal distribution (30 mmHg, SD=10 mmHg). 

The outcome, IMT was generated as: 

 

𝐵𝐵𝑀𝑀𝐼𝐼 = 31 + 0.2 𝑈𝑈𝑀𝑀𝑙𝑙𝑝𝑝𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 + 0.3 𝐵𝐵𝑀𝑀𝐵𝐵 + 2.8 𝑆𝑆𝑀𝑀𝑆𝑆 + 0.4 𝐴𝐴𝑙𝑙𝑀𝑀 + 0.8 𝐹𝐹𝑀𝑀𝑂𝑂𝑙𝑙𝑙𝑙𝑀𝑀𝑙𝑙 𝐿𝐿𝐿𝐿𝐿𝐿 + 𝜀𝜀𝐼𝐼𝐼𝐼𝐼𝐼, 

 

with 𝜀𝜀𝐼𝐼𝐼𝐼𝐼𝐼 following a normal distribution (0, SD= 9.2 mm). The relation between medication use and 

IMT is confounded by sex and BMI. 

 

4.2 Simulation setting 2: Medication effect on the outcome 

In Simulation setting 2, we consider the effect of BMI on untreated SBP. BMI was taken directly from 

the NEO data. Untreated SBP, medication prescription, and the observed SBP were generated in the 

same way as in Simulation setting 1. 

  

4.3 Simulation setting 3: Medication effect on a confounder 

Here, we consider the effect of BMI on IMT measurement when adjusted for SBP. Untreated and 

observed SBP, medication prescription, and IMT were generated as in Simulation setting 1.  

 

4.4 Alternative simulation scenarios 

Simulation setting 1, 2, and 3 were repeated while changing three parameters: i) The size of the 

mean treatment effect decreased from 30 mmHg to 10 mmHg. In this simulation, 16% of the treated 

individuals’ SBP increased after medication. ii) The standard deviation of the treatment effect 

following a normal distribution (0, SD= 9.2 mm). The relation between 
medication use and IMT is confounded by sex and BMI.

4.2 Simulation setting 2: Medication effect on the outcome
In Simulation setting 2, we consider the effect of BMI on untreated SBP. BMI was taken 
directly from the NEO data. Untreated SBP, medication prescription, and the observed 
SBP were generated in the same way as in Simulation setting 1.

4.3 Simulation setting 3: Medication effect on a confounder
Here, we consider the effect of BMI on IMT measurement when adjusted for SBP. 
Untreated and observed SBP, medication prescription, and IMT were generated as in 
Simulation setting 1.

4.4 Alternative simulation scenarios
Simulation setting 1, 2, and 3 were repeated while changing three parameters: i) 
The size of the mean treatment effect decreased from 30 mmHg to 10 mmHg. In this 
simulation, 16% of the treated individuals’ SBP increased after medication. ii) The 
standard deviation of the treatment effect changed from 10 mmHg to 1 mmHg. iii) The 
percentage of individuals on medication increased from approximately 28% to 50% by 
changing the intercept of the logistic model for medication use.

4.5 Analysis
All methods [M1-M13] were applied to the simulated data sets in the same way as 
described in Section 3, except we used 20 mmHg and 30 mmHg to add to the treated 
SBP in [M5]. Analyses were adjusted for BMI, sex, age, education level, and smoking 
status. Each simulation was repeated 1000 times. The estimates obtained from using 
untreated SBP values were considered a reference. Mean bias and mean squared error 
were calculated as an overall measure of performance.
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5. Results

5.1 Simulation setting 1: Medication effect on the exposure
Figure 2 (left) and Table 2 display the results of simulation setting 1. The results show 
that medication use cannot be ignored [M1]. Restricting the analysis to untreated 
individuals [M2] yielded estimates very close to the true values. In this setting, 
medication use was affected by the exposure and several covariates, in which case 
one should adjust for all variables both affecting medication use and the outcome to 
prevent selection bias (18). Furthermore, there was no effect modification, meaning 
that the effect of SBP on the outcome in the subgroup of untreated individuals is the 
same as in the total population.

Binary adjustment for medication use [M3] did not work well. In our simulation, 
the medication effect was generated with large variability. This random variability 
in medication effect attenuated the association between SBP and IMT in the treated 
individuals and led to a bias toward the null in the overall effect. The method 
worked better when the variance of the medication effect was smaller (Appendix 3). 
Substituting treated values [M4] did not perform well in any scenarios. The method 
cannot reconstruct the original distribution of the exposure and, therefore in general, 
will yield biased results.

Adding 30 mmHg [M5], which was the true mean medication effect in our simulations, 
did not perform well either. The reason is that the medication effect was generated with 
SD=10 mmHg. Therefore, by adding 30 mmHg to all treated SBP values, we reconstruct 
untreated SBP with random measurement error. Random measurement error in 
exposures will bias the estimates in a regression model (14). The method performed 
better when the random variation of the medication effect was smaller (Appendix 3). 
Regression calibration [M6] yielded unbiased results in all our simulations scenarios, 
assuming that true medication effect and standard deviation are known.

None of the multiple imputation methods [M11-M13] yielded valid results. A possible 
explanation is that the imputation models included the outcome, which does not 
correspond to how medication use was generated in our simulations.

5.2 Simulation setting 2: Medication effect on the outcome
Figure 2 (middle) and Table 2 show the results of Simulation setting 2. Ignoring 
medication use [M1], restricting to untreated subgroup [M2], and binary adjustment 
for medication use [M3] yielded biased results. As the outcome determines medication 
use directly, adjusting or selecting based on medication use [M2 & M3] implies selection 
based on outcome values, which will generally lead to selection bias (19, 20).
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− 16 + 0.01 𝐵𝐵𝑀𝑀𝐵𝐵 − 0.5 𝑆𝑆𝑀𝑀𝑆𝑆 − 0.3 𝐸𝐸𝑀𝑀𝐸𝐸𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 + 0.1 𝑈𝑈𝑀𝑀𝑙𝑙𝑝𝑝𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 

 

In this way, approximately 28% of the participants were treated for high SBP. For a SBP of 150 

mmHg, the probability of receiving medication was approximately 11%, while for 180 mmHg, the 

probability was 88%. The Observed SBP was lowered when medication was used: 

 

𝑂𝑂𝑂𝑂𝑂𝑂𝑀𝑀𝑝𝑝𝑂𝑂𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 = 𝑈𝑈𝑀𝑀𝑙𝑙𝑝𝑝𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 – 𝑚𝑚𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 𝑀𝑀𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀𝑙𝑙,   𝑙𝑙𝑒𝑒 𝑀𝑀𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 = 1  

𝑂𝑂𝑂𝑂𝑂𝑂𝑀𝑀𝑝𝑝𝑂𝑂𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 = 𝑈𝑈𝑀𝑀𝑙𝑙𝑝𝑝𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆,    𝑙𝑙𝑒𝑒 𝑀𝑀𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 = 0, 

 

where the medication effect was generated from a normal distribution (30 mmHg, SD=10 mmHg). 

The outcome, IMT was generated as: 

 

𝐵𝐵𝑀𝑀𝐼𝐼 = 31 + 0.2 𝑈𝑈𝑀𝑀𝑙𝑙𝑝𝑝𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀 𝑆𝑆𝐵𝐵𝑆𝑆 + 0.3 𝐵𝐵𝑀𝑀𝐵𝐵 + 2.8 𝑆𝑆𝑀𝑀𝑆𝑆 + 0.4 𝐴𝐴𝑙𝑙𝑀𝑀 + 0.8 𝐹𝐹𝑀𝑀𝑂𝑂𝑙𝑙𝑙𝑙𝑀𝑀𝑙𝑙 𝐿𝐿𝐿𝐿𝐿𝐿 + 𝜀𝜀𝐼𝐼𝐼𝐼𝐼𝐼, 

 

with 𝜀𝜀𝐼𝐼𝐼𝐼𝐼𝐼 following a normal distribution (0, SD= 9.2 mm). The relation between medication use and 

IMT is confounded by sex and BMI. 

 

4.2 Simulation setting 2: Medication effect on the outcome 

In Simulation setting 2, we consider the effect of BMI on untreated SBP. BMI was taken directly from 

the NEO data. Untreated SBP, medication prescription, and the observed SBP were generated in the 

same way as in Simulation setting 1. 

  

4.3 Simulation setting 3: Medication effect on a confounder 

Here, we consider the effect of BMI on IMT measurement when adjusted for SBP. Untreated and 

observed SBP, medication prescription, and IMT were generated as in Simulation setting 1.  

 

4.4 Alternative simulation scenarios 

Simulation setting 1, 2, and 3 were repeated while changing three parameters: i) The size of the 

mean treatment effect decreased from 30 mmHg to 10 mmHg. In this simulation, 16% of the treated 

individuals’ SBP increased after medication. ii) The standard deviation of the treatment effect 4
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Substituting method [M4] using 150 mmHg led to a large underestimation. It performed 
better when 170 mmHg was used, which was slightly higher than the mean untreated 
SBP in the treated individuals (164 mmHg). Regardless of the substituting values, 
however, the method cannot reconstruct the original distribution of the outcome.

Adding 30 mmHg [M5] yielded unbiased results in all simulation settings (Appendix 
4). Unlike in Simulation setting 1, adding the true mean medication effect yields valid 
results irrespective of the amount of variance in the medication effect.

Inverse probability weighting [M7] resulted in a large bias. Quantile regression [M8] 
performed poorly for all replacement values. In our simulation setting, more than 50% 
were using antihypertensive drugs among individuals with very high BMI. Therefore, 
the median SBP conditional on high BMI was affected by the substituting values.

Censored normal regression [M9] performed reasonably well when the simple censoring 
method was used or when clinical guideline set to 140 mmHg was applied. However, in 
alternative scenarios with a smaller medication effect, the results were off (Appendix 
4). One reason is that the treated SBP was sometimes higher in these scenarios than the 
untreated SBP. This violates the assumption that untreated values are at least as high as 
untreated values (1). Heckman’s treatment model [M10] performed less well in our main 
scenario, which contrasts with the results reported by Spieker et al. (2, 7). Heckman’s 
treatment model assumes that the residual variances of two linear regression models, 
one for untreated individuals and the other for treated individuals, are equal. This 
assumption was violated in our main simulation scenario, as we simulated a medication 
effect with large random variability. This reflects the reported instability of Heckman’s 
treatment (21, 22). In the scenarios with a smaller variance in the medication effect, 
Heckman’s treatment model outperformed the censored regression (Appendix 4).

Multiple imputation with predictive mean matching [M11] resulted in bias. Results 
of multiple imputation with censored regression [M12] were only slightly biased, but 
for smaller medication effects, the method performed less well. Multiple imputation 
with Heckman’s model [M13] sometimes yielded a large underestimation of the effect.

5.3 Simulation setting 3: Medication effect in a confounder
Figure 2 (right) and Table 2 show the results of Simulation setting 3. Ignoring the 
medication effect [M1] resulted in bias. Restricting to untreated individuals [M2] 
performed well, which is the same as adjusting for confounding by restriction. The 
method will yield valid estimation under the conditions as in Simulation setting 1, 
that is, with proper adjustment for variables affecting both medication use and the 
outcome. Binary adjustment for medication use [M3] yielded results close to the truth. 
Substitution methods [M4] were biased, because the distribution of untreated SBP could 
not be correctly reconstructed.
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Adding 30 mmHg [M5] yielded a very small upward bias. This is due to the random 
measurement error introduced by the method. It has been known random measurement 
error in exposures attenuates the effect, while random measurement in confounders 
can lead to overestimation (23, 24).

Multiple imputation with censored regression [M12] yielded results close to the truth, 
especially when clinical guideline information was incorporated, and performed better 
than multiple imputation with Heckman’s model [M13]. All results were consistent in 
the alternative simulation scenarios (Appendix 5).

4
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Exposurea Outcomeb Confounderc

0.050 0.075 0.100 0.5 1.0 1.5 0.20 0.25 0.30 0.35

[M13] Heckman's model

with guideline at 140 mmHg 

standard censoring 

[M12] Censored normal regression

[M11] Predictive mean matching

Multiple imputation methods

[M10] Heckman's treatment model

with guideline at 160 mmHg

with guideline at 140 mmHg

standard censoring

[M9]   Censored normal regression

k = 190 mmHg

k = 170 mmHg

k = 150 mmHg

[M8]   Quantile regression

[M7]   Inverse probability weighting

Methods for the outcome

[M6]   Regression calibration

Methods for the exposure

15 mmHg

10 mmHg

[M5]   Adding a constant value

to 170 mmHg

to 150 mmHg

[M4]   Substituting treated values

[M3]   Binary adjustment for medication use

[M2]   Restricting to untreated individuals

[M1]   Ignoring medication use

Generic methods

Mean and 95% CI

Variable affected by medication use: 

Blood pressure (mmHg)IMT (mm) IMT (mm)

Figure 1

Figure 1. Regression coe�cients and their 95% con�dence interval estimated from the NEO data using 
the di�erent methods to handle medication e�ect. In all analyses, SBP was the variable a�ected by 
medication.  ªQuestion 1: e�ect of SBP (mmHg) on IMT (mm). bQuestion 2: e�ect of BMI (kg/m2) on SBP. 
CQuestion 3: e�ect of BMI on IMT where SBP is a confounder.  
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Exposurea Outcomeb Confounderc

0.17 0.20 0.23 0.54 0.80 1.07 0.17 0.29 0.42

[M13] Heckman's model

with guideline at 140 mmHg 

standard censoring 

[M12] Censored normal regression

[M11] Predictive mean matching

Multiple imputation methods

[M10] Heckman's treatment model

with guideline at 160 mmHg

with guideline at 140 mmHg

standard censoring

[M9]   Censored normal regression

k = 190 mmHg

k = 170 mmHg

k = 150 mmHg

[M8]   Quantile regression

[M7]   Inverse probability weighting

Methods for the outcome

[M6]   Regression calibration

Methods for the exposure

30 mmHg

20 mmHg

[M5]   Adding a constant value

to 170 mmHg

to 150 mmHg

[M4]   Substituting treated values

[M3]   Binary adjustment for medication use

[M2]   Restricting to untreated individuals

[M1]   Ignoring medication use

Genric methods

All untreated values known (true coefficient)

5th and 95th percentile

Variable affected by medication use: 

Blood pressure (mmHg)IMT (mm) IMT (mm)

Figure 2

 
Figure 2. Regression coe�cients and their 5th and 95th percentile estimated from simulation setting 1, 
2 and 3. Results are standardized based on the mean and standard deviation of the true coe�cients 
in each simulation setting. One grid unit represents 2.5 standard deviation. In all scenarios, SBP was 
the variable a�ected by medication use. aQuestion 1: e�ect of SBP (mmHg) on IMT (mm). bQuestion 2: 
e�ect of BMI (kg/m2) on SBP. cQuestion 3: e�ect of BMI on IMT where SBP is a confounder. 

4
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6. Guidance on how to optimally handle measurements affect-
ed by medication use

When interest is in the relation between the unaffected variables, ignoring medication 
use will in general yield biased results regardless of whether the exposure, outcome, 
or confounder is affected by medication. To obtain valid estimates, adequate methods 
for handling medication use are needed.

What to do when exposure is affected by medication?
· Performing analysis on the untreated individuals [M2] is a valid approach and will 

not lead to a large loss in power if the number of treated individuals is relatively 
low. However, there are two things to consider when applying this method: i) One 
should adjust for variables that both affect medication use and the outcome. ii) The 
result cannot be generalized to the total population if the effect of the exposure on 
the outcome is heterogeneous.

· Regression calibration [M6] may be used but requires an external estimate of the 
medication effect with its standard deviation.

What to do when the outcome is affected by medication?
· When an estimate of the mean medication effect is available, it could be added to 

the measurements of treated individuals. This method was also advocated by Tobin 
et al. (1). Like them, we also highly recommend performing sensitivity analysis 
with several different values to determine the stability of effect estimates.

· Quantile (median) regression [M8] can be used when less than 50% of the 
individuals are treated at any value of the exposure. The method does not require 
knowledge of the medication effect and can yield robust estimates but with lower 
power (6) than other methods.

· The advantage of censored normal regression [M9] or multiple imputation 
with censored normal regression [M12] is that no treatment effect needs to be 
specified. However, the method assumes that the observed values are lower than 
the untreated values, which could be violated when the treatment is ineffective. 
Furthermore, the method assumes non-informative censoring, which is likely to 
be violated in most clinical settings. In our simulation, we relaxed this assumption 
by incorporating knowledge from a clinical guideline into a censoring mechanism. 
Both in the study of Tobin et al. and in our main simulation study, the method was 
rather robust against the violation of the non-informative censoring assumption.

· Heckman’s treatment model works well only if the treatment effect has a small 
variance.
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What to do when the confounder is affected by medication?
· Restricting the analysis to untreated individuals [M2] is a valid approach with the 

same considerations as for the exposure affected by treatment.
· Using a binary indicator [M3] is a reasonable solution.
· Adding the true mean medication effect to the treated individuals [M5] performs 

relatively well.

7. Discussion

Our simulation study showed that the problem of variables affected by medication use 
should not be ignored, and proper methods are needed to avoid potential bias. Different 
methods are needed depending on whether the exposure, the outcome, or a confounder 
is affected by medication. Additional information, such as medication prescription 
patterns in clinical settings and the presence of effect heterogeneity, should also be 
considered carefully. Accordingly, all methods need to be used with caution.

One important consideration is the trade-off between the robustness of a method and 
the availability of external information. Methods that use external information on the 
medication effect, such as adding the mean medication effect or regression calibration, 
performed well when the external information was correct. However, such information 
is not always available. Other methods, such as censored regression, Heckman’s 
treatment model, or multiple imputation methods, do not require assumptions on the 
medication effect. However, these methods rely on other assumptions and can perform 
suboptimally if the assumptions are violated.

We aimed our simulation scenarios to resemble realistic clinical situations instead 
of creating an ideal scenario for a particular method. Likely, assumptions required 
for statistical methods will not all be met in clinical data. Therefore, knowing which 
methods are robust against violation of assumptions is relevant. We encourage 
researchers to perform real-life simulations more often, as we did when generating 
simulations based on the NEO study data.

One limitation of our study is that we did not consider situations where more than one 
variable is affected by medication. Additionally, our study focused on the methods 
applicable to cross-sectional analyses. Other approaches may be available; for example, 
when there is an interaction by medication (25), when effect modifiers are associated 
with medication use (7), in longitudinal settings (26), or in the presence of interaction 
or mediation by time-varying treatment (27). Furthermore, we focussed on linear 
regression models, but our recommendations for exposures and confounders will also 
hold for regression models with a binary or survival outcome.

4

166454_Choi_BNW-def.indd   99166454_Choi_BNW-def.indd   99 09-05-2023   09:2109-05-2023   09:21



100

Chapter 4

In summary, the optimal strategy for handling measurements affected by medication 
depends on whether the medication effect is on the exposure, the outcome, or a 
confounder. When deciding which strategy to use, we urge researchers to critically 
consider the processes of medication prescription and what information on medication 
effects is available.
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Appendix 1 

Detailed description of methods for handling medication effect

We consider the situation where a linear relationship between variables when no 
one is affected by medication is of interest and a variable is affected by medication 
use (e.g., blood pressure affected by antihypertensive drugs) for some individuals. 
For convenience, we assume people take medication when values are high, aiming 
to lower the values. Depending on the research question, the variable(s) affected by 
medication use can be the exposure, a confounder, or the outcome in an analysis. 
The different methods to handle medication use are :

NAÏVE METHODS
M1. Ignoring medication use
Measurements affected by medication are used in the analysis as they are observed.

M2. Selecting untreated individuals
Only the individuals who are not receiving medication are included in the analysis.

M3. Adjusting for medication use by adding a binary indicator variable to the 
regression model
An indicator for medication use is added as a covariate in the regression model.

M4. Substituting measurements of treated individuals with a fixed value
As Hunt et al. (1) suggested, measurements affected by medication are substituted with 
a pre-specified value. For example, when guidelines indicate that antihypertensive 
durgs should be prescribed for blood pressures over 140 mmHg, a value higher than 
140 mmHg can be used as a substitution.

M5. Adding a constant value to observations of treated individuals
When the effect of medication on the variable of interest is approximately known, 
the mean treatment effect can be added to the observed measurements of treated 
individuals (2, 3). For blood pressure, for example, some authors added 10 mmHg to the 
systolic blood pressure and 5 mmHg to the diastolic blood pressure when individuals are 
using antihypertensive medication (4, 5). These values were based on known average 
treatment effects from a clinical trial (6). However, this is not a set rule and could be 
adapted

METHODS FOR A MEDICATION EFFECT ON EXPOSURE
M6. Regression calibration
A vast amount of literature addresses measurement error in the covariates of a 
regression model (7, 8). A simple method is regression calibration, where the untreated 

4
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values of the treated individuals (thus, unobserved) replace the measurements affected 
by medication. The untreated values are estimated by the observed values and other 
covariates. The method needs an educated guess of the mean and standard deviation 
of the medication effect. These may be obtained from previous clinical trials or 
observational studies where the effect of treatment is studied.

For individuals on medication, their observed measurement X is replaced by 
λ(X−X)+ X + mean medication effect ; with X, the mean value of X for those using 
medication and λ, so-called reliability ratio (9). The reliability ratio is equal to 

95 

 

95 

 

A vast amount of literature addresses measurement error in the covariates of a regression model (7, 

8). A simple method is regression calibration, where the untreated values of the treated individuals 

(thus, unobserved) replace the measurements affected by medication. The untreated values are 

estimated by the observed values and other covariates. The method needs an educated guess of the 

mean and standard deviation of the medication effect. These may be obtained from previous clinical 

trials or observational studies where the effect of treatment is studied.  

 

For individuals on medication, their observed measurement X is replaced by 𝜆𝜆(𝑋𝑋 − �̅�𝑋) +
�̅�𝑋 + mean medication effect; with �̅�𝑋, the mean value of X for those using medication and λ, so-called 

reliability ratio (9). The reliability ratio is equal to 𝜆𝜆 = 1 − 𝑆𝑆𝑆𝑆(𝑚𝑚𝑚𝑚𝑚𝑚)2/𝑆𝑆𝑆𝑆(𝑋𝑋|𝑍𝑍)2; with SD(med), the 

standard deviation of the medication effect and SD(X|Z), the standard deviation of X for the 

medication users adjusted for Z, a set of other covariates in the regression model.  

  

METHODS FOR A MEDICATION EFFECT ON THE OUTCOME 

M7. Inverse probability weighting (Sampling weights)  

In this approach, treated individuals are removed from the analysis, and more weight is given to 

untreated individuals with a similar profile (10, 11). First, the probability of receiving medication for 

each individual is estimated by logistic regression. Then the untreated individuals are weighted by 

1/(1-probability to receive medication). This creates a pseudo-population with the same 

characteristics as the original population but where no one is treated. 

M8. Quantile regression 

White et al. (12) proposed to use quantile regression for outcomes affected by medication use. In 

this approach, the median outcome is modeled as a function of covariates. The method assumes the 

untreated values would have been above the median conditional on covariates for individuals on 

medication. The treated individuals' outcome values are replaced by k, that is, any value higher than 

the conditional median, after which a median regression model can be fitted. 

M9. Censored normal regression 

An alternative approach is to use methods for censored outcomes (2, 3), such as censored normal 

regression, which assumes a normal underlying distribution of the untreated outcome. This method 

is also known as tobit regression. Measurements of treated individuals are considered to be 

censored observations, where the untreated values are assumed to be at least as high as the 

observed values affected by treatment. An advantage of this method is that no assumptions on the 

treatment effect size are needed. However, non-informative censoring is assumed. The non-

; with SD(med), the standard deviation of the medication 
effect and SD(X|Z), the standard deviation of X for the medication users adjusted for Z, 
a set of other covariates in the regression model.

METHODS FOR A MEDICATION EFFECT ON THE OUTCOME
M7. Inverse probability weighting (Sampling weights)
In this approach, treated individuals are removed from the analysis, and more weight 
is given to untreated individuals with a similar profile (10, 11). First, the probability 
of receiving medication for each individual is estimated by logistic regression. Then 
the untreated individuals are weighted by 1/(1-probability to receive medication). This 
creates a pseudo-population with the same characteristics as the original population 
but where no one is treated.

M8. Quantile regression
White et al. (12) proposed to use quantile regression for outcomes affected by medication 
use. In this approach, the median outcome is modeled as a function of covariates. The 
method assumes the untreated values would have been above the median conditional 
on covariates for individuals on medication. The treated individuals’ outcome values 
are replaced by k, that is, any value higher than the conditional median, after which a 
median regression model can be fitted.

M9. Censored normal regression
An alternative approach is to use methods for censored outcomes (2, 3), such as censored 
normal regression, which assumes a normal underlying distribution of the untreated 
outcome. This method is also known as tobit regression. Measurements of treated 
individuals are considered to be censored observations, where the untreated values 
are assumed to be at least as high as the observed values affected by treatment. An 
advantage of this method is that no assumptions on the treatment effect size are needed. 
However, non-informative censoring is assumed. The non-informative censoring 
implies that conditional on covariates, the probability of receiving treatment does not 
depend on the untreated values. This assumption is likely to be invalid, as individuals 
with higher values are more likely to be treated. Previous simulations showed good 
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performance in realistic scenarios (2). However, recent literature showed that the 
method performed poorly under certain scenarios (13).

More complex censoring mechanisms can also be used to resemble realistic clinical 
settings. For example, when a clinical guideline suggests starting treatment for values 
above a certain threshold δ this information can be incorporated. In this case, the 
untreated values are assumed to be higher than the observed measurements and higher 
than the threshold. That is, for the treated observations, we assume that:

The threshold value of δ is obtained using external knowledge of the clinical setting.

M10.  Heckman’s treatment effects model
Heckman’s treatment effects model originates from economics and can account for 
non-random sample selection (13-15). Spieker et al. (13, 15) used this model for handling 
outcomes affected by medication use. This model assumes that treatment assignment 
depends on the untreated values where higher values are more likely to be treated and 
treatment results in a “structural shift” of the mean outcome. In the standard treatment 
effect model, this treatment effect does not depend on covariates (13), but it is possible 
to extend this model to incorporate effect modification (15).

Technically, the method assumes that there is an unobserved latent variable that 
determines treatment. If its value is above 0, treatment is prescribed. The latent variable 
is correlated with the original untreated values, so people with higher untreated values 
are more likely to be treated. Parameters are estimated by joint modeling of i) a linear 
regression model for the effect of exposure on the untreated blood pressure, ii) the same 
linear regression model for the effect of exposure on the treated blood pressure, with 
a lower constant term which reflects the effect of treatment and iii) a probit model for 
the probability of medication prescription (13, 15). Both the linear regression model 
and the probit model may depend on other covariates.

MULTIPLE IMPUTATION APPROACHES
Untreated values of individuals on treatment can be considered missing, and multiple 
imputation methods can be used to handle these missing values. The method can be 
applied in many different ways under different assumptions. We considered three 
multiple imputation approaches that are based on various assumptions.

M11. Multiple imputation with predictive mean matching via a linear regression 
model
For a numerical variable with missing values, the default multiple imputation option is 
chained equations with predictive mean matching via a linear regression model with 

4
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the main effects of the covariates. This imputation method is readily available in many 
standard statistical software packages. Note that the method assumes that the data is 
missing at random.

M12. Multiple imputation with censored normal regression
Instead of using linear regression as imputation model, censored normal regression 
may be used to predict missing values (16). This may be done under the different 
censoring mechanisms we discussed in [M9]. A regular censored normal regression can 
only be used when medication effect is on the outcome. However, multiple imputation 
with censored normal regression does not have this restriction.

M13. Multiple imputation with Heckman’s model
Galimard et al. developed an imputation approach for missing not at random data using 
Heckman’s model (17). Again, the multiple imputation approach can be used regardless 
of whether the outcome, exposure, or a confounder is affected.
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Appendix 2

Detailed application of the methods

1) Covariates used for inverse probability weighting [M7] and the imputation 
methods [M11-M13]
Sex, age, BMI, total body fat, waist circumference, hip circumference, education level, 
income, smoking status, ethnicity, alcohol intake, the total amount of leisure, glucose, 
insulin, glycated hemoglobulin A1C, triglycerides, HDL cholesterol, LDL cholesterol 
and medication use for glucose, lipid, and depression.

2) R syntax for censored normal imputation [M12]
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Appendix 2. Detailed application of the methods 
 

1) Covariates used for inverse probability weighting [M7] and the imputation methods [M11-M13] 

Sex, age, BMI, total body fat, waist circumference, hip circumference, education level, income, 

smoking status, ethnicity, alcohol intake, the total amount of leisure, glucose, insulin, glycated 

hemoglobulin A1C, triglycerides, HDL cholesterol, LDL cholesterol and medication use for glucose, 

lipid, and depression.  

 

2) R syntax for censored normal imputation [M12] 
# Function to draw from a truncated normal distribution, range lwb-upb 

rnorm.trunc <- function(n,mean,sd, low=-Inf, upp=Inf) 

{U <- runif(n,0,1) 

qnorm(pnorm(low, mean = mean, sd = sd)+ 

        (pnorm(upp, mean = mean, sd = sd)-pnorm(low, mean = mean, sd = sd))*U, mean = mean, sd 

= sd) 

} 

 

# impute censored normal 

mice.impute.censnorm <- 

  function (y, ry, x, wy = NULL,ycens, ...)  

  { 

    #1 prepare data 

    wy <- !ry # wy= TRUE indicates that value should be imputed 

    x <-  as.matrix(x) 

    m <- ncol(x)+1 

     

    # 2. estimate coefficients censored model 

    fit <- survreg(Surv(ycens, ry) ~ x, dist='gaussian') 

    beta <- coefficients(fit) 

    sigma <- fit$scale 

    #    print(fit) 

     

    #3. generate new beta and sigma for bayesian drawings 

    df <- max(length(y[ry]) - ncol(x), 1) 

    rv <- t(chol((vcov(fit)[1:m,1:m]))) 

    beta.star <- beta + rv %*% rnorm(ncol(rv)) 

    sigma.star <- sqrt(df*sigma^2/rchisq(1, df)) 

     

    #4. Draw new observations 

    mean.star <- cbind(1,x[wy, , drop = FALSE]) %*% beta.star 

    vec<- rnorm.trunc(nrow(mean.star),mean.star,sd=sigma.star, low=ycens[wy]) 

    return(vec) 

  } 
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