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New developments in phase refinement 
JP Abrahams* and RAG De Graaff 
A longstanding problem in X-ray crystal lography is that vital 
information regarding the crystal phases is missing from the 
experimental data that are gathered in the diffraction 
experiment. Prior knowledge needs to be introduced in order 
to resolve phase ambiguit ies whenever the diffraction data . 
are not sufficient to unequivocally reconstruct the crystal 
phases through anomalous or isomorphous differences. Very 
recent developments include progress in the appl icat ion of 
direct methods to small proteins and other compounds of a 
similar small size (Shake 'n' Bake, SHELXD, C R U N C H  and 
SIR96), bias-free refinement through the y-correction 
(Solomon), improvements in the determination of phase 
probabil i ty distributions (SHARP) and automated atomic 
refinement (wARP). 
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Abbreviation 
KH Karle-Hauptmann 

Introduction 
In X-ray crystallography, the data that are used to recon- 
struct the electron density of the unit cell of the crystal 
are gathered through diffraction in reciprocal space. T h e  
periodicity of  the crystal dictates the discrete sampling 
intervals in reciprocal space in which the diffracted 
X-rays do not interfere destructively. T h e  intensity of the 
X-rays at each of  these Bragg positions tells us the mag- 
nitude of  the integral repeat of the electron density with- 
in the unit cell, with a direction and periodicity that are 
defined by the angles of diffraction. Unfortunately, an 
essential feature of  the crystal structure is lost in the 
process - -  one still needs to infer the way in which all the 
criss-crossing static planar waves of electron density 
interfere with one another to form the Moire pattern that 
is the crystal. This  is what is known as the phase problem 
in crystallography. Phases need to be inferred and refined 
using additional data. 
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In phase refinement, two types of information are combined - 
experimental data (which can include information on phases) are 
measured in reciprocal space, and prior knowledge, which is based on 
the physical characteristics of the molecules in the unit cell. Prior 
knowledge is most easily formulated in real space. It can be general 
(e.g. electron density is never negative, even when the atomic shape is 
deconvoluted and the density of large solvent cavities will be 
disordered) or specific to a certain crystal (e.g. the existence of 
noncrystallographic symmetry, the availability of a molecular 
replacement model, multiple isomorphous replacement, single 
isomorphous replacement or multiple anomalous dispersion difference 
data, etc.). Prior knowledge can improve the phases, leading to a better 
map, which can then in turn be constrained more specifically. A 
constrained map needs to be corrected for bias, using the T-correction, 
before its structure factors can be recombined with the experimental 
data using (~A weighting, dn, weighting factor resulting in minimum bias; 
IFcn[, structure-factor amplitudes of the 'n'th model; IFob J, observed 
structure-factor amplitudes; mn, resolution-dependent weighting factor 
of the observed structure factors, based on a comparison with a model; 
@0), phases based on experimental information; (~cn), phases of the 
'n'th model; (~n), recombined phases of the 'n'th model. 

Additional information is required to reconstruct electron 
density from measured diffraction data on macromolecular 
crystals. Two classes of such additional information can be 
distinguished - -  difference diffraction data, gathered in 
reciprocal space, and prior knowledge of the physical char- 
acteristics of the molecules in the crystal lattice. Since the 
prior knowledge is usually most easily expressed in real 
space, whereas the experimental data are reciprocal, most 
phase refinement techniques manipulate data in real and 

reciprocal space alternately. Figure 1 summarizes the 
archetypal phase refinement. Note  that it is not a true 
cyclical process, the observed data and prior knowledge 
are reintroduced alternately until convergence has been 
achieved. Going from a set of phased, weighted structure- 
factor differences (mnlFobsl-dnIFcn I, On) tO a set with new 
phases and modified structure-factor amplitudes (IF~n+ll , 
0n+l) (see legend to Figure 1), the new information is often 
introduced in real space, requiring two Fourier transforms. 
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Each time the prior knowledge is introduced, structure 
factors with different reciprocal lattice vectors are com- 
bined with one another, whereas each time that experi- 
mental knowledge is introduced, structure factors with 
identical reciprocal lattice vectors, but from different data 
sets are recombined (see also [1,2°]). This is as a direct 
result of the fact that experimental data is measured in rec- 
iprocal space, whereas prior knowledge is based on physi- 
cal considerations in real space. 

Direct methods 
Recently, Hauptman has written an excellent review on 
direct phasing methods for protein crystallography [3"1. 
These methods do not require experimental phase infor- 
mation or a molecular replacement model and they only 
work when data to a very high resolution (better than 
1.2 fit) are available. Here, we will only deal with some of 
the most recent developments in the field of ab 
initio phasing. 

Direct methods rely on sufficiently general types of prior 
knowledge being introduced in reciprocal space without 
major conceptual difficulty. For example, the concept of 
atomicity can be introduced by deconvoluting the atom- 
ic shape from the measured structure-factor amplitudes, 
transforming these into E-values. A data set of E-values 
is equivalent to a data set of rescaled structure-factor 
amplitudes, with a mean value that is the same for every 
resolution bin of the data set. E-values are therefore also 
referred to as 'normalised structure-factor amplitudes'. 
When atomic resolution is available, properly phased 
E-values give rise to point-like atoms upon a Fourier 
transform into real space, as is to be expected since the 
atomic shape was deconvoluted from the structure. The 
certainty that electron density is never negative and 
derived statistical relationships between structure factors 
inspired various other phase restraints in reciprocal 
space. Examples are the triplets, quartets, and so on, that 
define phase relationships between three, four or more 
structure factors. Considerations like these gave rise to 
the mainstream direct methods programs. In the field of 
protein crystallography, recent successes have been 
reported t~r the Shake 'n '  Bake method [4,5",6] and a 
different version of a similar procedure, Half Baked, 
devised by Sheldrick and Gould [7]. These methods 
have in common the fact that the summed internal con- 
sistency of many small sets of inter-related structure fac- 
tors is optimized, whilst continuously imposing 
atomicity. This is illustrated elegantly by the flmction 
R(~), which is minimized in Shake 'n '  Bake: 

R(,)= 
ZIKHK/COSOHK II(KIIK)/21 
.,KL , ~0(~HK)) J 

Z KHK 
II,K 

where KHK is the weight and 0HK is the phase associated 
with the triplet consisting of reflections It, K and HK. 
Given the value of K, the quotient of the two Bessel 
functions, I10<IIK)/I0(KHK), represents the expected value 
of cos011K, the cosine of the triplet phase. For a given set 
of structure factors with random or nonrandom phases, 
R(0) is minimized by a parameter shift method. Next, a 
map is generated from which atoms are picked. These 
atoms are then used to calculate new structure factors, 
the phases of which are used as the starting point for a 
new round of minimizing R. The  procedure is iterated 
until convergence. Many runs, each using a different 
starting point in reciprocal space, are required in order to 
find the right solution. The  procedure devised by 
Sheldrick and Gould [7] is comparable, although the con- 
ventional tangent formula is used instead of R(~) and 
much more attention is given to picking the best possible 
atoms from the maps. 

The  certainty that clectron density never is negative dic- 
tates that a Karle-Hauptman (KH) matrix is a semiposi- 
tive definite [8]. It was subsequently demonstrated that 
the most probable set of phases maximizes the determi- 
nant of a KH matrix [9,10]. A practical application of 
these properties is the structure determination package 
CRUNCH [11], which has been used to solve structures 
approaching the size of small proteins. Instead of corre- 
lating phases indirectly through triplets and so on, this 
method imposes many phase relationships of different 
orders concurrently. Very recent developments include a 
variation on this theme, in which the driving force in rec- 
iprocal space is the minimization of the sum of the square 
of the negative cigenvalues of large KH matrices (large 
with respect to the number of atoms in the unit cell) 
[12°,13]. An eigenvector of a matrix is a special vector that 
does not change direction when multiplied with this 
matrix. The  corresponding eigenvalue is the scale factor 
by which the magnitude of the vector changes upon mul- 
tiplication with the matrix. An important advantage is 
that the screening of random starts before refinement 
seems possible. 

All three direct methods of phase determination described 
here have their problems: 

1. The minimization of R(d)) by a parameter shift is rather 
crude, but more sophisticated methods are frustrated 
because first and second derivatives of R(d~) with 
respect to the phases are not easily available. 

2. The t~angent formula is a crude instrument for protein 
structures, since its basic assumption, that all triplet 
phases are zero, is obviously untrue. 

3. The storage requirement of the KH matrices required 
for the eigenvalue method increases with N e, the 
square of the number of atoms present in the unit cell. 
This currently limits its practicality. 
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Bias-free ref inement  
It is essential to the procedure of phase refinement (see 
Figure 1) that prior knowledge is introduced into {mnlFobs I 
- dnIFcn] , ~n}-type data (the 'weighted experimental map', 
resulting in {IFcn+l] , ~)n+l}-type data (the 'new model 
map'). The new model map, containing the prior knowl- 
edge, is then recombined with the experimental data. Prior 
knowledge and the experimental data can only be com- 
bined meaningfully when they are scaled appropriately. 
More specifically, in order to prevent model bias, prior 
knowledge should only be introduced into resolution 
ranges in which it can be expected to be pertinent. In prac- 
tice, resolution-dependent weighting procedures using 
Sim or (YA weighting factors are used. These resolution- 
dependent weighting factors are calculated using the cor- 
respondence between structure-factor amplitudes of the 
experimental data and the data modified according to prior 
knowledge [14,15"]. If, in a certain resolution range, these 
amplitudes match poorly, the information in this range is . 
weighted down. 

The statistics upon which the calculation of the Sim or c~ A 
factors is based assume that the experimental data and 
new model map, constrained by prior knowledge, are 
mutually independent. It is usually the case, however, 
that despite modification of the structure factors through 
the introduction of prior knowledge, certain aspects of the 
data remain unaffected or are affected to only a small 
degree. For example, when the solvent area of a map is 
flattened (here one introduces prior knowledge that the 
solvent in large channels and cavities will be disordered 
[16]), the electron density in the protein region remains 
the same. As a result, a certain fraction of each individual 
structure factor of the {[Fcn+ll, ~)n+l} data will be biased 
towards a corresponding factor of the {mnlFobsl - dnlFcnl, 
On} data [17"]. It was assumed until recently that it is t o o  

difficult to separate the bias component from the new 
information, so this problem is usually ignored. The result 
is model bias. 

It was recently demonstrated that the degree to which con- 
strained structure factors arc individually biased towards 
unmodified factors can, in many instances, be calculated 
without major difficulty [17"]. To calculate this bias, one 
first expresses the prior knowledge as a real-space func- 
tion, g, that is multiplied at every grid point by the map, f, 
into which this knowledge is to be introduced: 

fnew = f'g' 

The bias can be removed by subtracting from fnew the 
scalar product of f and the mean value of g (denoted by ~): 

f(new, unbiased) = f'g-T f" 

In this equation, 7f is the remnant of the original, uncon- 
strained map that still exists after the introduction of prior 
knowledge. As this remnant doesn't carry any new 

information, it represents the bias component. Recom- 
bination of the experimental data with f(now, unbiased) 
using 6A weighting is now warranted, as the subtraction 
of Tf makes both types of data independent. As a result, 
better maps can be obtained [18]. 

Better  phase probabil i ty distr ibut ions 
Experimental phase information can be obtained by 
-measuring the differences in diffraction that are induced 
by a heavy or anomalous scatterer. Such phase informa- 
tion cannot be exact, but instead must be represented by 
a probability distribution, usually bimodal. Each individ- 
ual structure factor has its own associated phase proba- 
bility distribution. 

Recently, it has become clear that proper determination of 
the phase probability distributions requires a maximum 
likelihood protocol for the refinement of the heavy or 
anomalous atom parameters [19"]. The program SHARP 
maximizes L({g}), the sum of the logarithms of the likeli- 
hood of each of the complex structure factors of a data set, 
given the differences in diffraction of a constellation of 
heavy and/or anomalous scattering atoms described by a 
set of parameters {g}. Centric reflections (cen) and acentric 
reflections (acen) have different types of probability distri- 
butions and, therefore, need to be treated separately: 

L({g})= ,ogt,, ..... ({4)]  
agg~q ce~ 

"['he likelihood of a structure factor, ATOT({g}), is the prod- 
uct of all the probability distributions associated with a 
given native structure factor, integrated over all possible 
phases and over all possible moduli of the structure factor, 
given {g}. The value of ATOT({g}) depends not only on the 
heavy-atom parameters, but also on the experimentally 
determined isomorphous and anomalous differences and 
on estimates of the variances of these measurements. 
Nonisomorphism is modeled by two components - -  one 
that increases the variance with resolution (modeling ran- 
dom global perturbations of the structure) and one that 
decreases with resolution (modeling localized differences, 
such as altered solvent contrast, missing low occupancy 
sites or locally induced conformational changes). The set 
of parameters {g} for which the likelihood is maximal is 
then used to calculate the phase probabilities. 

Based on such a set of phase probability distributions, 
which are a true statistical representation of both the 
experimental accuracy of the data and the lack of isomor- 
phism, unbiased density-modification procedures can 
approximate the true phases by combining and redistribut- 
ing the phase probabilities of all the measured structure 
factors. To this aim, a y-corrected solvent-flattening proce- 
dure (implemented in Solomon and linked to SHARP in 
the user interface) plays an important part in generating 
accurate maps. 
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Automatic atomic refinement 
Ins tead  of  visual ly in te rp re t ing  the maps ob ta ined  using 
s tandard methods ,  such as s ingle i somorphous  replace-  
ment ,  m u l t i p l e  i s o m o r p h o u s  r e p l a c e m e n t ,  m u l t i p l e  
anomalous  dispers ion or molecular  r ep lacement ,  it is also 
possible  to first au tomat ica l ly  improve  the phases.  In  an 
extens ion of  the  program ARP [20"], the  p rocedure  of 
wARP [21•°,22 °] genera tes  a n u m b e r  of  equa l -a tom atom- 
ic models  automatically.  About  20% more  atoms than are 
required in order  to s imula te  the  a tomic weight  of  the  
prote in  are p laced in high dens i ty  at sens ible  dis tances  
from each other. T h e  models  are then  ref ined  with a max- 
imum l ike l ihood method .  After  each r e f inemen t  step,  the  
models  are checked  us ing Fobs-F c and 3Fobs-2F c differ- 
ence  maps.  In  an Fobs-F c di f ference map,  posi t ive densi-  
ty appears  where  the  model  is incomple te ,  a toms in 
negat ive  di f ference dens i ty  are wrong and correct  parts of 
the  s t ruc ture  have no a p p r e c i a b l e  densi ty .  F r o m  a 
3Fobs-2F c di f ference map,  s imilar  information can be 
deduced ,  bu t  correct parts of the  mode l  now also have 
associated density. T h c s c  maps can bc easier  to interpret .  
Atoms are added  if unexp la ined  dens i ty  is encounte red ,  
whereas  others  are d iscarded if  they  conflict  with one 
another  chemica l ly  or if  their  t e m p e r a t u r e  factors become  
too high. Finally,  s t ructure  factors based  on a n u m b e r  of 
these  models  are averaged and the  individual  phases  are 
we igh ted  on the basis of  the  cons is tency be tween  the  dif- 
ferent  models .  I f  the  initial  phases  are of l imi ted  qouality 
and the unphased  data is avai lable to at tcast 2.5 A, this 
me thod  will lead to much improved  maps  that  are gener-  
ally easily in te rpre ted .  

Conclusions 
Clearly, a relat ionship exists be tween  the recent  develop-  
ments  reviewed in this paper. All the  methods  quoted here 
rely on a successful admixture  of  information in real and 
reciprocal space. Provided the data are of sufficient quali- 
ty, the program SHARP, followed by Solomon, provides 
the  user with maps that are general ly readily interpretable .  

I f  this is not the case or when a poor molecular  replace- 
men t  model  is available, wARP provides the user with an 
automatic  means of phase improvemen t  and extension.  I t  
is interest ing to see how the authors of the wARP method  
succeed in imp lemen t ing  atomici ty  in their  phase refine- 
ment  technique,  even though the data available are not of 
atomic resolution. 

Current  direct  methods  do need  atomic resolution data, 
which obviously detracts  greatly from their  usefulness.  
Procedures  such as Shake  'n '  Bake may be appl icable  to 
more usual protein data if the concept  of  atomici ty could 
be incorporated into thc phase re f inement  in some way. 
T h e  wARP method is obviously rather expens ive  in terms 
of computer  resources. T h e  effect iveness in improving the 
phases suggests, however,  that the  ideas involved may be 
of  interest  to other authors concerned with the develop-  
ment  of methods  for structure determinat ion.  
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