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Image Processing and Lattice Determination for
Three-Dimensional Nanocrystals
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Abstract: Three-dimensional nanocrystals can be studied by electron diffraction using transmission cryo-
electron microscopy. For molecular structure determination of proteins, such nanosized crystalline samples are
out of reach for traditional single-crystal X-ray crystallography. For the study of materials that are not sensitive
to the electron beam, software has been developed for determining the crystal lattice and orientation
parameters. These methods require radiation-hard materials that survive careful orienting of the crystals and
measuring diffraction of one and the same crystal from different, but known directions. However, as such
methods can only deal with well-oriented crystalline samples, a problem exists for three-dimensional (3D)
crystals of proteins and other radiation sensitive materials that do not survive careful rotational alignment in
the electron microscope. Here, we discuss our newly released software AMP that can deal with nonoriented
diffraction patterns, and we discuss the progress of our new preprocessing program that uses autocorrelation
patterns of diffraction images for lattice determination and indexing of 3D nanocrystals.

Key words: electron diffraction, 3D nanocrystals, image processing, lattice determination, protein crystals,

cryo-EM

INTRODUCTION

When the electron beam in a transmission electron micro-
scope (TEM) passes through a thin (e.g., <100 nm) crystal-
line layer, the electrons scatter and interfere with each other
and (if the microscope is set to the proper mode) a diffrac-
tion pattern can be observed on a fluorescent screen or be
recorded on film, image plate (Fig. 1), or a charge-coupled
device camera. The constructive interference of the electrons
focused as spots in a diffraction pattern is described by Bragg’s
law (Bragg, 1913), which is the basis of electron diffraction
and structural reconstruction in electron crystallography.
Electron diffraction is widely used in material science,
and it is gaining significance in life science for studying
two-dimensional (2D) and three-dimensional (3D) protein
crystals. It has been successfully used for structure determi-
nation of crystalline materials in inorganic material re-
search and also for solving molecular structures of 2D
crystals of transmembrane proteins (Fujiyoshi & Unwin,
2008). Atomic models for several membrane proteins have
been successfully determined, for instance, bacteriorhodop-
sin (BR) (Henderson et al., 1990), aquaporin 4 (AQP4)
(Hiroaki et al., 2006), and microsomal glutathione transfer-
ase 1 (MGST1) (Holm et al., 2006); also the structure of the
water soluble tubulin could be solved using 2D electron
crystallography (Nogales et al., 1998). In material science,
electron crystallography is used to solve structures of inor-
ganic materials (McQueen et al., 2007; Mugnaioli et al.,
2009; Sun et al., 2010). However, radiation sensitive 3D
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organic nanocrystals, especially 3D protein nanocrystals,
have largely been considered as unsuitable.

It would be very attractive if electron diffraction could
be used for studying 3D organic (protein) nanocrystals (see
Fig. 1a,b). Such crystals are often more easy to grow than
multimicrometer-sized crystals, which are a prerequisite for
X-ray crystallographic studies. In many cases, nanocrystals
may be the only samples that we can get. Given its potential,
3D electron nanocrystallography as a new method of bio-
molecular structure determination is receiving increasing
interest (Zou et al., 2004; Jiang et al., 2009b).

There are still some serious technical obstacles that
need to be overcome before electron diffraction of 3D
protein crystals can be used for structure determination.
Challenges include dynamic scattering and low signal-to-
noise ratios, as prolonged exposure by the electron beam
may destroy the crystals. With current electron detector
technologies, the beam sensitivity of protein crystals pre-
vents collecting multiple exposures, as in standard X-ray
crystallography or in electron tomography. However, a new
noise-free quantum area detector—Medipix®—is being de-
veloped that may ease this problem (Plaisier et al., 2003). If
successful, ultralow dose exposure may allow the collection
of multiple diffraction frames, but it will produce diffrac-
tion patterns with very low signal-to-noise ratios.

Electron diffraction data analysis is different from that
in X-ray crystallography, although many principles are the
same. Both require the following steps:

1. Background removal and spot localization. The diffrac-
tion patterns need to be centered and in electron diffrac-

*Available at www.medipix.web.cern.ch/MEDIPIX/.
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(b)

Figure 1. a: A 3D nanocrystal of tryptophan lying on the carbon
support. b: An electron diffraction pattern of a 3D nanocrystal of
lysozyme. The diffraction pattern shows a regular, symmetric
lattice because of the low curvature of the Ewald sphere relative to
the maximum resolution of diffraction.

tion, the strong background caused by the undiffracted
electron beam needs to be dealt with. If a beam-stop
exists, its shadow should be taken into account. Then
one needs to locate the diffraction spots, extract the
coordinates of their centroids, and calculate the intensi-
ties of the spots in the pattern for lattice determination
by characterizing the principal vectors V, and V, corre-
sponding to the basic spacing of the spot coordinates.

2. Unit-cell determination. Unit-cell determination of
radiation-hard, well-oriented crystals by electron diffrac-
tion is not very difficult (Li, 2005; Kolb et al., 2008) and
also unit-cell determination using multiple diffraction pat-

terns in random orientations is straightforward, provided
the rotation angles of the frames are accurately known.
However, determining the unit-cell parameters from ran-
domly oriented diffraction patterns from different crys-
tals, without knowledge of their angular relationships,
required creating a new algorithm (Jiang et al., 2009b).

3. Indexing and intensity integration. Once the unit cell is
known, the rotation angles of the randomly oriented
diffraction patterns need to be determined, using the
unit cell found in the previous step. This indexes the
reflections of every electron diffraction image. The inten-
sity of each spot is then calculated with greater accuracy
than in step 1 using an intensity integration procedure.

4. Phase recovery and structure refinement. When the indi-
ces and their corresponding intensity are known, meth-
ods from X-ray crystallography can be used to reconstruct
the 3D lattice of intensities in reciprocal space. Phase
recovery of electron diffraction (Abrahams, 2010) may
be facilitated by dynamical scattering effects but requires
knowledge of the orientation parameters for each re-
corded intensity, which means that standard X-ray crys-
tallography data integration software may not be used
for this purpose. Subsequent iterative refinement is essen-
tial for determining the atomic structure and may in-
volve correction for dynamical scattering.

For the first steps in crystal data processing, well-
established software is available for X-ray crystallography,
for instance the CCP4 suite (Collaborative, 1994; Winn,
2003). A few programs (Table 1) are specially designed for
electron crystallography (MRC programs: Crowther et al.,
1996; 2dx: Gipson et al., 2007 and Calidris®; TRICE: Zou
et al., 2004; DiffTools: Mitchell, 2008, DIFPACK, € and IPLT9).

However, none of these programs handle the electron
diffraction data of 3D radiation sensitive crystals.

METHODS AND RESULTS

Locating Spots

When neither the lattice parameters nor the orientation of
the crystal(s) are known, image processing routines are used
for finding the location of the diffraction spots. Typical
image processing software for electron diffraction data cen-
ters diffraction patterns, removes the background, and auto-
matically locates peaks (Mitchell, 2008). Advanced functions
include determining the spacing between spots and angle
determination between vectors defined by pairs of spots,
fitting the spots to a regular lattice pattern, and calculating
rotational averaged profiles. General image processing tech-
niques, such as image enhancement and Gaussian filters, are
usually employed for these tasks.

Our recent progress includes the development of ad-
vanced procedures for peak searching, 2D lattice determina-

® Available at www.calidris-em.com/.
¢Available at www.gatan.com/imaging/difpac.php.
d Available at www.iplt.org/.
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Table 1.  Scientific Programs Available for Electron Crystallography.

Software Name Description Copyright

MRC programs General software package for electron and X-ray Free
crystallography

2dx Software for processing of 2D crystal images Free

Calidris (CRISP, ELD, TRICE, etc.) Software for image processing of 3D crystal data Commercial

DiffTools Software platform used in TEM Free

DIFPACK™ Tools to calibrate diffractograms, measure d-spacings and Commercial
angles, etc.

IPLT Image Processing Library & Toolbox emphasis on 2D Free

electron crystallography

(a)

(b)

Figure 2. a: An example of electron diffraction image of aspirin
with a beam-stop shadow, recorded on an image plate. b: The
autocorrelation map of background and beam-stop removed im-
age of panel a.

tion, and determining the 3D unit-cell parameters (Jiang
et al., 2009b) that also work in the absence of knowledge of
lattice constants or crystal settings. We developed a user-
friendly peak search program, called AMP (Autocorrelation
Mapping Program),® in which an autocorrelation algorithm
is utilized for intensifying the signal and centering the
image on the apparent lattice [(Jiang et al., 2009a), Fig. 2].
AMP processes diffraction images of 3D nanocrystals and
automatically finds peak positions. First, the program cen-
ters the image and removes its background that includes the
strong central beam and possible backstop shadow. Then it
creates an autocorrelation map filling up weak or missing
reflections, enhancing the signal-to-noise ratio and center-
ing the diffraction pattern (Fig. 2b). The autocorrelation
method relies on the 2D lattice features apparent in the
electron diffraction patterns. The slight curvature of the
Ewald sphere in these electron diffraction patterns does not
create difficulties in this particular application because the
autocorrelation map is only used as a reference and acts as a
template for searching peaks in the original images. We have
found this method to be extremely robust, even when
dealing with apparently irregular patterns and twinned,
mixed lattices.

The distinguishing idea of our peak searching program
AMP is the use of autocorrelation maps for intensifying the
signal and centering the original diffraction pattern. Inten-
sifying the signal is important for improving the signal-to-
noise ratio as well as for identifying diffraction spots, which
are masked by the backstop or buried under noise. The
algorithm shows improved performance especially when the
noise is high. Another advantage is that the autocorrelation
pattern is accurately centered by definition. It solves the
problem of finding the exact center of the original diffrac-
tion image under the cover of a strong direct beam (Fig. 1b)
or backstop (Fig. 2a).

Both the original electron diffraction pattern and its
autocorrelation pattern need to be corrected for diffuse
background signals. The level and nature of the background
noise are very different for different types of images; hence,
a more clever background removal algorithm is required,
rather than straightforward fixed-threshold methods. We

¢ Available at www.bfsc.leidenuniv.nl/software/.
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Figure 3. The result of image background removal, centering, and
spot localization of the image in Figure 2a. Recognized diffraction
spots are marked by circles.

tocorrelation Napping Program

Image Data Type :
*tif [#]*.ing

QOriginal_Image

Directary cortaining images :

K paperst

Browse...

found it better to employ statistical features (e.g., rotation-
ally averaged images and variance curves) for removing
background noise, resulting in an adaptive background
removal method (Jiang et al., 2009a). Although the signal of
the autocorrelation images is stronger, the noise from the
original image is still present, affecting the peak search
accuracy. The adaptive background removal method needs
to be applied on both the original diffraction image and its
autocorrelation image. The only difference is that the radial
central beam (or the shadow of beam-stop) does not need
to be removed from the autocorrelation image. A multistep
procedure, which includes the radial central beam removal,
low- and high-pass Gaussian filtering, is employed in this
method to erase the background. One of the centering and
peak searching results is shown in Figure 3.

The program AMP was designed to be user-friendly. It
allows visualizing all the images that are being processed in
the peak search procedure. A graphical user interface is
implemented, providing the users a simple way to run,
control, and monitor the image processing. The program
was written in Matlab and has been compiled into a stand-
alone executable program.

Options
Center beam threshald © (0]
Irregular center talerance : 30

|:| remove high intensity center
[ Use beamstop remove tool
[ Smecth image

[ Brute Force Alignment

|:| Inverse Intensity (if beam is black)
Use full image L

EETD TEMTD G @ Centered original image
(%) Beamstop&BG removed
(®) Autocorrelation map

(%) Peaksipt output

Save directory of output files

Information Bax

Diffraction pattern of " jpg images are being
processed

File currently processed : 020707 _10.atc.jpg

Figure 4. Graphical user interface of the newest version of AMP (version v1.8) for electron diffraction image
processing. The image displayed on the left is a digital electron diffraction image of an oxacillin nanocrystal. The panel
right of the image allows setting input and output of parameters.
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Figure 4 shows a screenshot of the most recent version
of AMP. The diffraction image that is being processed
is visible on the left, and more options and controls are
provided to the user on the right of the panel. Except for
the necessary input parameters, the user can select which
intermediate output needs to be checked visually during
processing. Notices and information concerning the run of
diffraction patterns that is processed is shown on the
bottom right. Currently, AMP supports TIFF (up to 16-bit
and 32-bit deep) and JPEG image formats, which are the
most widely-used formats for storing digital images. Other
image formats can be easily supported.

The autocorrelation map and peak coordinates gener-
ated by the program can be used as input files for sub-
sequent unit cell determination of the nanocrystals (Jiang
et al., 2009b).

2D Lattice and Main Vectors Determination via
Linear Multiregression

Compared to X-ray diffraction, electron diffraction patterns
have different features due to the rather short wavelength of
the electron beam compared to the dimensions of unit cell
and typical resolution of protein crystals. More regular
lattices without clear Laue rings are hence observed. Be-
cause in electron diffraction studies by TEM the Ewald
sphere is very flat, at lower resolution (2-3 A), we mainly
observe 2D lattices with crystallographic zones located in
stripes, separated by bands devoid of diffraction spots.
Hence, there are parallels with lattice determination in 2D
protein crystallography (Zeng et al., 2007). For calculating
the autocorrelation pattern discussed above, an inverse
fast Fourier transform is multiplied with its complex con-
jugate. The autocorrelation pattern results upon a forward
Fourier transform. Since the spots are regularly distributed
in the electron diffraction pattern, the spacing between the
spots is also regular. The autocorrelation pattern of this
image will therefore also show a regular lattice with the
same spacing.

In crystallographic data, diffraction spots may be very
weak or even missing due to the crystal (pseudo-)symmetry,
unit-cell contents, beam damage, crystal imperfections, the
strong central beam, or high noise (also see Figs. 1b, 2a).
However, once we know the lattice, we know where to locate
the peaks more accurately, allowing, for instance, profile
fitting for accurate intensity determination. Hence, finding
this lattice is paramount. As explained in the previous
paragraph, the lattice of the autocorrelation pattern is iden-
tical to the lattice of the diffraction pattern, but the spots of
the autocorrelation patterns are much better resolved than
that of the diffraction pattern. Hence, we use the autocorre-
lation patterns for the lattice determination.

The spots have two types of information: the coordi-
nates and the intensity. For the coordinates of spots on a
lattice, the most principal information is encoded by the
base vectors V; and V, and the index of the spot (given by a
pair of whole integers). The base vectors in electron diffrac-
tion are very useful in determination of the unit-cell

Image Processing for 3D Nanocrystals 883

parameters, and their identification forms the first step in
determination of the structure of a crystal.

The strategy for determining unit cells involves simulat-
ing all possible lattices by combining any pair of reasonable
base vectors V, and V,, and then calculating the fitting
score of this simulated lattice with the observed lattice,
identifying the base vectors with the maximum score in an
exhaustive search. The pair of vectors V' and V; that result
from this exhaustive search is only approximate, as the
brute force search is discrete by necessity. To have a more
accurate determination of the base vectors, linear multiregres-
sion of all spots along a single line is employed to refine
each vector’s length. An additional linear multiregression of
all of the spots in the pattern can be applied to further push
the accuracy.

Mathematically,

D, = M,V, + N, V, + C + &,. (1)

Here, D; is the i’th vector corresponding to the i’th diffrac-
tion spot, and M; and N; are its 2D integer indexing num-
bers, to be multiplied by the approximated base vectors V/
and V, (note that M; and N; are not necessarily related to
the 3D reciprocal HKL indexing numbers, as the diffraction
pattern may be of a random zone). C is the center of the
diffraction or autocorrelation pattern and &; is random
noise.

Transforming the vectors to the X and Y coordinates in
the plane,

Xpi = M; Xy, + N; Xy, + X+ X, (2)
Ypi = M; Yy, + N;Yy, + Yo + Y. (3)

We can rewrite equation (2) in matrix form, allowing linear
regression:

M, N, 1 X Xp,

M2 N2 1 " XDZ
Xy, | = . (4)
XC vee

Mn Nn 1 XDn

Equation (4) allows standard linear multiregression for cal-
culating the coordinates of the base vectors and beam
center: Xy, Xy, and Xc.

The same method applied in equation (3) obviously
also works for determining the optimal Y coordinates.

Accuracy can be improved by excluding false positive
spots that deviate too much from the lattice, as they affect
the regression analysis. Our program allows more inter-
active refinement by manual exclusion of wrongly identified
diffraction spots in the spot searching step. In this way, very
accurate results can be achieved (Fig. 5 and Table 2). Mea-
sures of error—e.g., an R-factor—can be calculated to eval-
uate the fitting. After the refinement, we have found fitting
of the resulting lattice to be accurate enough for the next
step of unit-cell determination. This part of algorithm was
implemented in our program EDIff (to be released). A gross
error tolerance can be set by the user in the program,
normally 0.5-2%. For accurate correction of the magnifica-
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Table 2. Part of the Experimental Results of Lattice and Main Vectors Determination of Lysozyme Electron Diffraction

Data.*

Angle between Lattice

Image Serial Number of Peaks/ Main Vectors Main Vectors Fitting Errors
Number False Positive (A1 ©) (%)
1 116/1 43.66, 29.18 88.53 0.77
2 142/1 44.99, 29.30 89.96 0.79
3 87/1 44.03, 29.92 88.95 0.49
4 107/2 43.42, 30.60 89.31 1.02
5 100/2 42.79, 29.80 87.24 1.01

*The results show that our program extracted the diffraction peaks successfully, and the lattice was determined with tolerable low

€rrors.
tion error present in electron microscopes, a suggested

method is looking down the fourfold axis of a cubic or
tetragonal crystal (Capitani et al., 2006).

DiscussioN AND CONCLUSION

The idea of using autocorrelation patterns for intensifying
the signal, accurately centering the pattern, and for filling
up the missing spots was shown here to be useful. This new
idea makes use of the regular lattices observed in electron
diffraction patterns that are due to a combination of a short
electron wavelength and a relatively low maximum resolu-
tion of diffraction (typical for 3D protein crystals). More-
over, a method of adaptive background removal was designed
and implemented in the automatic peak searching program
for accurate spot localization.

The peak searching program is available as a free pre-
processing program for analyzing electron diffraction data
of nanocrystals (AMP; see footnote e on p. 881). It yields
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Figure 5. Linear multiregression of line spots and all spots to
determination the vectors of a lattice. The base vectors V, and V,
are determined and marked.

stable results during the test of various types of experimen-
tal images. The results of the program provide a solid base
for further data analysis and structure determination of 3D
protein nanocrystals, including unit-cell determination of
crystalline materials.

Refining the lattice base vectors of using linear regres-
sion was shown to be robust and is an essential step for
unit-cell determination and subsequent indexing in 3D
reciprocal space later. A user-friendly indexing and intensity
integration program is currently under development and
will be reported on shortly.

For testing our program, different types of experimen-
tal image data were used, including data from both organic
and inorganic nanocrystals: lysozyme, tryptophan, aspirin,
penicillin, mayenite, etc. More than 500 diffractograms in
total were tested. Part of these patterns can be downloaded
from our website for testing. The results showed a high level
of performance of our new program: it was able to correctly
identify the diffraction reflections even in the presence of
high background noise or (relatively) huge backstop shad-
ows present in the original diffraction patterns. Subsequent
2D lattice determination for retrieving the base vectors V;
and V, for unit-cell determination was successful. We con-
clude that we have made another step forward in accurate
processing of random 3D electron diffraction data.
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